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Abstract

The utilization of social media material in journalistic workflows is increasing, demanding au-
tomated methods for the identification of mis- and disinformation. Since textual contradiction
across social media posts can be a signal of rumorousness, we seek to model how claims in
Twitter posts are being textually contradicted. We identify two different contexts in which con-
tradiction emerges: its broader form can be observed across independently posted tweets and its
more specific form in threaded conversations. We define how the two scenarios differ in terms
of central elements of argumentation: claims and conversation structure. We design and evaluate
models for the two scenarios uniformly as 3-way Recognizing Textual Entailment tasks in or-
der to represent claims and conversation structure implicitly in a generic inference model, while
previous studies used explicit or no representation of these properties. To address noisy text,
our classifiers use simple similarity features derived from the string and part-of-speech level.
Corpus statistics reveal distribution differences for these features in contradictory as opposed to
non-contradictory tweet relations, and the classifiers yield state of the art performance.

1 Introduction and Task Definition

Assigning a veracity judgment to a claim appearing on social media requires complex procedures includ-
ing reasoning on claims aggregated from multiple microposts, to establish claim veracity status (resolved
or not) and veracity value (true or false). Until resolution, a claim circulating on social media platforms
is regarded as a rumor (Mendoza et al., 2010). The detection of contradicting and disagreeing microposts
supplies important cues to claim veracity processing procedures. These tasks are challenging to autom-
atize not only due to the surface noisiness and conciseness of user generated content. One complicating
factor is that claim denial or rejection is linguistically often not explicitly expressed, but appears without
classical rejection markers or modality and speculation cues (Morante and Sporleder, 2012). Explicit and
implicit contradictions furthermore arise in different contexts: in threaded discussions, but also across
independently posted messages; both contexts are exemplified in Figure 1 on Twitter data.

Language technology has not yet solved the processing of contradiction-powering phenomena, such
as negation (Morante and Blanco, 2012) and stance detection (Mohammad et al., 2016), where stance
is defined to express speaker favorability towards an evaluation target, usually an entity or concept. In
the veracity computation scenario we can speak of claim targets that are above the entity level: targets
are entire rumors, such as 11 people died during the Charlie Hebdo attack’. Contradiction and stance
detection have so far only marginally been addressed in the veracity context (de Marneffe et al., 2012;
Ferreira and Vlachos, 2016; Lukasik et al., 2016).

We propose investigating the advantages of incorporating claim target and conversation context as
premises in the Recognizing Textual Entailment (RTE) framework for contradiction detection in rumor-
ous tweets. Our goals are manifold: (a) to offer richer context in contradiction modeling than what
would be available on the level of individual tweets, the typical unit of analysis in previous studies; (b)
to train and test supervised classifiers for contradiction detection in the RTE inference framework; (c) to
address contradiction detection at the level of text similarity only, as opposed to semantic similarity (Xu
et al., 2015); (d) to distinguish and focus on two different contradiction relationship types, each involving
specific combinations of claim target mention, polarity, and contextual proximity, in particular:
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Contradiction within
conversational threads

| ) The gunman in Ottawa has been shot and
killed. I'm at a loss for words this morning.
That isn't my Canada.

2 ) might want to actually confirm shit like
that before tweeting.

| ) BREAKING NEWS: New York Times is
reporting the Canadian soldier who was
shot has died from their injuries.
Heartbreaking.

2) Not according to what I've just heard on
CTv.

Contradiction across
independent posts

a ) MORE: Police say shots fired at 3 places:
The National War Memorial, on
Parliament Hill and

b) Ottawa Police say there were 2
#O1 Shooting sites - War M
Parliament Hill

G ) Reports of a shooting at Rideau Centre
have e z I

Conversational threads

I ) Latest on Germanwings crash: Pilots
signaled 91 | before dropping out of
midair; airline CEO calls this a dark day.

a. Signalled 9117 Called ‘Mayday' would be
more appropriate, factual reporting...

b. didn't find 911 in all stories and updates,
international and local german. Please
don't speculate and spread lies

Independent posts

)

2)

in Sydney reportedly
amid ongoing hostage
situation at chocolate shop URL URL

has been
completely and Sydney
airspace closed. #siege

Figure 1: Explicit (far left: in threads, left: in independent posts) vs implicit (right: in threads, far right:
in independent posts) contradictions in threaded discussions and in independent posts.

1. Independent contradictions: Contradictory relation between independent posts, in which two
tweets contain different information about the same claim target that cannot simultaneously hold.
The two messages are independently posted, i.e., not occurring within a structured conversation.

2. Disagreeing replies: Contradictory relation between a claim-originating tweet and a direct reply to
it, whereby the reply expresses disagreement with respect to the claim-introducing tweet.

Contradiction between independently posted tweets typically arises in a broad discourse setting, and
may feature larger distance in terms of time, space, and source of information. The claim target is
mentioned in both posts in the contradiction pair, since these posts are uninformed about each other or
assume uninformedness of the reader, and thus do not or can not make coreference to their shared claim
target. Due to the same reason, the polarity of both posts with respect to the claim can be identical.
Texts paired in this type of contradiction resemble those of the recent Interpretable Semantic Similarity
shared task (Agirre et al., 2016) that calls to identify five chunk level semantic relation types (equiva-
lence, opposition, specificity, similarity or relatedness) between two texts that originate from headlines
or captions.

Disagreeing replies are more specific instances of contradiction: contextual proximity is small and
trivially identifiable by means of e.g. social media platform metadata, for example the property encoding
the tweet ID to which the reply was sent, which in our setup is always a thread-initiating tweet. The
claim target is by definition assumed to be contained in the thread-initiating tweet (sometimes termed as
claim- or rumor-source tweet). It can be the case that the claim target is not contained in the reply, which
can be explained by the proximity and thus shared context of the two posts. The polarity values in source
and reply must by definition be different; we refer to this scenario as Disagreeing replies. Importantly,
replies may not contain a (counter-)claim on their own but some other form to express disagreement and
polarity — for example in terms of speculative language use, or the presence of extra-linguistic cues such
as a URL pointing to an online article that holds contradictory content. Such cues are difficult to decode
for a machine, and their representation for training automatic classifiers is largely unexplored. Note that
we do not make assumptions or restrictions about how the claim target is encoded textually in any of the
two scenarios.

In this study, we tackle both contradiction types using a single generic approach: we recast them as
three-way RTE tasks on pairs of tweets. The findings of our previous study in which semantic inference
systems with sophisticated, corpus-based or manually created syntactico-semantic features were applied
to contradiction-labeled data indicate the lack of robust syntactic and semantic analysis for short and
noisy texts; cf. Chapter 3 in (Lendvai et al., 2016b). This motivates our current simple text similarity
metrics in search of alternative methods for the contradiction processing task.

In Section 2 we introduce related work and resources, in Sections 3 and 4 present and motivate the
collections and the features used for modeling. After the description of method and scores in Section 5,
findings are discussed in Section 6.
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2 Related work and resources

Recognizing Textual Entailment (RTE) Processing semantic inference phenomena such as contra-
diction, entailment and stance between text pairs has been gaining momentum in language technology.
Inference has been suggested to be conveniently formalized in the generic framework of RTE! (Dagan et
al., 2006). As an improvement over the binary Entailment vs Non-entailment scenario, three-way RTE
has appeared but is still scarcely investigated (Ferreira and Vlachos, 2016; Lendvai et al., 2016a). The
Entailment relation between two text snippets holds if the claim present in snippet B can be concluded
from snippet A. The Contradiction relation applies when the claim in A and the claim in B cannot be
simultaneously true. The Unknown relation applies if A and B neither entail nor contradict each other.

The RTE-3 benchmark dataset is the first resource that labels paired text snippets in terms of 3-way
RTE judgments (De Marneffe et al., 2008), but it is comprised of general newswire texts. Similarly,
the new large annotated corpus used for deep models for entailment (Bowman et al., 2015) labeled text
pairs as Contradiction are too broadly defined, i.e., expressing generic semantic incoherence rather than
semantically motivated polarization and mismatch that we are after, which questions its utility in the
rumor verification context.

As far as contradiction processing is concerned, accounting for negation in RTE is the focus of a
recent study (Madhumita, 2016), but it is still set according to the binary RTE setup. A standalone
contradiction detection system was implemented by (De Marneffe et al., 2008), using complex rule-
based features. A specific RTE application, the Excitement Open Platform? (Padé et al., 2015) has
been developed to provide a generic platform for applied RTE. It integrates several entailment decision
algorithms, while only the Maximum Entropy-based model (Wang and Neumann, 2007) is available for
3-way RTE classification. This model implements state-of-the-art linguistic preprocessing augmented
with lexical resources (WordNet, VerbOcean), and uses the output of part-of-speech and dependency
parsing in its structure-oriented, overlap-based approach for classification and was tested for both our
tasks as explained in (Lendvai et al., 2016b).

Stance detection Stance classification and stance-labeled corpora are relevant for contradiction detec-
tion, because the relationship of two texts expressing opposite stance (positive and negative) can in some
contexts be judged to be contradictory: this is exactly what our Disagreeing reply scenario covers. Stance
classification for rumors was introduced by (Qazvinian et al., 2011) where the goal was to generate a bi-
nary (for or against) stance judgment. Stance is typically classified on the level of individual tweets:
reported approaches predominantly utilize statistical models, involving supervised machine learning (de
Marneffe et al., 2012) and RTE (Ferreira and Vlachos, 2016). Another relevant aspect of stance detection
for our current study is the presence of the stance target in the text to be stance-labeled. A recent shared
task on social media data defined separate challenges depending on whether target-specific training data
is included in the task or not (Mohammad et al., 2016); the latter requires additional effort to encode
information about the stance target, cf. e.g. (Augenstein et al., 2016). The PHEME project released a
new stance-labeled social media dataset (Zubiaga et al., 2015) that we also utilize as described next.

3 Data

The two datasets corresponding to our two tasks are drawn from a freely available, annotated social
media corpus? that was collected from the Twitter platform* via filtering on event-related keywords and
hashtags in the Twitter Streaming API. We worked with English tweets related to four events: the Ottawa
shooting’, the Sydney Siege®, the Germanwings crash’, and the Charlie Hebdo shooting®. Each event in

"http://www.aclweb.org/aclwiki/index php?title=Recognizing_Textual _Entailment
Zhttp://hltfbk.github.io/Excitement-Open-Platform
3https:/figshare.com/articles/PHEME_rumour_scheme_dataset_journalism_use_ case/2068650
*twitter.com

>https://en.wikipedia.org/wiki/2014_shootings_at_Parliament_Hill, Ottawa
Shttps://en.wikipedia.org/wiki/2014_Sydney_hostage _crisis
"https://en.wikipedia.org/wiki/Germanwings_Flight_9525
8https://en.wikipedia.org/wiki/Charlie_Hebdo_shooting
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event ENT CON UNK #uniq #uniq | ENT CON UNK #uniq #uniq

clms tws clms tws

chebdo 143 34 486 36 736 647 427 866 27 199

gwings 39 6 107 13 176 461 257 447 4 29

ottawa 79 37 292 28 465 555 377 168 18 125

ssiege 112 59 456 37 697 332 317 565 21 143
[ [ 373 136 1341 114 2074 [ 1995 1378 2046 70 496 |

Table 1: Threads (left) and iPosts (right) RTE datasets compiled from 4 crisis events: amount of pairs per
entailment type (ENT, CON, UNK), amount of unique rumorous claims (#uniq clms) used for creating
the pairs, amount of unique tweets discussing these claims (#unig tws).

the corpus was pre-annotated as explained in (Zubiaga et al., 2015) for several rumorous claims® — offi-
cially not yet confirmed statements lexicalized by a concise proposition, e.g. "Four cartoonists were killed
in the Charlie Hebdo attack” and "French media outlets to be placed under police protection”. The corpus collec-
tion method was based on a retweet threshold, therefore most tweets originate from authoritative sources
using relatively well-formed language, whereas replying tweets often feature non-standard language use.

Tweets are organized into threaded conversations in the corpus and are marked up with respect to
stance, certainty, evidentiality, and other veracity-related properties; for full details on released data we
refer to (Zubiaga et al., 2015). The dataset on which we run disagreeing reply detection (henceforth:
Threads) was converted by us to RTE format based on the threaded conversations labeled in this corpus.
We created the Threads RTE dataset drawing on manually pre-assigned Response Type labels by (Zu-
biaga et al., 2015) that were meant to characterize source tweet — replying tweet relations in terms of
four categories. We mapped these four categories onto three RTE labels: a reply pre-labeled as Agreed
with respect to its source tweet was mapped to Entailment, a reply pre-labeled as Disagreed was mapped
to Contradiction, while replies pre-labeled as AppealforMorelnfo and Comment were mapped to Un-
known. Only direct replies to source tweets relating to the same four events as in the independent posts
RTE dataset were kept. There are 1,850 tweet pairs in this set; the proportion of contradiction instances
amounts to 7%. The Threads dataset holds CON, ENT and UNK pairs as exemplified below. Conform
the RTE format, pair elements are termed text and hypothesis — note that directionality between ¢ and h
is assumed as symmetric in our current context so ¢ and /& are assigned based on token-level length.

e CON <t>We understand there are two gunmen and up to a dozen hostages inside the cafe under siege at

Sydney.. ISIS flags remain on display 7News</t> <h>not ISIS flags</h>

e ENT <t>Report: Co-Pilot Locked Out Of Cockpit Before Fatal Plane Crash URL Germanwings URL</t>

<h>This sounds like pilot suicide.<</h>

o UNK <t>BREAKING NEWS: At least 3 shots fired at Ottawa War Memorial. One soldier confirmed shot -

URL URL</t> <h>All our domestic military should be armed, now.<</h>.

The independently posted tweets dataset (henceforth: iPosts) that we used for contradiction detection
between independently emerging claim-initiating tweets is described in (Lendvai et al., 2016a). This
collection is holds 5.4k RTE pairs generated from about 500 English tweets using semi-automatic 3-way
RTE labeling, based on semantic or numeric mismatches between the rumorous claims annotated in the
data. The proportion of contradictory pairs (CON) amounts to 25%. The two collections are quantified
in Table 1. iPosts dataset examples are given below.

e CON <t>12 people now known to have died after gunmen stormed the Paris HQ of magazine CharlieHebdo

URL URL</t> <h>Awful. 11 shot dead in an assault on a Paris magazine. URL CharlieHebdo URL</h>
e ENT <t>SYDNEY ATTACK - Hostages at Sydney cafe - Up to 20 hostages - Up to 2 gunmen - Hostages
seen holding ISIS flag DEVELOPING..</t> <h>Up to 20 held hostage in Sydney Lindt Cafe siege URL
URL</h>
e UNK <t>BREAKING: NSW police have confirmed the siege in Sydney’'s CBD is now over, a police officer
is reportedly among the several injured.</t> <h>Update: Airspace over Sydney has been shut down. Live
coverage: URL sydneysiege<</h>.

°Rumor, rumorous claim and claim are used interchangeably throughout the paper to refer to the same concept.
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4 Text similarity features

Data preprocessing on both datasets included screen name and hashtag sign removal and URL mask-
ing. Then, for each tweet pair we extracted vocabulary overlap and local text alignment features. The
tweets were part-of-speech-tagged using the Balloon toolkit (Reichel, 2012) (PENN tagset, (Marcus et
al., 1999)), normalized to lowercase and stemmed using an adapted version of the Porter stemmer (Porter,
1980). Content words were defined to belong to the set of nouns, verbs, adjectives, adverbs, and numbers,
and were identified by their part of speech labels. All punctuation was removed.

4.1 Vocabulary overlap

Vocabulary overlap was calculated for content word stem types in terms of the Cosine similarity and the
XNy
, where X and Y denote

VIXY]
the sets of content word stems in the tweet pair.
The F1 score is defined as the harmonic mean of precision and recall. Precision and recall here refer

to covering the vocabulary X of one tweet by the vocabulary Y of another tweet (or vice versa). It is
[XNY] [ XNY]

F1 score. The Cosine similarity of two tweets is defined as C'(X,Y) =

given by F'1 = 2. % Again the vocabularies X and Y consist of stemmed content words.
1X] Y]

Just like the Cosine index, the F1 score is a symmetric similarity metric.
These two metrics are additionally applied to the content word POS label inventories within the tweet
pair, which gives the four features cosine, cosine_pos, f_score, and f_score_pos, respectively.

4.2 Local alignment

The amount of stemmed word token overlap was measured by applying local alignment of the token
sequences using the Smith-Waterman algorithm (Smith and Waterman, 1981). We chose a score function
rewarding zero substitutions by +1, and punishing insertions, deletions, and substitutions each by O-reset.
Having filled in the score matrix H, alignment was iteratively applied the following way:

while max(H) >t

— trace back from the cell containing this maximum the path leading to it until a zero-cell is reached
— add the substring collected on this way to the set of aligned substrings
— set all traversed cells to 0.

The threshold ¢ defines the required minimum length of aligned substrings. It is set to 1 in this study,
thus it supports a complete alignment of any pair of permutations of x. The traversed cells are set to 0
after each iteration step to prevent that one substring would be related to more than one alignment pair.
This approach would allow for two restrictions: to prevent cross alignment not just the traversed cells
[i, 7] but for each of these cells its entire row ¢ and column j needs to be set to 0. Second, if only the
longest common substring is of interest, then the iteration is trivially to be stopped after the first step.
Since we did not make use of these restrictions, in our case the alignment supports cross-dependencies
and can be regarded as an iterative application of a longest common substring match.

From the substring pairs in tweets x and y aligned this way, we extracted two text similarity measures:

' . . m(z)+m(y)
e laProp: the proportion of locally aligned tokens over both tweetsA (@) Fnly)
e laPropS: the proportion of aligned tokens in the shorter tweet %, 2 = argmin,eq, 1 [n(2)],

where n(z) denotes the number of all tokens and m(z) the number of aligned tokens in tweet z.

4.3 Corpus statistics

Figures 2 and 3 show the distribution of the features introduced above each for a selected event in both
datasets. Each figure half represents a dataset; each subplot shows the distribution of a feature in depen-
dence of the three RTE classes for the selected event in that dataset.

The plots indicate a general trend over all events and datasets: the similarity features reach highest
values for the ENT class, followed by CON and UNK. Kruskal-Wallis tests applied separately for all
combinations of features, events and datasets confirmed these trends, revealing significant differences for
all boxplot triplets (p < 0.001 after correction for type 1 errors in this high amount of comparisons using
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the false discovery rate method of (Benjamini and Yekutieli, 2001)). Dunnett post hoc tests however
clarified that for 16 out of 72 comparisons (all POS similarity measures) only UNK but not ENT and
CON differ significantly (o« = 0.05). Both datasets contain the same amount of non-significant cases.
Nevertheless, these trends are encouraging to test whether an RTE task can be addressed by string and
POS-level similarity features alone, without syntactic or semantic level tweet comparison.

cosine

cosine_pos

0.7

ST

0.3

f_score_pos

0.7

maal=

0
O R

laProp$S

—

==

0.6

0.0

CON ENT UNK

cosine

cosine_pos

0.0 0.3 06

1.0

0.6 0.8

f_score_pos

0.0 0.3 06

1.0

o

0.6 0.8

0.04

0.00

0.6

0.0

Figure 2: Distributions of the similarity metrics by tweet pair class for the event chebdo in the Threads
(left) and the iPosts dataset (right).
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(left) and the iPosts dataset (right).



5 RTE classification experiments for Contradiction and Disagreeing Reply detection

In order to predict the RTE classes based on the features introduced above, we trained two classifiers:
Nearest (shrunken) centroids (NC) (Tibshirani et al., 2003) and Random forest (RF) (Breiman, 2001;
Liaw and Wiener, 2002), using the R wrapper package Caret (Kuhn, 2016) with the methods pam and
rf, respectively. To derive the same number of instances for all classes, we applied separately for both
datasets resampling without replacement, so that the total data amounts about 4,550 feature vectors
equally distributed over the three classes, the majority of 4,130 belonging to the iPosts data set. Fur-
ther, we centered and scaled the feature matrix. Within the Caret framework we optimized the tunable
parameters of both classifiers by maximizing the F1 score. This way the NC shrinkage delta was set
to 0, which means that the class reference centroids are not modified. For RF the number of variables
randomly sampled as candidates at each split was set to 2. The remaining parameters were kept default.

The classifiers were tested on both datasets in a 4-fold event-based held-out setting, training on three
events and testing on the remaining one (4-fold cross-validation, CV), quantifying how performance gen-
eralizes to new events with unseen claims and unseen targets. The CV scores are summarized in Tables 2
and 3. It turns out generally that classifying CON is more difficult than classifying ENT or UNK. We ob-
serve a dependency of the classifier performances on the two contradiction scenarios: for detecting CON,
RF achieved higher classification values on Threads, whereas NC performed better on iPosts. General
performance across all three classes was better in independent posts than in conversational threads.

Definitions of contradiction, the genre of texts and the features used are dependent on end applications,
making performance comparison nontrivial (Lendvai et al., 2016b). On a different subset of the Threads
data in terms of events, size of evidence, 4 stance classes and no resampling, (Lukasik et al., 2016) report
.40 overall F-score using Gaussian processes, cosine similarity on text vector representation and tempo-
ral metadata. Our previous experiments were done using the Excitement Open Platform incorporating
syntactico-semantic processing and 4-fold CV. For the non-resampled Threads data we reported .11 F1
on CON via training on iPosts (Lendvai et al., 2016b). On the non-resampled iPosts data we obtained
.51 overall F1 score (Lendvai et al., 2016a), F1 on CON being .25 (Lendvai et al., 2016b).

| | CON | ENT | UNK
F1 (RF/NC) | 0.33/0.35 | 0.55/0.59 | 0.51/0.57
precision || 0.35/0.40 | 0.54/0.61 | 0.54/0.57
recall || 0.32/0.34 | 0.58/0.59 | 0.56/0.67

accuracy 0.47/0.51
wgt F1 0.48/0.51
wgt prec. 0.51/0.55
wgt rec. 0.47/0.51

Table 2: iPosts dataset. Mean and weighted (wgt) mean results on held-out data after event held-out
cross validation for the Random Forest (RF) and Nearest Centroid (NC) classifiers.

y | CON | ENT | UNK |
F1 (RF/NC) | 0.37/0.11 | 0.45/0.50 | 0.40/0.36
precision || 0.42/0.07 | 0.52/0.56 | 0.34/0.31
recall || 0.35/0.20 | 0.41/0.47 | 0.50/0.61

accuracy 0.42/0.39
wgt F1 0.43/0.32
wgt prec. 0.47/0.33
wgt rec. 0.42/0.39

Table 3: Threads dataset. Mean and weighted (wgt) mean results on held-out data after event held-out
cross validation for the Random forest and Nearest Centroid classifiers (RF/NC).
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We proposed to model two types of contradictions: in the first both tweets encode the claim target
(iPosts), in the second typically only one of them (Threads). The Nearest Centroid algorithm performs
poorly on the CON class in Threads where textual overlap is typically small especially for the CON and
UNK classes, in part due to the absence of the claim target in replies. However, the Random Forest
algorithm’s performance is not affected by this factor. The advantage of RF on the Threads data can
be explained by its property of training several weak classifiers on parts of the feature vectors only.
By this boosting strategy a usually undesirable combination of relatively long feature vectors but few
training observations can be tackled, holding for the Threads data that due to its extreme skewedness (cf.
Table 1) shrunk down to only 420 datapoints after our class balancing technique of resampling without
replacement. Results indicate the benefit of RF classifiers in such sparse data cases.

The good performance of NC on the much larger amount of data in iPosts is in line with the corpus
statistics reported in section 4.3, implying a reasonably small amount of class overlap. The classes are
thus relatively well represented by their centroids, which is exploited by the NC classifier. However, as
illustrated in Figures 2 and 3, the majority of feature distributions are generally better separated for ENT
and UNK, while CON in its mid position shows more overlap to both other classes and is thus overall a
less distinct category.

6 Conclusions and Future Work

The detection of contradiction and disagreement in microposts supplies important cues to factuality and
veracity assessment, and is a central task in computational journalism. We developed classifiers in a
uniform, general inference framework that differentiates two tasks based on contextual proximity of the
two posts to be assessed, and if the claim target may or may not be omitted in their content. We utilized
simple text similarity metrics that proved to be a good basis for contradiction classification.

Text similarity was measured in terms of vocabulary and token sequence overlap. To derive the latter,
local alignment turned out to be a valuable tool: as opposed to standard global alignment (Wagner
and Fischer, 1974), it can account for crossing dependencies and thus for varying sequential order of
information structure in entailing text pairs, e.g. in “the cat chased the mouse” and ’the mouse was
chased by the cat”, which are differently structured into topic and comment (Halliday, 1967). We expect
contradictory content to exhibit similar trends in variation with respect to content unit order — especially
in the Threads scenario, where entailment inferred from a reply can become the topic of a subsequent
replying tweet. Since local alignment can resolve such word order differences, it is able to preserve text
similarity of entailing tweet pairs, which is reflected in the relative laProp boxplot heights in Figures 2
and 3.

We have run leave-one-event-out evaluation separately on the independent posts data and on the con-
versational threads data, which allowed us to compare performances on collections originating from the
same genre and platform, but on content where claim targets in the test data are different from the targets
in the training data. Our obtained generalization performance over unseen events turns out to be in line
with previous reports. Via downsampling, we achieved a balanced performance on both tasks across the
three RTE classes; however, in line with previous work, even in this setup the overall performance on
contradiction is the lowest, whereas detecting the lack of contradiction can be achieved with much better
performance in both contradiction scenarios.

Possible extensions to our approach include incorporating more informed text similarity metrics (Bér
et al., 2012), formatting phenomena (Tolosi et al., 2016), and distributed contextual representations (Le
and Mikolov, 2014), the utilization of knowledge-intensive resources (Padé et al., 2015), representation
of alignment on various content levels (Noh et al., 2015), and formalization of contradiction scenarios in
terms of additional layers of perspective (van Son et al., 2016).
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