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Abstract

One of the purposes of the VarDial workshop series is to encourage research into NLP meth-
ods that treat human languages as a continuum, by designing models that exploit the similarities
between languages and variants. In my work, I am using a continuous vector representation of
languages that allows modeling and exploring the language continuum in a very direct way. The
basic tool for this is a character-based recurrent neural network language model conditioned on
language vectors whose values are learned during training. By feeding the model Bible transla-
tions in a thousand languages, not only does the learned vector space capture language similarity,
but by interpolating between the learned vectors it is possible to generate text in unattested inter-
mediate forms between the training languages.
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