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Abstract

Unlike European languages, many Asian languages like Chinese and Japanese do not have ty-
pographic boundaries in written system. Word segmentation (tokenization) that break sentences
down into individual words (tokens) is normally treated as the first step for machine translation
(MT). For Chinese and Japanese, different rules and segmentation tools lead different segmen-
tation results in different level of granularity between Chinese and Japanese. To improve the
translation accuracy, we adjust and balance the granularity of segmentation results around terms
for Chinese—Japanese patent corpus for training translation model. In this paper, we describe a
statistical machine translation (SMT) system which is built on re-tokenized Chinese—Japanese
patent training corpus using extracted bilingual multi-word terms.

1 Introduction

China and Japan are producing a large amount of patents in their respective languages. Making Chi-
nese patents available in Japanese, and Japanese patents in Chinese is an important task for increasing
economical development in Asia and international world. The translation of patents is a key issue that
should be helped by the use of SMT.

Word segmentation is normally treated as the first step for SMT between Chinese and Japanese.
Patents contain large amounts of domain-specific terms in words or multi-word expressions. This brings
up the question of word segmentation: we may not want to tokenize terms in specific domains in patents.
But we cannot control the tokenization of the multi-word terms: a large number of multi-word terms
are always segmented into several single-word terms in one language but may not be segmented in an-
other language, or some of the multi-word terms in two languages have different levels of granularity in
segmentation because of different conventions of segmentation in different languages.

The related work by Chang et al. (2008) shows that segmentation granularity of Chinese word seg-
mentation affects the translation accuracy and that it is very important for MT. In (Chu et al., 2013), for
improving the translation accuracy of scientific papers, they make use of a constructed mapping table for
adjusting Chinese segmentation results according to Japanese segmentation based on characters shared
between Chinese and Japanese. In our work, we focus on terms and patent segmentation and translation.
To improve SMT translation accuracy, we change and adjust the segmentation for terms using extracted
bilingual multi-word terms for both languages (not only for Chinese or Japanese).

Frantzi et al. (2000) describes a combination of linguistic and statistical methods (C-value/NC-value)
for the automatic extraction of multi-word terms from English corpora. In (Mima and Ananiadou, 2001),
it is showed that the C-/NC-value method is an efficient domain-independent multi-word term recogni-
tion not only in English but in Japanese as well. In this paper, we adopt the C-value method to extract
monolingual multi-word terms in Chinese and Japanese, and combine it with the sampling-based align-
ment method (Lardilleux and Lepage, 2009) and kanji-hanzi conversion method for bilingual multi-word
term extraction. We build SMT systems based on re-tokenized Chinese—Japanese patent training corpus
using the extracted bilingual multi-word terms.
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Language Sentence

Chinese 1%/ FELRE/HR 14 )i /2 sty -

Tapanese | 7> 7L INEHE A T ¢ J13/L 1L RS T B,
Meaning  ‘Tantalum anode body are usually sintered.’

Chinese I F/52/-/S8/H/T it/ S/ % /5 R ¢ 30/

Japanese /N FI52~/S8IE/. [X 71, FEIICI K 5 TS AT L T2 10— 5 BONCAER S MBI,

Meaning  ‘Patches 52-58 are also connected to the system controller 30 by wires.’

Chinese  ZE/B—ANEIZ 5/, LA} 5 R s po S e e et Sk, B, /e B A B AR -

Yapanese | (LA Y R 1. /1o B IR e\ [ e 2 e 1 0 1 U S B,
Meaning ‘The oxide semiconductor layer becomes an oxygen-deficient type after the first heat treatment, namely,

the resistivity becomes lower.’

Chinese  i3X/2/F/k/ 5/ 52 MURRIEEE R B, VIR :
Japanese  CHUIR/ IAKIEN AV T = FBERIRISIT B1 2 21T [ L THEG IR BT B,

Meaning  ‘This is because of the reaction between water and isocyanate groups for forming urea bonds.’

Chinese R/ H/B U2/ BL )/ INT BB/ T, RS20, INTARE B30
Japanese WA/ L 7= HUR A& Vs BB/ RIS/ Td B ENT. TG EI 2T AT v 71110/,

‘In the case where the radiation dose detected is less than the threshold, it is considered as the negative
judgment, then go to step 110.

~

Meaning

Chinese [/, /2E/% W7, IRERSIR AT T A S i B s
Japanese  fit~ T/ /7 TN/ [N 12T 2 5D o R R I 17T 512 EIDTE B,

Meaning  ‘Thus, in this embodiment, the support on the image diagnosis of emphysema can be performed efficiently.’

Figure 1: Examples of Chinese—Japanese patent segmentation. Terms in different languages are tok-
enized at different levels of granularity. Segmentation tools used are Stanford for Chinese and Juman
for Japanese. The words given in the box are the multi-word terms or single-word terms in Chinese or
Japanese. The words in the same color have corresponding translation relations between two languages.

2  Word Segmentation for Chinese—Japanese Patent Corpus

Figure 1 gives the examples for Chinese—Japanese patent sentences which are tokenized at different lev-
els of granularity based on different segmentation tools. For instance, the multi-word term %8 [H/# {4
(‘tantalum anode body’) in Chinese has a translation relation with the multi-word ¥ > ¥ JL /P fili/ 5K
T 4 in Japanese, but actually, they do not have any correspondence in word-to-word alignments. Sim-
ilar examples are given as 7 H/HL I (‘isocyanate group’) in Chinese and 1/ > 77 % — b /3 in
Japanese, ilt5iT4%/= (‘radiation dose’) in Chinese and 41/ & in Japanese. Another case is that some
terms are multi-word terms in one language but single-word terms in another language. For instance, the
single-word term fili S/f' (‘emphysema’) in Chinese and the multi-word term fifi/5i# in Japanese. For
keeping the direct and exact translations between Chinese and Japanese terms, we intend to re-tokenize
Chinese—Japanese parallel sentences center around bilingual multi-word terms. As such, correspondence
and meaning of terms come into focus when adjusting word tokenization granularity.

To do this, we extract bilingual multi-word terms from an existing Chinese—Japanese training corpus,
then we build SMT systems based on the re-tokenized training corpus using these extracted bilingual
multi-word terms by enforcing them to be considered as one token.

3 Chinese-Japanese Bilingual Multi-word Term Extraction

In this section, we describe a bilingual multi-word term extraction method used in our work. We combine
using C-value for monolingual multi-word extraction with the sampling-based alignment method and
kanji-hanzi conversion method for bilingual multi-word term extraction.
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3.1 Monolingual Multi-word Term Extraction

The C-value is an automatic domain-independent method, commonly used for multi-word term extrac-
tion. This method has two main parts: linguistic part and statistical part. The linguistic part gives the type
of multi-word terms extracted relying on part-of-speech tagging, linguistic filters, stop list, etc. The sta-
tistical part measure a termhood to a candidate string, and output a list of candidate terms with decreasing
order of C-value. In our experiments, we extract multi-word terms which contain a sequence of nouns
or adjectives followed by a noun in both Chinese and Japanese. This linguistic pattern' can be written
as follows using a regular expression: (Adjective|N oun)Jr Noun. The segmenter and part-of-speech
tagger that we use are the Stanford parser® for Chinese and Juman?® for Japanese.
The statistical part, the measure of termhood, called the C-value, is given by the following formula:

logs |al - f(a) if a is not nested,

log, |al (f(a) — P(ITQ) Syer. () otherwise

(1

C-value(a) =

where a is the candidate string, f(.) is its frequency of occurrence in the corpus, 75, is the set of extracted
candidate terms that contain a, P(T},) is the number of these candidate terms.

In our experiments, we follow the basic steps of the C-value approach to extract Chinese and Japanese
monolingual multi-word terms respectively from the existing Chinese—Japanese training corpus. We
firstly tag each word in the Chinese and the Japanese corpus respectively; we then extract multi-word
terms based on the linguistic pattern and the formula given above for each language. The stop list is
used to avoid extracting infelicitous sequences of words consists of 240 function words (including num-
bers, letters and punctuations etc.). Examples of term candidates in Chinese and Japanese extracted are
shown in Table 1. We then re-tokenize such candidate terms in the Chinese—Japanese training corpus by
enforcing them to be considered as one token. Each candidate multi-word term is aligned with markers.

3.2 Bilingual Multi-word Term Extraction

We extract bilingual multi-word terms based on re-tokenized Chinese—Japanese training corpus (with
extracted monolingual muti-word terms) with two methods: one is using the sampling-based alignment
method, another one is taking kanji-hanzi conversion into consideration.

3.2.1 Using Sampling-based Method

To extract bilingual aligned multi-word terms, we use the open source implementation of the sampling-
based alignment method, Anymalign (Lardilleux and Lepage, 2009), to perform word-to-word alignment
(token-to-token alignment)* from the above monolingual terms based re-tokenized Chinese—Japanese
training corpus. We recognize the multi-word term to multi-word term alignments between Chinese and
Japanese by using the markers. We then filter these aligned multi-word candidate terms by setting some
threshold P for the translation probabilities in both directions.

Table 2 shows some bilingual multi-word terms that we extracted by setting a threshold P with 0.6. It
is possible that some incorrect alignments are extracted. Such examples appear on the alignments with .
To improve the precision (good match) of the results, we further filter these extracted bilingual multi-
word terms (obtained by setting threshold P) by computing the ratio of the lengths in words between the
Chinese (Japanese) part and its corresponding Japanese (Chinese) part.

We set the ratio of the length in words between two languages with 1.0, 1.5, 2.0 and 2.5. The precision
of the kept bilingual multi-word terms in each ratio is assessed by sampling 100 bilingual multi-word
terms. On the bilingual multi-word term extraction results obtained by setting P=0.6, the precisions

'Pattern for Chinese: (JJ|NN)' NN, pattern for Japanese: (JF2&ai | &)™ %, J1 and 2R are codes for
adjectives, ‘NN’ and ‘% il are codes for nouns in the Chinese and the Japanese taggers that we use.

2http ://nlp.stanford.edu/software/segmenter.shtml

Shttp://nlp.ist.i.kyoto-u.ac. jp/index.php?JUMAN

“This is done by the option -N 1 on the command line. Experiments were also done with GIZA++, the sampling-based
alignment method is more efficient than GIZA++.
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Chinese or Japanese sentences Extracted monolingual terms

7 BB

Chinese: EuP *Eﬁ’(ﬁrm\' SHPU E:/\D /E\-ﬁg:v/\ iﬂ:m—:v lucD g‘—.'_JnNN ﬁucc 2icp ﬂ:w ﬁ%ﬁ:w %ﬂ%‘:m\' E/‘]:DEC Tﬁ?ﬂuw ’:P;u,c th%}%;;f dl;l;;teg
»HPU K:DT &EEWN E"]:m.v ?ﬁ%uw ﬁi?uvv JI[[‘}TQ;NN %‘ﬁﬁw\ ME:NN Eum) ﬁi&um ﬁﬁul)r—.v iﬁ&uvv :F:P .m].ﬁum\ IE . " ( (x4 N
e . glucose concentration

o K Fown o geu MmhE EE P

‘normal blood glucose level’
Japanese: A FE s D TR e (S« mvv FERR ma Tz « mvw & 0w GEANS iz 1S Lasa B X ‘diabetes’

13w 25 Wi BEFR wa Tiream Dman LG wm Dma B G 1w Mlean Fawess 70 3 — Rrsa 2 eam Tma 1E rLa—A R
Eomaa MUz L ~obma £ CToa X 9w B8 wm 012 mees W8 Grom S ¥ Buoer Z e 2w 0] BEIC e ‘glucose concentration’
T Do o n WOmEE L~

‘normal blood glucose level”

English meaning: ‘In diabetes, more particularly, type 1 or 2 diabetes cases, the drug of the present invention allows
the blood glucose concentration more effectively adapt to normal blood glucose levels.”

OfIE
Chinese: 7Ez Zwr 77 1Zian Fac oo BEB e 158 v Mar O BEewn B B awn Were Wsose OOWEE v Bawn Fllavy Lo & ‘cardiac cycle’
?yﬁuvv %”NN erﬂ #LC E"]!ﬂ)F«G ml?ﬁﬂNN *Zijjﬂ\/\/ E/‘JuDE(‘ 1”(‘“ /]\ﬂM U\J:!“ c E,\]ﬁDFG [gl,T%:N\l ° {PU ‘[L\['{ygfﬁ E;q
‘systole’
O N

‘cardiac cycle’

- . N N L IR
Japanese: = D i 1w BV T 1 Xma o ame Oea Bem Wawes D Cvam Wiea Hea b i

. N o N ‘systole’
Sl Lvea Fifkea Wea £ Tow Owa e Oma [Ligen B#lea Dma Lza K D Emees Dma [0)1{F00 o ;ITWF 11
D3 (S SN Buwes o A . diz;;t(;le’
Mitide R

‘blood moving’
English meaning: ‘In this method, we can obtain more than one images of blood moving from systole of cardiac cycle

to diastole.

Table 1: Examples of multi-word term extracted using C-value, based on the linguistic pattern:
(Adjective|Noun)t Noun.

for each ratio are 94%, 92%, 90% and 80%. It is obvious that the precision of the extracted bilingual
multi-word terms decreases rapidly when the ratio tends to 2.5, thus we set the ratio of the lengths in
both directions to a maximum value of 2.0 to keep precision and recall high at the same time. Another
filtering constraint is to filter out alignments of the Japanese part which contains hiragana. This constraint
results from an investigation of the distribution of the components in Japanese by which we found that
multi-word terms made up of “kanji + hiragana” or “kanji + hiragana + katakana” have lower chance to
be aligned with Chinese multi-word terms (see Table 3).

3.2.2 Using Kanji-hanzi Conversion Method

Table 2 leads to the observation that some correctly aligned bilingual terms cannot be extracted by using
the methods we described in Section 3.2.1. Such examples of terms are given in Table 2 with x. Such
examples are the multi-word terms on one side (Chinese or Japanese) are not multi-word terms in another
side (Japanese or Chinese), or filtered by setting a threshold on translation probabilities. Kanji-hanzi

Extract | Correct

Chinese Japanese Meaning P(t|s) P(s|t)
or not or not
O Vv ENE_IRE 7L 3 — AP ‘glucose concentration 0.962121 | 0.891228
O Vv MHE__TEH_IKF IEH gL~ ‘normal blood glucose level’ | 1.000000 | 1.000000
O Vv OISR K- HH ‘cardiac cycle’ 1.000000 | 1.000000
O Vv i E TN €7 ‘systole’ 1.000000 | 0.833333
O Vv A __ER TR ST AT ‘fatty acid ester’ 1.000000 | 0.983333
O * WERR /NS _NE B | R - 1.000000 | 1.000000
O * AR AR AIRC__T L 77 ) s A G | - 1.000000 | 1.000000
O * biRE_EH fli oo ki - 1.000000 | 1.000000
X v WE PRI PR _I5 ‘diabetes’ 1.000000 | 0.666667
X Vv a8 Hiti_ 7 ‘lung cancer’ 1.000000 | 1.000000
x Vo | RE_ etz ‘biocide’ 0.600000 | 0.107143
X v HRE_ BHHRE _#E ‘functional group’ 0.250000 | 0.009231
X N e JFE__BL ‘waste heat’ 0.844444 | 0.240506

Table 2: Extraction of Chinese—Japanese bilingual multi-word terms by setting a threshold P with 0.6
for both directions. () and x show the bilingual multi-word term alignment that are kept or excluded. /
and * show the extracted multi-word terms are correct or incorrect alignments by human assessment.
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Components for multi-word
terms in Japanese
all kanji LI 28,978 (55%)
IEH MR L~
AR 2T 19,913 (37.7%)
kanji + hiragana %« iy 3,377 (6.3%)
kanji + hiragana + katakana | #fii7c__# /] I ¥ 9 — 517 (1%)

Sample f of these terms

kanji/katakana + katakana

Table 3: Distribution of the components for multi-word terms in Japanese (52,785 bilingual multi-word
terms obtained by setting threshold P with 0).

conversion method can be used to extract this kind of bilingual multi-word terms.

We keep the alignments where either one side is a multi-word term; we convert Japanese words only
made up of Japanese kanji into simplified Chinese characters through kanji-hanzi conversion. By doing
so, we generate a Zh—Ja—Converted-Ja file automatically where each line consists in the Chinese term,
the original Japanese term and the converted Japanese term (simplified Chinese term). We compare
Converted-Ja with the Zh, if a converted Japanese term is equal to its corresponding Chinese term in
each character, we keep this pair of bilingual term. In this way, we can extract more reliable Chinese—
Japanese bilingual aligned multi-word terms.

We combined three different freely available sources of data to maximize our conversion results. The
first source of data we used is the Unihan database®. In particular we used the correspondence relation
Simplified Variant in the Unihan Mapping Data of the Unihan database. The second source of data we
used is the Langconv Traditional-Simplified Conversion® data. It contains a database for traditional-
simplified character. The third source of data we used concerns the case where the characters in Japanese
are proper to Japanese. For this case, we used a hanzi-kanji mapping table, provided in the resource &
RF & HARE ST IHFE7 which consists of simplified hanzi and kanji pairs. Table 4 shows the results
of extracted bilingual multi-word terms by kanji-hanzi conversion using these three sources of data.

Zh Ja Converted-Ja Meaning Human assessment
SRS BHAHE L EEEY “functional group’ vV
Without any Conversion [ T i fiti & ‘lung cancer’ v/
TIER o J5 TE_JR ‘immunogen’ NV
ke BR__& k& ‘vessel’ v/
By Traditional-Simplified Conversion [ T SR ‘high temperature sterilization’ N
HOHZE R O R e 2R ‘radiation source’ NV
DN o IR O E_H ‘systole’ v/
IR _TAIL T TR _FR_TAN ‘waste heat recovery’ V4
By hanzi-kanji Mapping Table | = TS il = ‘pulmonary emphysema’ V4
iRl II__A TR “additive’ V/
JFIE__ 2 __TER | A7 __fFH | FFIE_FZE _TEF | ‘Tiver regeneration action” Vv

Table 4: Extraction of bilingual Chinese—Japanese multi-word terms using kanji-hanzi conversion.

3.3 Bilingual Multi-word Terms Used in SMT

We re-tokenize the Chinese—Japanese training parallel corpus with the further filtered bilingual multi-
word terms (by ratio of the lengths in words and components of the terms) combine with the extraction
results by kanji-hanzi conversion. Each pair of bilingual multi-word terms are re-tokenized as one token
and aligned with markers. In the procedure for building SMT systems, we training the Chinese—Japanese
translation models on the re-tokenized training corpus. A language model is trained with the Japanese
corpus without re-tokenizing annotation. We then remove the markers from the phrase tables before
perform tuning and decoding in SMT experiments.

Shttp://www.unicode.org/Public/UNIDATA/
*http://code.google.com/p/advanced-langconv/source/browse/trunk/langconv/?r=7
"nttp://www.kishugiken.co.jp/cn/codel0d.html
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4 Experiments and Results

4.1 Chinese-Japanese Experimental Data Used

The Chinese—Japanese parallel sentences used in our experiments are randomly extracted from the
Chinese—Japanese JPO Patent Corpus (JPC)®. JPC consists of about 1 million parallel sentences with
four sections (Chemistry, Electricity, Mechanical engineering, and Physics). It is already divided into
training, tuning and test sets: 1 million sentences, 4,000 sentences and 2,000 sentences respectively. For
our experiments, we randomly extract 100,000 parallel sentences from the training part, 1,000 parallel
sentences from the tuning part, and 1,000 from the test part. Table 5 shows basic statistics on our data
sets.

Baseline Chinese Japanese
sentences (lines) 100,000 100,000
train | words 2,314,922 2,975,479
mean =+ std.dev. | 23.29 £ 11.69 | 29.93 + 13.94
sentences (lines) 1,000 1,000
tune | words 28,203 35,452
mean =+ std.dev. | 28.31 £17.52 | 35.61 +20.78
sentences (lines) 1,000 1,000
test | words 27,267 34,292
mean =+ std.dev. | 27.34 £ 15.59 | 34.38 £ 18.78

Table 5: Statistics on our experimental data sets (after tokenizing and lowercasing). Here ‘mean +
std.dev’ gives the average length of the sentences in words.

4.2 Monolingual and Bilingual Multi-word Term Extraction

We extract 81,618 monolingual multi-word terms for Chinese and 93,105 for Japanese respectively based
on the 100,000 lines of training corpus as indicated in Table 5. The precision was 95% in both languages.
For keeping the balance between monolingual term used for re-tokenization in both languages, we re-
tokenize the training corpus in each language with the same number of Chinese and Japanese monolin-
gual multi-word terms. They are the first 80,000 monolingual multi-word terms with higher C-value in
both languages.

Table 6 gives the number of bilingual multi-word terms obtained for different thresholds P (translation
probabilities) from the re-tokenized (with extracted monolingual multi-word terms) 100,000 lines of
training corpus (given in column (a)). Table 6 also gives the results of filtering with the constraints on the
ratio of lengths in words between Chinese and Japanese terms and filtering out Japanese terms containing
hiragana (given in column (a + b)). We extracted 4,591 bilingual multi-word terms (100% good match)
from 309,406 phrase alignments obtained by word-to-word alignment from Chinese—Japanese training
corpus using kanji-hanzi conversion. The number of the extracted multi-word terms using kanji-hanzi
conversion combined with further filtering by constraints are given in Table 6 (column (a + b + ¢)).

5 Translation Accuracy in BLEU and Result Analysis

We build several SMT systems with Chinese—Japanese training corpora re-tokenized using:
e several thresholds P for filtering (Table 6 (a))

o further filtering with several thresholds combined with kanji-hanzi conversion results (Table 6 (a +b
+¢))

We train several Chinese-to-Japanese SMT systems using the standard GIZA++/MOSES
pipeline (Koehn et al., 2007). The Japanese corpus without re-tokenizing is used to train a language
model using KenLM (Heafield, 2011). After removing markers from the phrase table, we tune and test.

$http://lotus.kuee.kyoto-u.ac.jp/WAT/patent/index.html
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Filtering by thresholds P (a) Filtering by thresholds P (a) + the ratio of lengths + the components (b) + kanji-hanzi conversion (c)
Thresholds P ﬁ;iﬁﬁl‘;li‘:;l BLEU | p-value # of bilingual multi-word f of bilingual multi-word BLEU p-value
terms (2) terms (a + b) terms (a+b +¢)
>0.0 52,785 (35% ) | 32.63 | > 0.05 48,239 (63%) 49,474 (70%) 33.15 < 0.01
>0.1 31,795 (52%) | 32.76 | >0.05 29,050 ( 68%) 30,516 (78% ) 33.10 < 0.01
>0.2 27,916 (58%) | 32.57 | >0.05 25,562 (75%) 27,146 (83%) 33.05 < 0.01
Baseline - 32.38 - - - 32.38 -
>0.3 25,404 (63%) | 33.07 | <0.01 23,321 (78% ) 25,006 (83%) 33.21 < 0.01
>04 23,515 (72%) | 32.92 | <0.01 21,644 (80%) 23,424 (84%) 33.29 < 0.01
>0.5 21,846 (76%) | 33.05 | <0.01 20,134 (85%) 22,000 (88%) 33.38 < 0.01
>0.6 20,248 (78%) | 33.61 | <0.01 18,691 (88%) 20,679 (89%) 33.93 < 0.01
>0.7 18,759 (79%) | 32.92 | <0.01 17,340 (88%) 19,460 (90%) 33.43 < 0.01
>0.8 17,311 (79%) | 33.34 | <0.01 16,001 (89%) 18,265 (90%) 33.41 < 0.01
>0.9 15,464 (80%) | 33.47 | <0.01 14,284 (92%) 16,814 (93%) 33.52 < 0.01

Table 6: Evaluation results in BLEU for Chinese to Japanese translation based on re-tokenized training
corpus using different thresholds (a); based on combination of the ratio of lengths + the components (b)
with kanji-hanzi conversion (c).

In all experiments, the same data sets are used, the only difference being whether the training data is re-
tokenized or not with bilingual multi-word terms. Table 6 shows the evaluation of the results of Chinese-
to-Japanese translation in BLEU scores (Papineni et al., 2002). Compared with the baseline system, for
the training corpus re-tokenized with further filtering combined with kanji-hanzi conversion results (a
+b + ¢), we obtain significant improvements in all thresholds. We obtain 1.55 BLEU point (threshold of
0.6) improvements compare with the baseline system. In this case, 20,679 re-tokenized terms are used.
It is also improve 0.3 BLEU point comparing with the case of the bilingual terms are filtered only by
thresholds (a). We then test 2,000 sentences based on this best SMT system and the baseline system. We
obtain a significant BLEU score with 33.61 compare with the baseline system 32.29 (p-value < 0.01).

Figure 2 gives an example of improvement in Chinese-to-Japanese translation. Thanks to our method,
re-tokenizing the training corpus with bilingual multi-word terms gave a better translation accuracy
(BLEU=15.92) of the test sentence given in this example. Re-tokenizing and grouping the bilingual
multi-word term together increased the probability of multi-word term to multi-word term translation,
ie, % ME J7E t0<mE HE 7 (‘immunoassay’) in this example. This prevents the
separated 1-to-1 or 2-to-2 gram translation of isolated source words in inappropriate order or position,
like “%5%” to “5¢ %" (‘immunity’) and “WE 7735 to “HI7E /57" (‘measuring method’). In
this example, re-tokenization of the training corpus with extracted bilingual multi-word terms induced a
direct and exact translation.

Test sentence (Chinese): TEJ9(0) WE () Be2) KeI’(3) H(4) FI(S) K3 (6) FLAH(T) HI®) TTTAO) . (10) TFEE(LD) £ (12)
FIFI(13) T (14) $UE(1S) Hifb16) REIA7) #9018) [ §5£019) WEQ0) D] - 22)

Baseline (BLEU=15.92): HZE [1-1) 13 22« |10-11] %< o [12-12] F5i%(9-9] & LT 0-0] 1& [13-13| . [14-14]
PUS PR |15-16] UG o> |17-18] | 5288 |19-19] | K [3-3] 1 > |4-5| FFE o |6-6] B> |7-7] O [8-8]
[7E [20-20] 753 [2121]]. [22-22

Re-tokenizing training corpus with bilingual JI7E |1-1| h* [2-2| i [3-3| I @ [4-5| §F/E D [6-6| iK5> @ [7-8] /57 19-9] & LT |0-0| . |10-11]
multi-word terms (BLEU=25.54): HUS otk S8 & # (1517 o [18-18] [ §ei JIE 77 192112 50T IE R o [12-12]
FIFT [13-13] @ T\ 3 [14-14] . [22-22]

Reference (Japanese): Wt b o FRE RS = HIE $5 A LT USRS = /I L=

FEHE N RESFETS .

Figure 2: Example of Chinese-to-Japanese translation improvement. The numbers in the parentheses
show the position of the word in the test sentence. The numbers in the vertical lines show for the
translation result (Japanese), the position of the n-gram used in the test sentence (Chinese).
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6 Conclusion and Future Work

In this paper, we described a Chinese—Japanese SMT system for the translation of patents built on a
training corpus re-tokenized using automatically extracted bilingual multi-word terms.

We extracted monolingual multi-word terms from each part of the Chinese—Japanese training corpus
by using the C-value method. For extraction of bilingual multi-word terms, we firstly re-tokenized the
training corpus with these extracted monolingual multi-word terms for each language. We then used the
sampling-based alignment method to align the re-tokenized parallel corpus and only kept the aligned
bilingual multi-word terms by setting different thresholds on translation probabilities in both directions.
We also used kanji-hanzi conversion to extract bilingual multi-word terms which could not be extracted
using thresholds or only one side is multi-word terms. We did not use any other additional corpus or
lexicon in our work.

Re-tokenizing the parallel training corpus with the results of the combination of the extracted bilingual
multi-word terms led to statistically significant improvements in BLEU scores for each threshold. We
then test 2,000 sentences based on the SMT system with the highest BLEU score (threshold of 0.6). We
also obtained a significant improvement in BLEU score compare with the baseline system.

In this work, we limited ourselves to the cases where multi-word terms could be found in both lan-
guages at the same time, e.g., [fl##__1FEH__JKF (Chinese) IEH__M M __L ~ L (Japanese) (‘normal
blood glucose level’), and the case where multi-word terms made up of hanzi/kanji are recognized in
one of the languages, but not in the other language. e.g. #&4HAf (Chinese) J#%__fflific (Japanese) (‘cancer
cell’) or ff&__I% (Chinese) {)X/T- (Japanese) (‘low tension’).

Manual inspection of the data allowed us to identify a third case. It is the case where only one side is
recognized as multi-word term, but the Japanese part is made up of katakana or a combination of kanji
and katakana, or the Japanese part is made up of kanji but they do not share the same characters with
Chinese after kanji-hanzi conversion. Such a case is, e.g., B4 KE (Chinese) 7 — K> __+ ) F = —
7" (Japanese) (‘carbon nano tube’) and ¥ |25 (Chinese) =7 > b __@ — J (Japanese) (‘controller’),
or 125 __2% (Chinese) { > »X— % (Japanese) (‘inverter’) or still ZF2 L (Chinese) FHEffs__ T F L
(Japanese) (‘ethyl acetate’) and JR¥# (Chinese) ™7 L 77__#ii 5 (Japanese) (‘urea bond’) , or & ALY
(Chinese) [ {.__J (Japanese) (‘oxide’) and fil-%8 (Chinese) f#s%__KZ (Japanese) (‘oxygen deficit’).
In a future work, we intend to address this third case and expect further improvements in translation
results.
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