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Abstract

We propose a method for integrating Japanese empty category detection into the preordering
process of Japanese-to-English statistical machine translation. First, we apply machine-learning-
based empty category detection to estimate the position and the type of empty categories in the
constituent tree of the source sentence. Then, we apply discriminative preordering to the aug-
mented constituent tree in which empty categories are treated as if they are normal lexical sym-
bols. We find that it is effective to filter empty categories based on the confidence of estimation.
Our experiments show that, for the IWSLT dataset consisting of short travel conversations, the
insertion of empty categories alone improves the BLEU score from 33.2 to 34.3 and the RIBES
score from 76.3 to 78.7, which imply that reordering has improved For the KFTT dataset con-
sisting of Wikipedia sentences, the proposed preordering method considering empty categories
improves the BLEU score from 19.9 to 20.2 and the RIBES score from 66.2 to 66.3, which shows
both translation and reordering have improved slightly.

1 Introduction

Empty categories are phonetically null elements that are used for representing dropped pronouns (“pro”
or “small pro”), controlled elements (“PRO” or “big pro”) and traces of movement (“T” or “trace”).
Dropped pronouns are one of the major problems caused on machine translation from the pro-drop
language such as Japanese to the non-pro-drop language such as English because it is difficult to produce
the correct pronouns on the target side when the pronoun is missing on the source side.

The effects of empty categories in machine translation have previously been examined (Chung and
Gildea, 2010; Taira et al., 2012; Xiang et al., 2013; Kudo et al., 2014; Wang et al., 2016). In this
paper, we address two new problems that were not fully discussed in previous work. The first problem
is that, even if empty categories are correctly recovered, it is difficult to automatically obtain the correct
word alignment for languages with a completely different word order such as Japanese and English. The
second problem is that it is not only difficult to translate non-existent pronouns but also relative clauses
because relative pronouns do not exist in Japanese. In theory, we can safely ignore PRO in control
structures for translation because they are absent from both Japanese and English.

(a) Noun clause (b) Relative clause

Figure 1: Recovering empty categories makes word alignment more difficult

Fig. 1 shows examples for which there are two empty categories in the source Japanese sentence,
which results in complicated word alignments. In Fig. 1(a), the first *pro* should be aligned to “it”
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because it is the subject of a matrix clause of which the verb is “よい (good)”, whereas the second *pro*
should be aligned to “you” because is it the subject of a noun clause of which the verb is “帰る (come
home)”. In Fig. 1(b), the first *pro* should be aligned to “I” because it is the subject of matrix clause
whose verb is “連れ戻す (bring back)”, while the second *T* could arguably be aligned to the relative
pronoun “who” because it is the subject of the relative clause of which the verb is “家出した (ran away
from home)”.

This means that inserting empty categories into source sentences could worsen automatic word align-
ment and result in less accurate machine translation outputs. We solve this problem by integrating empty
category detection into preordering-based statistical machine translation. We first insert empty categories
into the source sentence, and then reorder them such that the word order is similar to that of the target sen-
tence. We find it is effective to filter out unreliable empty category candidates to improve the accuracy of
machine translation. In the following sections, we first briefly describe related works. We then describe
empty category detection method (Takeno et al., 2015) and discriminative preordering method (Hoshino
et al., 2015) used in the proposed method. We then report experiment results of Japanese-to-English
translation on both spoken (IWSLT dataset) and written (KFTT dataset) languages.

2 Related works

Conventional approaches to recover zero pronouns in Japanese are to frame it as zero anaphora resolution,
which is a sub-problem of predicate argument structure analysis (Nakaiwa and Ikehara, 1995; Iida et al.,
2007; Hangyo et al., 2013). Zero anaphora resolution consists of two procedures: zero pronoun detection
and anaphora resolution.

It is difficult to integrate zero anaphora resolution (or predicate-argument structure analysis) into SMT
for two reasons. The first is that anaphora resolution requires context analysis, which complicates the
translation method. The second is that predicate argument structure analysis provides semantic relations,
not syntactic structure. This makes it difficult to use the information of recovered zero pronouns in SMT,
because there is no position information for the zero pronouns in the word sequence (for phrase-based
translation) or syntactic tree (for tree-based translation).

Only a few studies on the recovery of zero pronouns for Japanese-to-English statistical machine trans-
lation have been reported. Taira et al.(2012) reported that recovering zero pronouns in source Japanese
sentence, both by human and by simple rule-based methods, improved the accuracy of generating cor-
rect personal pronouns in target English sentence. However, they also reported that the BLEU scores
remained unchanged in both cases. Kudo et al. (2014) showed that generating zero subjects in Japanese
improved the BLEU score in preordering-based translation by about 0.5 points. They designed a specific
probabilistic model for dependency-based preordering to generate the subject when it was omitted from
the source Japanese sentence.

Chinese also has zero pronoun problems. Based on Chinese Penn Treebank, recovering zero pronouns
in Chinese is framed as a sub-problem of empty category detection, and some previous work on applying
empty category detection in Chinese-to-English statistical machine translation has been published.

Chung and Gildea (2010) reported that the automatic insertion of empty categories improved the accu-
racy of phrased-based machine translation. Xiang et al. (2013) proposed a log-linear model for the empty
category detection as a post-processor of the constituent parser, and combined it with Hiero and a tree-
to-string system. Wang et al. (2016) proposed NN-based unsupervised empty category detection and its
integration into phrase-based SMT. Their method succeeded in dialogue corpus in which the difference
in the word-order problems between Chinese and English are alleviated compared to written language
corpus because both Chinese and English have an SVO grammatical structure in shorter sentence.

Our approach is very close to the Xiang et al., (2013)’s method. We used an empty category detector
(Takeno et al., 2015) implemented as a post-processor of a Japanese constituent parser, and combined
it with preordering-based translation system (Hoshino et al., 2015). Yet, there are some differences
between our work and theirs. We used preordering as a way to improve the word alignment accuracy
after empty categories are recovered. We examined the effect of recovering *T* (trace) for the translation
of a relative clause.
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3 Preordering with empty categories

Figure 2: Progress to integrate empty category detection into machine translation. In Fig.2(b), we anno-
tate reordering mark.W indicates that branches are to be swapped M indicates monotone

Fig. 2 shows the process of preordering with empty category detection for Japanese-to-English trans-
lation. We first parse the source Japanese sentence to obtain a constituent parse tree and apply empty
category detection to recover empty categories. We then binarize the augmented tree and apply the dis-
criminative preordering model to the binary tree to decide whether the children of each node should be
swapped (W=swap) or not (M=monotone). We then obtain reordered Japanese sentence as the yield of
the reordered tree. We provide details of each step as follows.

The remainder of this section contains further details of each step.

Japanese constituent parsing and empty category detection

We used a spinal tree-based shift-reduce parser (Hayashi et al., 2016) to obtain a constituent parse tree
for the source Japanese sentence. It is trained on the Keyaki Treebank and outputs flat phrase structure
as shown in Fig. 2(b). As this parser ignores empty categories, we used a log-linear model-based empty
category detector (Takeno et al., 2015) to recover empty categories. The parser can detect two empty
category types: dropped pronouns *pro* and the trace of the movement of the noun phrase (NP) *T*.
Although the original Keyaki Treebank has sub-categories of *pro*, such as *speaker* and *hearer*, we
unified them into *pro* as was done in our previous work of Takeno et al., (2015).

We used a rule-based tree binarization tool 1 provided with the Keyaki Treebank to convert a flat tree
as shown in Fig. 2(b) to a binary tree as shown in Fig. 2(c).

Building preordering model with empty categories

We extended Hoshino et al., (2015)’s preordering method to process empty categories in the source
Japanese sentence. According to Hoshino et al., (2015), they build a classifier for each node in the

1http://www.compling.jp/haruniwa/#create stripped
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source tree to decide whether its children need to be swapped. The oracle is decided to maximize the
Kendall’s τ between the reordered source sentence and the target sentences based on the word alignment
between the source and target sentences.

We used two methods to process empty categories in Hoshino et al., (2015)’s preordering method,
namely REORDERING(H) and REORDERING(C). The former of these methods trains the preordering
model using sentences with a manually constructed word alignment. As the currently available manual
word alignment examples do not have alignment information on empty categories, the trained preorder-
ing model is agnostic with regard to empty categories. If the input parse tree has an empty category, it is
treated as an NP with an unknown lexical symbol.

The latter of these two methods trains the preordering model using sentences with automatic word
alignment, which is obtained by using unsupervised word alignment tool GIZA++ (Och, 2007) for the
source Japanese sentences with empty categories recovered and the target sentences. If the input parse
tree has an empty category, it is treated as a noun phrases with a known lexical symbol.

It is noteworthy that the preordering procedure involves training the translation model on the reordered
source sentence as shown in Fig. 2(d). We can expect the word alignment for empty categories is im-
proved by this preordering. This is different from previous approaches such as Xiang et al., (2013),
where word alignment is automatically obtained from original source sentences with empty categories
recovered.

Filtering out unreliable empty categories
As we report with the experiment, the accuracy of Japanese empty category detection is relatively low,
even if we were to use the state-of-the-art Takeno et al., (2015)’s method. Therefore, we modified this
method to filter out unreliable empty categories.

Let T = t1t2 · · · tn be the sequence of nodes produced by the post-order traversal of the parse tree
from its root node, and ei be the empty category tag associated with ti. In Takeno et al., (2015), the
empty category tag for each node is decided by the following log-linear model:

êi = arg max
e∈E

P (e|ei−1
1 , T ) = arg max

e∈E
exp(θ · ϕ(e, ei−1

1 , T ))
Z(ei

1, T )

where E represents the set of all empty category types to be detected including NULL label (in our case,
either *pro*, *T*, or NULL).

The above equation means that an empty category is inserted if its probability is larger than that of
the NULL label. We modified the decision function so that, for a given threshold θ, we remove empty
categories if its probability is less than θ:

êi =

{
NULL if arg maxe∈E P (e|ei−1

1 , T ) < θ

arg maxe∈E P (e|ei−1
1 , T ) otherwise

The threshold θ is decided using development set on experiment.

4 Experiments

4.1 Empty category detection (before filtering)
We trained and evaluated the empty category detection model, following Takeno et al., (2015) settings.

We used the Keyaki Treebank as of November 15, 2015, which included 30,872 annotated sentences.
We used 1,000 sentences as the development set, and 1,003 sentences as the test set. These sentences
were taken from the files blog KNB.psd (blog), spoken CIAIR.psd (transcript), newswire MAINICHI-
1995.psd (newswire) to balance the domain. The remaining 20,646 sentences were used for training. We
used GloVe as word embedding, and Wikipedia articles in Japanese as of January 18, 2015, were used
for training, which amounted to 660 million words and 23.4 million sentences. We used the development
set to decide the dimension of word embedding and the window size for co-occurrence counts as 200
and 10, respectively.
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We performed the tests under two conditions: gold parse and system parse. Under the gold parse
condition, we used trees from Keyaki Treebank without empty categories as input to the systems. Under
the system parse condition, we used the output of the spinal tree-based shift-reduce parser (Hayashi et
al., 2016).

We evaluated these conditions using the word-position-level identification metrics described in Xiang
et al.,(2013). This approach projects the predicted empty category tags to the surface level. An empty
node is regarded as correctly predicted surface position in the sentence if and only if type (*T* or *pro*)
and function (SBJ, OB1 and so on) matches with the reference.

The results are presented in Table 1. For *pro* and *T*, the detector achieved 74.9%, 91.9% in F
scores, respectively, under the gold parse condition. However, the performance of detector is reduced
considerably under the system parse condition. In particular, the decline in the accuracy of *T* is re-
markable. These tendencies are the same as described in Takeno et al., (2015).

types INPUT P R F
pro GOLDEN 74.3 75.6 74.9
T GOLDEN 89.0 95.0 91.9

pro SYSTEM 60.9 66.2 63.4
T SYSTEM 50.0 42.2 45.8

Table 1: Empty category detection results[%]

4.2 Effects of empty categories on Machine Translation

Datasets and Tools

We tested the proposed method on two Japanese-to-English translation tasks; one of which involved the
IWSLT dataset, which was provided during the International Workshop on Spoken Language Translation
in 2005 (Eck and Hori, 2005). The dataset contains 19,972 sentences for training, 500 sentences for
tuning, and 1,000 sentences for testing. Although this dataset is small, it is appropriate for evaluating
the effectiveness of the proposed method since a spoken language corpus generally has many empty
categories. In particular, *pro* appears very often. The other dataset is the Kyoto Free Translation Task
corpus, the so called KFTT (Neubig, 2011). The KFTT is made from the “Japanese-English Bilingual
Corpus of Wikipedia’s Kyoto Articles”, which is created by manually translating Japanese Wikipedia
articles related to Kyoto City into English. The dataset consists of 440,000, 1,235, and 1,160 sentences
for training, tuning, and testing, respectively.

We built the preordering model by applying the empty category detection method to source Japanese
sentences to obtain syntactic trees with empty categories, as described in the previous section. We
achieved this by first tokenizing Japanese sentences by using a CRF-based tokenizing and chunking soft-
ware (Uchimoto and Den, 2008) to obtain the long unit words required by the Japanese parser (Hayashi
et al., 2016). We then achieved word alignment by using short unit words in Japanese obtained by using
the MeCab morphological analyzer with the UniDic dictionary2.

For the Japanese-to-English translation experiment, we used a phrase-based translation model (Koehn
et al., 2007). For all systems we compared, the language model is a 5-gram KenLM (Heafield, 2011),
which uses modified Kneser-Ney smoothing and tuning is performed to maximize the BLEU score using
minimum error rate training (Och, 2007). Other configurable setting of all tool use default values unless
otherwise stated.

We compared three translation methods, each with and without empty category detection. BASELINE
is a phrase-based machine translation system (Moses) (Koehn et al., 2007) which consists of training
data comprising a bilingual dataset without preordering. REORDERING(H) and REORDERING(C) are
described in the previous section. For REORDERING(H), 5,319 sentences with manual word alignment

2http://taku910.github.io/mecab/unidic
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Figure 3: Characteristic of machine translation evaluation scores to empty categories filtered for devel-
opment set of the IWSLT dataset

is used. These systems are equivalent to Hoshino et al., (2015)’s method. They are taken from both the
spoken language (CSJ) and written (KTC) language corpus.

As for evaluation measures, we use the standard BLEU (Papineni et al., 2002) as well as
RIBES (Isozaki et al., 2010), which is a rank correlation based metric that has been shown to be highly
correlated with human evaluations of machine translation systems between languages with a very differ-
ent word order such as Japanese and English.

Result of filtering empty categories
In this experiment, we search for the best threshold value to filter out empty categories in Sec 3. Changing
the threshold values θ from 0.50 to 1.0, we measure both BLEU and RIBES, where θ = 1.0 corresponds
to the result produces by machine translation systems trained from a dataset without empty categories.
When decoding the text into English, we set the distortion limit to 20 in all systems.

The result of the IWSLT dataset is shown in Fig. 3. It indicates that the threshold that are used to
filter out empty categories affect the result of machine translation accuracy and that setting the threshold
appropriately improves the result. For REORDERING(C), we achieved 33.6 in BLEU and 74.4 in RIBES
for a threshold value of θ = 0.75.

Fig. 3 shows that the BLEU score generally decreases as the threshold value is lowered. In particular
for REORDERING(H), the BLEU score drops dramatically for lower threshold value. A decrease in the
threshold value signifies an increase in the number of empty categories inserted into source languages and
REORDERING(H) does not consider empty categories explicitly on reordering. Therefore, we suspect
that REORDERING(H) tends to locate empty categories in unfavorable places.

The tendency displayed by BLEU and RIBES are differs for lower threshold values; BLEU decreases
dramatically, whereas RIBES is reduced moderately. We consider the difference to be caused by their
definitions: BLEU is sensitive to the word choice while RIBES is sensitive to the word order.

Inserting an element in the source sentence could result in inserting some words in the target sentence.
The change directly could affect word-sensitive metrics such as BLEU, but it does not necessarily affect
order-sensitive metrics such as RIBES, since RIBES changes only when the same word appears in both
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the decoded sentence and the reference sentence.

Result of machine translation of empty categories

IWSLT-2005 JE dataset KFTT JE dataset
BLEU RIBES BLEU RIBES

METHODS dl=6 dl=20 dl=6 dl=20 dl=6 dl=20 dl=6 dl=20
BASELINE w/o EC 29.6 33.1 73.6 74.2 17.9 18.5 62.4 66.4
BASELINE w/ EC 29.2 33.6 74.1 75.7 18.1 18.6 62.5 65.4
REORDERING(C) w/o EC 29.4 33.2 74.6 76.3 19.2 19.3 64.8 65.7
REORDERING(C) w/ EC 29.6 34.3 75.8 78.8 19.4 19.8 65.2 66.0
REORDERING(H) w/o EC 29.7 33.8 74.1 76.8 19.3 19.9 65.2 66.2
REORDERING(H) w/ EC 29.3 34.1 75.6 78.6 19.5 20.2 65.5 66.3

Table 2: machine translation results with empty categories. dl means the distortion limit. EC indicates
empty categories are detected in dataset

We compared the machine translation accuracies between the baseline systems and the proposed sys-
tems integrated with empty category detection. In all experiments, we set the threshold value to 0.75 to
remove unreliable empty categories by filtering. Table 2 shows the results for IWSLT dataset and KFTT
datasets.

In the result for the IWSLT dataset, we find that empty category detection improves both of the metrics
RIBES and BLEU in each system when the distortion limit is set to 20. Empty category detection
increases the BLEU score by +0.5, +1.1, and +0.3 points for BASELINE, REORDERING(C) (empty
categories are preordered as known words) and REORDERING(H) ( empty categories are preordered as
unknown words), respectively. As for the RIBES metrics, it increases +1.5 points, +2.5 points and +1.8
points respectively. The best result we achieved was 34.3 in the BLUE score and 78.8 for the RIBES
score when REORDERING(C) with empty categories was used.

The result for the KFTT dataset showed that integration of empty category detection into the preorder-
ing model slightly improves both of the metrics RIBES and BLEU in each system when the distortion
limit is set to 6. Empty category detection has slightly bad effect on the BLEU score when the distortion
limit is set to lower value. The differences are +0.1 point, +0.2 point and 0.2 point for BASELINE, RE-
ORDERING(C) and REORDERING(H) respectively. The RIBES metrics increase by +0.1 point, +0.4
point and +0.3 point respectively. The best result we achieved was 20.2 in BLEU score and 66.3 for the
RIBES score when REORDERING(H) with empty categories was used.

Empty category detection considerably improves the IWSLT dataset, which is a spoken language
corpus, whereas it moderately improves the KFTT dataset, which is a written language corpus. Although
the improvement resulting from inserting empty categories into REORDERING(H), of which the empty
categories are regarded as unknown words, is +0.3 points in BLEU and 1.8 points in RIBES for the
IWSLT dataset, the improvement of inserting empty categories in REORDERING(C) is +0.5 points in
BLEU and +0.3 point RIBES. This shows that a preordering method which considers empty categories
has a slightly better.

Finally, we include several translation samples in Table 3 to illustrate the translation errors caused by
empty categories. The insertion of empty categories enables us to improve the translation if there are
missing elements on the source side. The first and second sample showed that we can obtain additional
grammatical output by making null elements explicit.

Some problems remain to be solved on the translation of empty categories. One of them is the ex-
cessive insertion of empty categories as we mentioned in our experiment. Filtering unreliable empty
category candidates enables us to alleviate the problem. However, we expect to improve the translation
accuracy by using both source and target contexts for filtering. Another major problem is the inference
of the attribute of empty categories such as the person, gender, and number. The last example in Table 3
necessity of inferring the person information of *pro*.
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Success translation
Reference i ’m in a hurry .

Source(EC) *pro*急いでいるんです。
NO EC are in a hurry .

ECs i ’m in a hurry .
Reference how much to rent it for three days ?

Source *pro*三日間借りるといくらになりますか。
Reordered Source *pro*いくらにますなりと借りる三日間か。

NO ECs i have a three days and how much will it be ?
ECs i have a three days and how much will it be ?

Pre-ordered w/o EC what would you like to hire and three days .
Pre-ordered w/ EC how much will it cost to three days ?

Failed translation
Reference do you have any fruits or plants ?

Source *pro*果物や植物を持っていますか。
Reordered Source *pro*いて持っます果物や植物をか。

NO ECs i have a carrying any plants and fruits ?
ECs i have fruit or plant ?

Pre-ordered w/o EC do you have some fruit or plants ?
Pre-ordered w/ EC i have a carrying any plants and fruits ?

Table 3: Translation Examples

5 Conclusion

In this paper, we propose a method to integrate empty category detection into preordering-based machine
translation system.

We examined the effect of empty category detection on both the IWSLT and KFTT datasets. We
showed by experiments that empty category detection results in an improvement in machine translation,
in particular for the IWSLT dataset, which is a spoken language corpus. We also showed that, by us-
ing preordering with empty categories, we were able to achieve consistent improvement in translation
accuracy for the KFTT dataset.

In future, we would like to improve the filtering strategy for empty categories. The integration of
empty categories into machine translation is problematic in that empty categories are inserted excessively.
There are some empty categories that are not aligned to any words in the target language. In this work,
we simply filtered these empty categories based on the probability to alleviate the problem. However,
for addressing this problem more appropriately, we should consider both source language context and
target language context. We expect the corpus-based approach such as Wang et al., (2016) address this
problem.
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