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Abstract

We demonstrate dialogues with an au-
tonomous android ERICA, who has an ap-
pearance like a human being. Currently,
ERICA plays two social roles: a labora-
tory guide and a counselor. It is designed
to follow the protocols of human dialogue
to make the user comfortable: (1) hav-
ing a chat before the main talk, (2) proac-
tively asking questions, and (3) conveying
proper feedbacks. The combination of the
human-like appearance and the appropri-
ate behaviors according to her social roles
allows for symbiotic human-robot interac-
tion.

1 Introduction

Dialogue systems deployed in various devices
such as smartphones and robots have been widely
used to assist users in daily life. Although they
can reply to users for what they are asked, their
behaviors are mechanical and the primary objec-
tive of dialogue is efficiency (Wilcock and Joki-
nen, 2015; Skantze and Johansson, 2015). Users
need to adapt their behaviors such as their utter-
ance style for the systems, and thus the observed
users’ behaviors are different from those in human
communication.

In the current ERATO project, an autonomous
android ERICA with the appearance of human be-
ing is developed. Our goal is to make her behave
like a human being and naturally interact with hu-
man beings by tightly integrating verbal and non-
verbal information. For the moment, we make ER-
ICA play a specific social role according to the
conversational situation. Figure 1 illustrates some
prospective social roles which could be covered by
ERICA. The roles are plotted on the two axes that
are in the trade-off relation: roles of speaking and
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Figure 1: Social roles covered by ERICA

listening. In the long term, ERICA is expected to
replace these human beings with comparable per-
formance.

In this demonstration, ERICA plays two social
roles: a laboratory guide and a counselor. The sce-
narios assume that the user meets ERICA for the
first time where the user might be nervous. The
highlight in the current demonstration is ERICA
trying to make the user comfortable by doing the
following:

1. Have a personal chat before the main talk to
ease their nervousness (ice-breaking)

2. Occasionally make questions from ERICA

toward the user when the user does not say

anything (ERICA does not only respond to

what is asked by the user)

. Convey proper feedbacks to express that ER-
ICA attentively listens to the user’s talk and

encourage the user to talk more

ERICA is enhanced by a multi-modal sensing sys-
tem which consists of a microphone array and a
depth camera to realize robust and smooth inter-
action.
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Figure 2: Android ERICA

2 Android ERICA

An image of ERICA is shown in Figure 2. ERICA
is a 23 year-old woman. Her design concept is to
contain both the friendliness as an android and a
sense of existence as a human being. The appear-
ance of her face and body is artificially produced
in reference to characteristics of beautiful ladies.

ERICA mounts 19 active joints inside to move
her face, head, shoulder, and back. It is planned
to install more motors on her to move her arms
and legs in the future. Even now, the flexibility of
her face has diversity (including eyebrow, eyelids,
lip, eyeballs, and tongue), which enables her to
show various facial expressions. ERICA is there-
fore able to generate not only verbal responses but
also non-verbal behaviors such as facial expres-
sion, eye-gaze, and nodding, which are used to
convey a variety of her emotions.

3 Social roles played by ERICA

In this demonstration, we show the following two
scenarios of different social roles played by ER-
ICA.

3.1 Laboratory guide

In the first scenario, ERICA introduces research
topics in our laboratory when a guest (user) visits
there. We assume that the user meets ERICA for
the first time. When people meet each other for the
first time, it is common that they have a chat like a
self-introduction to know each other well and ease
the tension, called ice-breaking, so that they are
able to establish rapport, which will result in bet-
ter communication afterward. ERICA follows this
protocol.

In the chatting phase, We provided 31 personal
topics that ERICA and the user can discuss, such
as their hometowns and hobbies, which will be
useful for knowing each other. At first after a
greeting, ERICA prompts the user to ask a ques-
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tion regarding herself. The uttered question is
matched against the topic database by a language
understanding module which is implemented by a
two-step search, a keyword matching and a vec-
tor space model. After her reply, she occasionally
makes a follow-up question which is related to the
current topic. Here, we measure a pause as a cue
which triggers this follow-up question. When the
user replies to the follow-up question, ERICA says
an assessment reply. The dialogue continues with
either a new question from the user or a further
follow-up question from ERICA. A dialogue ex-
ample is as follows. Note that U and E correspond
to utterances from the user and ERICA, respec-
tively.

U1 What is your hobby?

E1 My hobbies are watching movies, sports, and
cartoons.
(pause)

E2 Do you have the same hobbies as me? (follow-
up question)

U2 Yes, I also like watching movies.

E3 Wow, I am happy to hear that. (assessment
reply)

Other than questions, the user might say a state-
ment in the chatting dialogue. To deal with this,
if no topic is selected in the above matching, ER-
ICA tries to detect a focus word from the user ut-
terance, which is new information in the dialogue,
and makes the following feedbacks using the de-
tected focus word.

Partial repeats Simply repeat the focus word, or
a phrase containing the focus word

Questions for elaboration Ask a question to
elaborate the focus word

Formulaic responses Fixed phrases (e.g. “Oh re-
ally!”)

Backchannels Short responses suggesting that
ERICA is listening to the user (e.g. “okay”)

The focus word detection is realized by a
CRF-based classification (Yoshino and Kawahara,
2015). A dialogue example is as follows.

U1 I ate a hot dog yesterday.

E1 Hot dog? (partial repeat)

U2 Yeah, I went to a hot dog shop with my family.

E2 Where is the hot dog shop? (question for elab-
oration)

U3 It is near the central station.



E3 Oh really! (formulaic responses)

Once they have gone through a certain num-
ber of topics or the user says a specific key-phrase
such as “Tell me about your research topics”, the
dialogue is switched to the laboratory guide phase.
In this phase, ERICA presents several research
topics, and the user can choose one of them based
on his/her interest. This is designed as information
navigation (Yoshino and Kawahara, 2015) and im-
plemented by a finite state model. According to
the topic selected by the user, ERICA briefly talks
about the topic and asks the user if she can con-
tinue the topic in detail or not.

3.2 Counselor

Another social role played by ERICA is as a coun-
selor of the user. In recent years, dialogue systems
have been actively studied in the field of counsel-
ing and diagnoses (DeVault et al., 2014). Com-
pared with them, ERICA can generate more realis-
tic behaviors (not virtual) which could elicit more
natural reactions from the interlocutor. The im-
portant role for counselors is to attentively listen
to the user and give appropriate feedbacks to en-
courage the user to talk more. One of the listener’s
feedbacks are backchannels which are a short ut-
terance such as “okay” and “wow.” To generate
appropriate backchannels, we need to predict the
timing and form of the backchannel depending on
the user utterance. Backchannel forms have a va-
riety of different functions: one is to encourage
the user to keep talking (called “continuer”), and
the other is to show reaction to the user utterance
(called “assessment”) (Clancy et al., 1996).

In this demonstration, ERICA predicts the tim-
ing and form of the backchannel using prosodic in-
formation extracted from the user utterance. Here,
we deal with four types of backchannels: three
continuers and one assessment. Prediction of tim-
ing and the form is done by a logistic regression
model trained with a corpus of counseling dia-
logue (Yamaguchi et al., 2016). For practical use,
we recorded many backchannel voices varied in
forms and levels, and choose the appropriate sam-
ple in real time. A dialogue example is as follows.

U1 It is nice weather today.
E1 Un. (continuer)
U2 It is the best day to play football outside.

E2 Un, un. (continuer, stronger than the previous
one)
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U3 Ireally like to play football.
(no backchannel)

U4 1 play it with my colleagues every day after
work.

E3 He-! (assessment)

4 System

In this section, we describe a multi-modal inter-
active system for ERICA. Figure 3 illustrates its
entire configuration. The input sensors consist of
a microphone array and a depth camera. These
sensors are located around ERICA, not on the an-
droid, which increases the degree of freedom of
sensor arrangement.

4.1 Speech localization and recognition with
microphone array

The microphone array captures multi-channel au-
dio signals and identifies which direction the
acoustic signal comes from. Here we use a 16-
channel microphone array and adopt the MUItiple
SIgnal Classification (MUSIC) method (Schmidt,
1986) to calculate the sound source direction. Af-
terwards, the input speech is enhanced by using
the delay-and-sum beamforming. From the en-
hanced speech, we calculate prosodic information
including fundamental frequency (FO) and power.
The automatic speech recognition (ASR) in ER-
ICA is done by using the enhanced speech. Distant
speech recognition elicits more natural human be-
havior because the user is able to use their arms
and hands to show gestures. To realize the dis-
tant speech recognition, the enhanced speech is
processed by a denoising auto encoder (DAE) to
suppress reverberation components and signal dis-
tortion. Afterwards, the output speech signal of
the DAE is decoded by an acoustic model based
on a deep neural network (DNN). The DAE and
DNN are trained by using multi-condition speech
data so that it is robust against various types of the
acoustic environment. It is also necessary for the
above processes to be performed in real time.

4.2 Speaker tracking with depth camera

To realize smooth interaction, it is essential for the
system to correctly identify who talks to whom
and if the user is giving his/her attention toward
ERICA (Yu et al., 2015). In this demonstration,
we track the user’s location and head orientation
in the 3D space by using the Kinect v2 sensor. The
user localization enables ERICA to spot if there is
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Figure 3: System architecture

a person who wants to interact with her. ERICA
identifies if the user is speaking to her by the head
orientation. This enables ERICA not to respond
to the talking between people, for example when
a person introduces ERICA to a guest standing in
front of ERICA. ERICA accepts user utterances
when the following are met: the user is standing
in front of ERICA and looking at ERICA’s face,
and the sound source is coming from the direction
of the user. This function is needed when we con-
duct a demonstration to many people such as open
laboratory events.

4.3 Text-to-speech for ERICA

The speech of ERICA is generated by a text-to-
speech engine developed for ERICA. It is based on
the unit-selection framework from a database of
many conversational-style utterances. It also con-
tains many formulaic expressions and backchan-
nels with a variety of prosodic patterns. At the
same time, lip and head movements of ERICA are
generated based on the prosodic information of the
synthesized speech signals (Ishi et al., 2012; Sakai
et al., 2015).

5 Conclusion

We demonstrate dialogues with ERICA who plays
the two social roles. The human-like appearance
of the android and the appropriate behaviors ac-
cording to her social roles are combined to realize
symbiotic human-robot interaction which is close
to human-human interaction.
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