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Abstract

Chat language is often referred to as
Computer-mediated communication
(CMC). Most of the previous studies
on chat language has been dedicated to
collecting “chat room” data as it is the
kind of data which is the most accessible
on the WEB. This kind of data falls under
the informal register whereas we are
interested in this paper in understanding
the mechanisms of a more formal kind
of CMC: dialog chat in contact centers.
The particularities of this type of dialogs
and the type of language used by cus-
tomers and agents is the focus of this
paper towards understanding this new
kind of CMC data. The challenges for
processing chat data comes from the
fact that Natural Language Processing
tools such as syntactic parsers and part
of speech taggers are typically trained on
mismatched conditions, we describe in
this study the impact of such a mismatch
for a syntactic parsing task.

1 Introduction

Chat language received attention in recent years as
part of the general social media galaxy. More pre-
cisely it is often referred to as Computer-mediated
communication (CMC).

This term refers to any human communication
that occurs through the use of two or more elec-
tronic devices such as instant messaging, email or
chat rooms. According to (Jonsson, 1997), who
conducted an early work on data gathered through
the Internet Relay Chat protocol and through
emails: “eletronic discourse is neither writing nor
speech, but rather written speech or spoken writ-
ing, or something unique”.
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Recent projects in Europe, such as the CoM-
eRe (Chanier et al., 2014) or the STAC (Asher,
2011) project gathered collections of CMC data
in several languages in order to study this new
kind of language. Most of the effort has been
dedicated to “chat room” data as it is the kind of
data which is the most accessible on the WEB.
(Achille, 2005) constituted a corpus in French.
(Forsyth and Martell, 2007) and (Shaikh et al.,
2010) describe similar corpora in English. (Cadil-
hac et al., 2013) have studied the relational struc-
ture of such conversations through a deep discur-
sive analysis of chat sessions in an online video
game.

This kind of data falls under the informal regis-
ter whereas we are interested in this paper in un-
derstanding the mechanisms of a more formal kind
of CMC: dialog chat in contact centers. This study
is realized in the context of the DATCHA project,
a collaborative project funded by the French Na-
tional Research Agency, which aims at perform-
ing unsupervised knowledge extraction from very
large databases of WEB chat conversations be-
tween operators and clients in customer contact
centers. As the proportion of online chat inter-
action is constantly growing in companies’ Cus-
tomer Relationship Management (CRM), it is im-
portant to study such data in order to increase
the scope of Business Analytics. Furthermore,
uch corpora can help us build automatic human-
machine online dialog systems. Among the few
works that have been published on contact cen-
ter chat conversations, (Dickey et al., 2007) pro-
pose a study from the perspective of the strategies
adopted by agents in favor of mutual comprehen-
sion, with a focus on discontinuity phenomena,
trying to understand the reasons why miscompre-
hension can arise. (Wu et al., 2012) propose a
typology of communication modes between cus-
tomers and agents through a study on a conversa-
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tion interface. In this paper we are interested in
evaluating syntactic parsing on such data, with a
particular focus on the impact of language devia-
tions.

After a description of the data and the domain in
section 2, we introduce the issue of syntactic pars-
ing in this particular context in section 3. Then a
detailed analysis of language deviations observed
in chat conversations is proposed in section 4. Fi-
naly, experiments of part of speech (pos hereafter)
tagging and syntactic parsing are presented in sec-
tion 5.

2 Chat language in contact centers

In the book entitled ”Digital textuality” (Trimarco,
2014), the author points out that /... ] it would
be more accurate to examine Computer Mediated
Communication not so much by genre (such as e-
mail, discussion forum, etc. .. ) as in terms of com-
munities”. The importance of relation between
participants is also pointed out in (Kucukyilmaz
et al., 2008). The authors insist on the fact that
chat messages are targeted for a particular individ-
ual and that the writing style of a user not only
varies with his personal traits, but also heavily de-
pends on the identity of the receiver (correspond-
ing to the notion of sociolinguistic awareness).
Customer-agent chat conversations could be con-
sidered as being closer to customer-agent phone
conversations than to chat-room informal conver-
sations. However the media induces intrinsic dif-
ferences between Digital talk and phone conversa-
tions. The two main differences described in (Tri-
marco, 2014) are related to turn taking and syn-
chronicity issues on the one side, and the use of
semiotic resources such as punctuation or emoti-
cons on the other.

In the case of assistance contact centers, cus-
tomers engage a chat conversation in order to solve
a technical problem or to ask for information about
their contract. The corpus used in this study has
been collected from Orange (the main French tele-
com operator) online assistance for Orange TV
customers who contact the assistance for technical
problems or information on their offers. In certain
cases, the conversation follows a linear progress
(as the example given in Figure 1) and in some
other cases, the agent can perform some actions
(such as line tests) that take some time or the client
can be asked to do some operations on his installa-
tion which also imply latencies in the conversation
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flow. In all cases, a chat conversation is logged:
the timestamps at the beginning of each line corre-
sponds to the moment when the participant (agent
or customer) presses the Enter key, i.e. the mo-
ment when the message becomes visible for the
other participant.

A conversation is a succession of messages,
where several consecutive messages can be posted
by the same participant. The temporal information
only concerns the moment when the message is
sent and there is no clear evidence on when writing
starts. There is no editing overlap in the Conversa-
tion Interface as the messages appear sequentially
but it can happen that participants write simultane-
ously and that a message is written while the writer
is not aware of the preceding message.

As one can see in the example in Figure 1, chat
conversations are dissimilar from edited written
text in that they contain typos, agrammaticalities
and other informal writing phenomena. They are
similar to speech in that a dialog with a focused
goal is taking place, and participants take turns for
solving that goal, using dialogic idiomatic terms
which are not found in typical written text. They
differ from speech in that there are no disfluencies,
and that the text of a single turn can be repaired
before being sent. We argue that these differences
must be considered as relevant as the two differ-
ences pointed out by (Trimarco, 2014).

All these properties along with the particular
type of language used by customers and agents is
the focus of this paper towards understanding this
new kind of CMC data. The challenges for pro-
cessing chat comes from the fact that analysis tools
such as syntactic parsers and pos taggers are typ-
ically trained on mismatched conditions, we de-
scribe in this study the impact of such a mismatch
for these two tasks.

3 Syntactic parsing of chat language

An accurate analysis of human-human conversa-
tion should have access to a representation of the
text content that goes beyond surfacic analyses
such as keyword search.

In the DATCHA project, we perform syntactic
parsing as well as semantic analysis of the textual
data in order to produce high-level features that
will be used to evaluate human behaviors. Our tar-
get is not perfect and complete syntax and seman-
tic analysis of the data, but rather to reach a level
allowing to qualify and compare conversations.



[12:04:20] Vous étes en relation avec AGENT.
[12:04:29] AGENT Bonjour, je suis AGENT, que puis-je pour vous ?
[12:05:05] CUST mes enfant ont perdu la carte dans le modem et je nai plus de
tele comment dois je faire?
[12:05:27] AGENT Pouvez vous me confirmer votre numéro de ligne fixe
[12:05:56] CUST NUMTEL
[12:07:04] AGENT Si je comprend bien vous avez perdu la carte de votre décodeur.
[12:07:27] CUST oui ces bien sa
[12:07:47] CUST code erreure S03
[12:09:09] AGENT Pas de souci, je vais vous envoyer une autre carte a votre domicile.
[12:09:38] CUST est ce que je peux venir la chercher aujourdui
[12:10:36] AGENT Vous ne pouvez pas récupérer une carte depuis une boutique Orange
car ils peuvent seulement faire un échange.
[12:11:33] CUST ok merci de me lenvoyer au plus vite vous avez bien mes coordonnée
[12:11:57] AGENT Oui je les bien sur votre dossier.
[12:12:51] CUST ok tres bien dici 48h au plus tard 72h pour la carte
[12:14:06] AGENT Vous la recevrez selon les délais postaux
a I’adresse figurant sur votre dossier.
[12:14:25] CUST ok tres bien en vous remerciant a bientot
[12:15:20] AGENT Je vous en prie.
[12:15:29] AGENT Avant de nous quitter avez-vous d’autres questions ?
[12:17:23] CUST non merci

You’re in contact with AGENT

AGENT Hello, I'm AGENT, how can I help you?

CUST my children have lost the card in the modem and I don’t have tv anymore
what can I do?

AGENT Can you confirm your line number?

CUST NUMTEL

AGENT If I understand correctly you lost your decoder card

CUST Yes that’s right

CUST error code S03

AGENT No problem, I will send you another card to your home address.

CUST can [ come and get it today

AGENT You can’t get a card from an Orange store because they can only
proceed to exchanges.

CUST ok thank you for sending it as soon as possible you have my coordinates

AGENT Yes I have them in your record.

CUST ok fine within 48h maximum 72h for the card

AGENT You will receive it according to delivery time at the address in your record.

CUST ok fine thank you

AGENT You're welcome

AGENT Before you go, do you any other question?

CUST no thank you

Figure 1: Example of conversation in the TV assistance domain, in its original forme (above) and a
translation without errors (below)
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We believe that the current models used in the
fields of syntactic and semantic parsing are mature
enough to go beyond normative data that we find
in benchmark corpora and process text that comes
from CRM chat. The experience we gathered
on parsing speech transcriptions in the framework
of the DECODA (Bazillon et al., 2012) and OR-
FEO (Nasr et al., 2014) projects showed that cur-
rent parsing techniques can be successfully used
to parse disfluent speech transcriptions.

Syntactic parsing of non canonical textual in-
put in the context of human-human conversations
has been mainly studied in the context of textual
transcription of spontaneous speech. In such data,
the variation with respect to canonical written text
comes mainly from syntactic structures that are
specific to spontaneous speech, as well as disflu-
encies, such as filled pauses, repetitions and false
starts. Our input has some of the specificities
of spontaneous speech but adds new ones. More
precisely, we find in our data syntactic structures
found in speech (such as a loose integration of mi-
cro syntactic units into macro structures), and for
obvious reasons we do not find other features that
are characteristic to speech, such as repetitions and
restarts. On the other hand, we find in our data
many orthographic errors. The following example,
taken in our corpus, illustrates the specific nature
of our data:

ces deja se que j ai fait les pile
je les est mit tou a 1 heure elle sont
neuve

All words highlighted can be considered as er-
roneous either lexically or syntactically. This sen-
tence could be paraphrased by:

c’est déja ce que j’'ai fait,
les piles Jje les ai mises tout a
1" heure, elles sont neuves

Such an utterance features an interesting mix-
ture of oral and written characteristics: the syn-
tax is close to oral, but there are no repetitions
nor false starts. Orthographic errors are numerous
and some of them are challenging for a syntactic
parser.

We present in this paper a detailed analysis of
the impact of all these phenomena on syntactic
parsing. Other types of social media data have
been studied in the literature. In particular tweets
have received lately more attention. (Ritter et al.,
2011) for example provide a detailed evaluation
of a pos tagger on tweets, with the final objec-
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tive of performing Named Entity detection. They
showed that the performances of a classical tag-
ger trained on generic news data drop when ap-
plied to tweets and that adaptation with in-domain
data helps increasing these performances. More
recently (Kong et al., 2014) described a depen-
dency parser for tweets. However, to the best of
our knowledge, no such study has been published
on social media data from formal on line web con-
versations.

4 A study on orthographic errors in
agent/customer chat dialogs

Chat conversations are unique from several per-
spectives. In (Damnati et al., 2016), we conducted
a study comparing contact center chat conversa-
tions and phone conversations, both in the do-
main of technical assistance for Orange customers.
The comparative analysis showed significant dif-
ferences in terms of interaction flow. If chat con-
versations were on average twice as long in terms
of effective duration, phone conversations contain
on average four times more turns than chat con-
versations. This can be explained by several fac-
tors: chat is not an exclusive activity and latencies
are more easily accepted than in an oral conversa-
tion. Chat utterances are formulated in a more di-
rect style. Additionally, the fact that an utterance is
visible on the screen and remains visible, reduces
misunderstanding and the need for reformulation
turns in an interaction. Regarding the language it-
self, both media induce specific noise that make
it difficult for automatic Natural Language Under-
standing systems to process them. Phone conver-
sations are prone to spontaneous speech effects
such as disfluencies, and the need to perform Au-
tomatic Speech Recognition generates additional
noise. When processing online chat conversations,
these issues disappear. However the written ut-
terances themselves can contain errors, be it or-
thographic and grammatical errors or typographic
deviations due to high speed typing, poor ortho-
graphic skills and inattention.

In this study we focus on a corpus of 91 chat
conversations that have been fully annotated with
correct orthographic form, lemma and pos tags.
The annotator was advised to correct misspelled
words but she/he was not allowed to modify the
content of a message (adding a missing word
or suppressing an irrelevant word). In order to
compare the original chat conversations with



Customer | Agent | Full
#words | 11798 23073 | 34871
SER 10.5% 1.5% | 4.5%
MER 41.3% 15.7% | 27.2%

Table 1: Language deviation error rates

the corrected ones, punctuation, apostrophe
and case have been normalized. The manually
corrected messages have then been aligned with
the original messages thanks to an automatic
alignment tools using the classical Levenshtein
distance, with all types of errors having the same
weight. A post-processing step was added after
applying the alignment tool, in order to detect
agglutinations or splits.  An agglutination is
detected when a deletion follows a substitution
([en—->entrain] [train->]) becomes
([en train->entrain]). Conversely, a
split is detected when an insertion follows a
substitution ([télécommande —>télé]
[->commande]) becomes ([télécommande
->télé commande]). Instead of being
counted as two errors, agglutinations and splits
are counted as one substitution. The evaluation is
given in terms of Substitution Error Rate (SER)
which is the amount of substitutions related to
the total amount of words, and the Message Error
Rate (MER) which is the amount of messages
which contain at least one Substitution related
to the total number of messages. As we are
interested in the impact of language deviations on
syntactic parsing of the messages, the latter rate
should also be looked at carefully.

As can be seen in table 1, the overall propor-
tion of misspelled words is not very high (4.5%).
However, 27.2% of the turns contain at least one
misspelled word. The number of words written
by agents is almost twice as large as the number
of words produced by Customers. In fact Agents
have access to predefined utterances that they can
use in various situations. They are also encour-
aged to formulate polite sentences that tend to in-
crease the length of their messages, while Cus-
tomers usually adopt a more direct and concise
style. Consequently, Agents account for more in
the overall SER and MER evaluation, artificially
lowering these rates. In fact, as would be expected,
Agents make much less mistakes and the distribu-
tion of their errors among conversations is quite
balanced with a low standard deviation. The sit-
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uation is different for Customers where both SER
and MER have a high standard deviation (respec-
tively 8.7% and 21.5%). The proportion of mis-
spelled words depends on each Customer’s lin-
guistic skills and/or attention when typing.

In order to further study the impact of errors on
Syntactic Analysis modules, we propose, as a pre-
liminary study, to evaluate into more details the
various types of substitutions encountered in the
corpus. We make a distinction between the fol-
lowing types of deviations:

e DIACR diacritic errors are common in
French as accents can be omitted, added or
even substituted (& —>a, trés —->trés,
énergie —->énérgie).

APOST for missing or misplaced apostrophe.

AGGLU for agglutinations of two words into
one.

SPLIT for a word split into two words.

INFL for inflection errors. Morpho-syntactic
inflection in French is error prone as it is
common that different inflected forms of
a same word are homophones (question
->questions). Among these errors, it is
very common (Véronis and Guimier de Neef,
2006) to find past participles replaced by in-
finitives for verbs that end with er (3’ ai
changé -> j’ai changer).

SWITCH two letters are switched.
SUB1C one character substituted.
DEL1C one character missing.
INS1C one character inserted.
e OTHER for all the other errors.

These types of errors are automatically evalu-
ated in this order and are exclusive (e.g. DEL1C
corresponds to words which have one missing
character and are not of any preceding type).

Table 2 presents the proportion of each type of
error observed in the corpus. As can be seen, dia-
critic deviations are predominant. On the overall,
the second source of deviations is the use of erro-
neous inflection for a same word. It represents a
higher proportion for Agents than for Customers.



Erroneous use of apostrophes is frequent for Cus-
tomers but almost never occurs for Agents. Agglu-
tinations are more frequent than splits, and con-
stitue more than 11% of deviations for Agents.

Customer | Agent | Full
DIACR | 44.3% 34.5% | 42.2%
APOST | 12.0% 0.9% | 9.6%
AGGLU | 6.4% 11.2% | 7.4%
SPLIT | 1.7% 32% | 2.0%
INFL 11.5% 25.0% | 14.4%
SWITCH | 0.7% 32% | 1.3%
SUB1C | 5.8% 4.3% | 5.5%
DEL1C | 7.4% 54% | 6.9%
INS1C 3.4% 5.7% 3.9%
OTHER | 6.8% 6.6% | 6.8%

Table 2: Proportion (in %) of the different types of
language deviations

Table 3 presents the repartition of language de-
viations by pos category. Observing this distribu-
tion can give hints on the problems that can be
encountered for pos tagging and syntactic pars-
ing. As one can see, function words are gener-
ally less error prone than content words. Apart
from present participles that are always well writ-
ten, only proper names and imperative verbs have
an SER below the overall SER of 4.5%. But these
categories are not highly represented in our data.
All other content word categories have an SER
above the overall SER. The most error prone cate-
gory is past participle verbs, which are, as already
mentioned, often confused with the infinitive form
and which are also prone to inflection errors.

5 Evaluation and Results

5.1 Corpus description

In order to evaluate the impact of errors on pos
tagging and parsing, the corpus has been split into
two sub-corpora (DEV and TEST]) of similar sizes.

Conversations have been extracted from logs in
a chronological way, meaning that they are repre-
sentative of real conditions, with a variety of call
motives and situations. Hence splitting the cor-
pus into two parts by following the chronological
order reduces the risk of over-fitting between the
DEV corpus and the TEST corpus.

Table 4 illustrates the lexical composition of
the DEV corpus, with a comparison between the
original forms and the corresponding manually

pos prop. SER
VER:ppre pres. participle | 0.3% | 0.0%
DET determiner 13.2% | 1.3%
NAM proper name 1.7% | 1.5%
INT interjection 2.1% | 1.5%
PRO:REL relative pronoun | 0.8% | 1.6%
KON conjunction 4.6% | 1.8%
NUM numeral 2.0% | 2.4%
VER: imp verb imperative | 0.9% | 3.1%
PRP preposition 11.9% | 3.5%
VER:inf verb infinitive 5.1% | 4.6%
PRO pronoun 13.7% | 5.2%
ADV adverb 6.9% | 5.6%
VER verb 10.9% | 5.8%
ADJ adjective 3.9% | 6.7%
NOM name 19.6% | 6.7%
ABR abbreviation 0.2% | 10.0%
VER: pper past participle 2.2% | 16.9%

Table 3: Language deviation by pos: proportion of
each pos in the corpus and corresponding Substi-
tution Error Rate

corrected version. All conversations have been
anonymized and personal information has been re-
placed by a specific label (one label for Customer
names, one for Agent names, one for phone num-
bers and another one for addresses). Hence, the
entities concerned by this anonymization step do
not account for lexical variety. It is interesting
to notice that the number of different words on
the Full corpus drops from 2381 when computed
on the raw corpus to 2173 (15.3% relative) when
computed on the corrected corpus. The propor-
tion of words occurring just once is also reduced
when computed over the manually corrected to-
kens. The statistics of the TEST corpus are com-
parable. However, the lexical intersection of both
corpora is not very high as 10.3% of word oc-
currences in the TEST corpus are not observed in
the DEV corpus (9.1% for Agents and 19.8% for
Customers). When computing these rates over the
manually corrected tokens, the overall percentage
goes down to 9.0% (8.6% for Agents and 17.3%
for Customers). These last figures remain high
and show that the lexical diversity, if enhanced by
scripting errors is already inherent to the data and
the domain, with a variety of situations encoun-
tered by Customers. Adapting our pos tagger on
the DEV corpus is a reasonable experimental ap-
proach as the preceding observations exclude the
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DEV original DEV corrected
Customer | Agent Full Customer | Agent Full
#words 5439 11328 16767 5425 11325 17338
diff. words 1431 1468 2381 1301 1414 2173
1 occ. words 879 652 1205 764 599 1020
(61.4%) | (44.4%) | (50.6%) | (58.7%) | (42.4%) | (46.9%)

Table 4: Description of the DEV corpus in terms of number of words, different words and words occur-
ring only once. Figures vary because of splits and agglutinations.

risk of over-fitting bias at the lexical level.

5.2 Tagging

The pos tagger used for our experiments is a stan-
dard Conditional Random Fields (CRF) (Lafferty
et al., 2001) tagger which obtains state-of-the-art
results on traditional benchmarks. We use a coarse
tagset made of 18 different parts of speech.

Three different taggers based on the same archi-
tecture are evaluated, the first one, T, is trained
on the French Treebank (Abeillé et al., 2003),
which is composed of newspaper articles. The sec-
ond one, Tp, is trained on our DEV corpus and the
third one, T=p on the union of the French Tree-
bank and our DEV corpus.

Taggers are usually evaluated with an accuracy
metric, which is based on the comparison, for ev-
ery token, of its tag in the output of the tagger (the
hypothesis) and its tag in the human annotated cor-
pus (the reference). In our case, the number of to-
kens in the reference and the hypothesis is not the
same, due to agglutinations and splits. In order
to account for these phenomena in the evaluation
metric, we define conventions that are depicted in
Table 5: in case of an agglutination, the tag of the
agglutinated token ¢ in the hypothesis is compared
to the tag of the first token in the reference (see
left part of table 5, where the two tags compared
are in bold face). In case of a split, the tag of the
first token in the hypothesis is compared to the tag
of the token in the reference (see right part of the
table).

agglutination split
REF HYP REF HYP
tok | tag | tok | tag tok | tag tok | tag
A Ta | AB | Tas | AB | Tas | A Ta
B TB B TB

Table 5: Conventions defined when computing the
accuracy of the tagger for a token. Tags in bold
face are compared
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tok. Tr Trp Tp
Cust. | Corr. | 91.13 | 93.26 | 94.36

Orig. | 86.59 | 88.83 | 90.38
Agent | Corr. | 91.01 | 96.60 | 97.30

Orig. | 90.23 | 95.51 | 96.50

Table 6: Pos accuracy of the three taggers com-
puted on the original (Orig.) and the corrected
(Corr.) versions of the TEST corpus, for Customers
and Agents parts of the corpus.

The taggers have been evaluated on the TEST
corpus. The results are displayed in Table 6 which
shows several interesting phenomena.

First, the three taggers obtain significantly dif-
ferent results. T, which is trained on the French
Treebank, obtains the lowest results: 86.59% ac-
curacy on the customer part of the corpus and
90.23% on the agent part. Adding to the French
Treebank the DEV corpus has a benefic impact on
the results, accuracy reaches respectively 88.83%
and 95.51%. The best results are obtained by
Tp with 90.38% and 96.50% accuracy, despites
the small size of the DEV corpus, on which it is
trained.

Second, as could be expected, the results are
systematically higher on the corrected versions of
the corpora. The results are around 4.5 points
higher on the customer side and around 1 point
higher on the agent side. These figures consti-
tute the upper bound of the tagging accuracy that
can be expected if the corpus is automatically cor-
rected prior to tagging.

Third, the results are higher on the agent side,
this was also expected from the analysis of the er-
rors in both parts of the corpus (see Table 1).

Tables 7 and 8 give a finer view of the influence
of errors on the pos tagging accuracy for tagger
Tp. Each line of the table corresponds to the sta-
tus of a token. If the token is correct, the status is
CORR, otherwise it corresponds to one label of the



status occ. | corr. acc. | contrib.
CORR 5916 | 5547 | 93.76 59.23
DIACR 201 120 | 59.70 13.00
AGGLU 76 23 | 30.26 8.51
SUB1C 46 13 | 28.26 5.30
INFL 67 45 | 67.16 3.53
DELIC 43 22 | 51.16 3.37
OTHER 40 23 | 57.50 2.73
INS1C 20 12 | 60.00 1.28
APOST 47 40 | 85.11 1.12
SPLIT 6 3| 50.00 0.48
SWITCH 2 2 | 100.00 0.00

Table 7: Influence of token errors on pos tagging,
computed on the customer side of the TEST cor-
pus.

status occ. COIT. acc. | contrib.
CORR 12883 | 12517 97.16 79.91
DIACR 61 36 59.02 5.46
INFL 46 25 54.35 4.59
AGGLU 32 18 56.25 3.06
OTHER 11 3 27.27 1.75
SPLIT 8 4 1 50.00 0.87
DEL1C 10 6 60.00 0.87
SUB1C 8 4 50.00 0.87
INS1C 9 8 88.89 0.22
SWITCH 4 4 | 100.00 0.00

Table 8: Influence of token errors on pos tagging,
computed on the agent side of the TEST corpus.

error types of Table 2. The second column corre-
sponds to the number of occurrences of tokens that
fall under this category. The third column is the
number of tokens of this status that were correctly
tagged, column four is the accuracy for this status
and column five, the contribution to the error rate.

Table 7 shows that misspelled tokens are re-
sponsible for roughly 40% of the tagging errors.
Among errors, the DTACR type has the highest in-
fluence on the pos accuracy, it corresponds to 13%
of the errors, followed by agglutination. Table 8
shows that erroneous tokens account for 20% of
the errors on the agent side. And the first cause
of token deviation that provokes tagging errors is
DIACR.

5.3 Parsing

The parser used in our experiment is a transi-
tion based parser (Yamada and Matsumoto, 2003;
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Nivre, 2003). It is a dependency parser that takes
as input tokens with their pos tag and selects for
every token a syntactic governor (which is an-
other token of the sentence) and a syntactic la-
bel. The prediction is based on several features
that combine lexical information and pos tags. Or-
thographic errors have therefore a double impact
on the parsing process: through the errors they
provoke on the pos tagging process and the errors
they provoke directly on the parsing process. The
parser was trained on the French Treebank. Con-
trary to taggers, a single parser was used for our
experiments since we do not have hand corrected
syntactic annotation of the DATCHA corpus.

In order to evaluate the parser, we have parsed
our DEV corpus with corrected tokens and gold
pos tags and considered the syntactic structures
produced to be our reference. The results that are
given below should therefore be taken with cau-
tion. Their absolute value is not reliable (it is prob-
ably over estimated) but they can be compared
with one another.

The metric used to evaluate the output of the
parser is the Labeled Attachement Score (LAS)
which is the ratio of tokens for which the cor-
rect governor along with the correct syntactic label
have been predicted. The conventions of Table 5
defined for the tagger were also used for evaluat-
ing the parser.

Three series of parsing experiments were con-
ducted, the first one takes as input the tokens as
they appear in the raw corpus and the pos tags
predicted with our best tagger (Ip). These ex-
periments correspond to the most realistic situa-
tion, with original tokens and predicted pos tags.
The second series of experiments takes as input
the corrected tokens and the predicted pos tags. Its
purpose is to estimate an upper bound of the pars-
ing accuracy when using an orthographic corrector
prior to tagging and parsing. The third experiment
takes as input raw tokens and gold pos tags. It
corresponds to an artificial situation, its purpose is
to evaluate the influence of orthographic errors on
parsing, independently of tagging errors.

Table 9 shows that the influence of orthographic
errors on parsing is limited, most parsing errors are
due to pos tagging errors.

The table also shows that the difference in pars-
ing accuracy between the customer part of the cor-
pus and the agent part is higher than what it was
for tagging. This can be explained by the fact that,



tok. | posacc. | LAS
O 90.38 73.47
Cust. | C 94.36 81.30
o 100 94.68
O 96.50 82.12
Agent | C 97.30 86.43
o 100 95.74

Table 9: LAS of the parser output for three types
of input: original tokens (O) and predicted pos
tags, corrected tokens (C) and predicted pos tags
and original tokens and gold pos tags, computed
on the TEST corpus for the customer and the agent
parts of the corpus.

from the syntactic point of view, agent utterances
are probably closer to the data on which the parser
has been trained (journalistic data) than customer
utterances.

6 Conclusion

We study in this paper orthographic mistakes that
occur in data collected in contact centers. A ty-
pology of mistakes is proposed and their influence
on part of speech tagging and syntactic parsing is
studied. We also show that taggers and parsers
trained on standard journalistic corpora yield poor
results on such data and that the addition of a lim-
ited amount of annotated data can significantly im-
prove the performances of such tools.
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