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Abstract. This work investigates the potential use of post-edited machine translation (MT) out-
puts as reference translations for automatic machine translation evaluation, focusing mainly on
the following important question: Is it necessary to take into account the machine translation
system and the source language from which the given post-edits are generated?

In order to explore this, we investigated the use of post-edits originating from different machine
translation systems (two statistical systems and two rule-based systems), as well as the use of
post-edits originating from two different source languages (English and German). The obtained
results shown that for comparison of different systems using automatic evaluation metrics, a good
option is to use a post-edit originating from a high-quality (possibly distinct) system. A better op-
tion is to use it together with other references and post-edits, however post-edits originating from
poor translation systems should be avoided. For tuning or development of a particular system,
post-edited output of this same system seems to be the best reference translation.
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1 Introduction

The evaluation of the machine translation (MT) output is an important and difficult task.
The fastest way is to use an automatic evaluation metric, which compares the obtained
output with a human translation of the same source text and calculates a numerical
score related to their similarity. Despite all disadvantages and criticisms, such metrics
are still irreplaceable for many tasks (such as rapid development of a new system, tuning
of a statistical MT system, etc.) and are considered as at least baseline metrics for MT
quality evaluation. All these metrics (n-gram based such as BLEU [Papineni et al., 2002]
and METEOR [Banerjee and Lavie, 2005], edit-distance based such as TER [Snover et
al., 2006], etc.) are reference-based, i.e. a human reference translation is needed as a
gold standard. Since there is usually not only one single best translation of a text, the
best way of evaluating an MT output would be to compare it with many references
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— nevertheless, creating each reference translation is a time consuming and expensive
process. Therefore, automatic MT evaluation is usually carried out using only a single
reference.

On the other hand, MT has considerably improved in the recent years so that the use
of MT outputs as a starting point for human translation has become a common practice.
Therefore, ever-increasing amounts of post-edited machine translation outputs (PEs) are
being collected. These represent very valuable data and are being used for a number of
applications, such as automatic quality prediction, adaptation, etc. Among other things,
post-edits are more similar to MT outputs than “independent” references, thus being
potentially more useful for automatic evaluation and/or tuning. However, their use as
reference translations has been scarcely investigated so far.

This work explores two scenarios: comparing four distinct MT systems using PEs
originating from these systems, as well as comparing translations from two different
source languages using PEs originating from these source languages. In addition, the
effects of using multiple references are reported in terms of variations and standard
deviations of automatic scores for different number of references.

1.1 Related work

Post-edited translations have been used for many applications, such as automatic pre-
diction of translation quality [Specia, 2011], analysing various aspects of post-editing
effort [Tatsumi and Roturier, 2010, Blain et al., 2011], human and automatic analy-
sis of performed edit operations [Koponen, 2012, Wisniewski et al., 2013], as well as
improving translation and language model of an SMT system by learning from post-
edits [Bertoldi et al., 2013, Denkowski et al., 2014, Mathur et al., 2014]. The cache-
based approach, introduced in [Bertoldi et al., 2013], makes it possible to periodically
add knowledge from PEs into an SMT system in real-time, without the need to stop it.
The main idea behind the cache-based models is to mix a large global (static) model
with a small local (dynamic) model estimated from recent items observed in the his-
tory of the input stream. In [Wisniewski et al., 2013], the PEs are used as references
for automatic estimation of performed edit operations, namely substitutions, deletions,
insertions and shifts. [Denkowski et al., 2014] report the improvements of the BLEU
scores calculated on independent references as well as on PEs in order to emphasise the
suitability of their methods for the post-editing task.

A number of publications deals with the usage of multiple references for automatic
MT evaluation. Using pseudo-references, i.e. raw translation outputs from different MT
systems has been investigated in [Albrecht and Hwa, 2007, Albrecht and Hwa, 2008]
and it is shown that, even though these are not correct human translations, it is benefi-
ciary to add pseudo-references instead of using one single reference. Adding automat-
ically generated paraphrases together to a set of standard human references for tuning
has been investigated in [Madnani et al., 2008], and it is shown that the paraphrases
are improving automatic scores BLEU and TER when the number of multiple human
references is less than four. Recently, multiple references have been explored in [Qin
and Specia, 2015] in terms of using recurring information in these references in order to
generate better version of BLEU and NIST [Doddington, 2002] metrics by better n-gram
weighting.
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To the best of our knowledge, no systematic investigation regarding the use of post-
edited translation outputs as reference translations has been carried out yet.

2 Research questions

Although the PEs are intuitively better suitable for MT evaluation than standard human
references because they are closer to the MT output structure, there are several important
questions which have to be taken into account:

1. Should the PE originate from the very same MT system, or is it acceptable to use
any PE?

2. Is the source language of any importance?

3. Does the system type (statistical or rule-based) have any impact?

In order to systematically explore the potential and limits of post-edits and answer
these questions, following scenarios are investigated:

— using PEs produced by four distinct MT systems;
— using PEs generated from two different source languages;

The PEs are used for system comparison in order to explore variations and possible
bias of the obtained automatic scores. Apart from the use of each post-edit separately,
the effects of combining them in the form of multiple references has been investigated.
In addition, the effect of the source language has also been explored in terms of tuning
an SMT system. The details about the experiments and the obtained results are described
in the next two sections.

3 Experiments

3.1 Data sets

For investigation of effects described in the previous section, two suitable data sets
containing different language pairs, target languages and domains were available:

1. TARAXU texts [Avramidis et al., 2014] containing German-to-English, German-
to-Spanish and English-to-German raw translations and PEs of WMT news texts
generated by two SMT (phrase-based and hierarchical) and two RBMT systems;

2. OPENSUBTITLES texts from the PE2rr corpus [Popovié and Ar&an, 2016] contain-
ing Serbian and Slovenian subtitle raw translations and PEs generated by phrase-
based SMT systems from English and from German.

Both data sets contain single standard reference translations, as well as sentence-level
human rankings.

For the TARAXU WMT texts, post-editing and ranking were performed by profes-
sional translators, and for the PE2rr OPENSUBTITLES texts by researchers familiar with
machine and human translation highly fluent both in source and in target languages. De-
tails about the texts can be seen in Table 1.*

* Although the texts are already publicly available, they are also available in the exact form used
in this work at https://github.com/m-popovic/multiple-edits—-refs.
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Table 1: Data statistics

domain language # source avg. target # of
pair sentences sent. length PE
WMT de-en 240 22.9 4
(TARAXU) de-es 40 26.8 4
en-de 272 21.9 4
es-de 101 23.2 4
OPEN en-sr 440 8.3 2
SUBTITLES de-sr 440 8.1 2
(PE?rr) en-sl 440 8.7 2
de-sl 440 8.5 2

It should be noted that, although there are more (larger) publicly available data sets
containing post-edited MT outputs, none of these sets contains post-edits originating
from different translation systems or from different source languages, which are re-
quested to answer the questions posed in Section 2.

3.2 Evaluation methods

For all experiments, BLEU scores [Papineni et al., 2002] and character n-gram F scores,
i.e. CHRF3 scores [Popovié, 2015], calculated using different PEs are reported. BLEU
is used as a well-known and widely used metric, and CHRF3 as a simple tokenisation-
independent metric, which has shown very good correlations with human judgements
on the WMT-2015 shared metric task [Stanojevié et al., 2015], both on the system level
as well as on the segment level, especially for morphologically rich(er) languages.

For both scores, Pearson’s system-level correlation coefficient r is reported for each
PE. For CHRF3, segment-level Kendall’s 7 correlation coefficient is presented as well.
For both correlation coefficients, the ties in human rankings were excluded from calcu-
lation. In all tables, post-edited MT outputs are marked with P¢.

Initially, for each of the two data sets the scores were calculated separately for each
target language. Nevertheless, since no differences related to the target language were
observed, the results were merged.

4 Results

4.1 Post-edits from (four) different translation systems

In order to investigate PEs originating from different MT systems, the TARAX U corpus
was used, where each source sentence was translated by four MT systems. Although
there is certain overlap, i.e. some of the source sentences are human translations of
other source sentences, the majority of them are unique. BLEU and CHRF3 scores are
calculated separately using each of PEs as reference, as well as for combinations of
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multiple PEs. The scores, together with system-level and segment-level correlation co-
efficients, are presented in Table 2.

Table 2: BLEU (left) and CHRF3 (right) scores calculated on PEs originating from four
distinct MT systems (two SMT and two RBMT) and on an independent reference trans-
lation; the scores are strongly biased towards the particular system and slightly biased
towards the system type; the best option is to use PE of a high performance system or
multiple references without PEs of poor quality systems.

BLEU scores | translation output ||corr. CHRF3 scores | translation output COfT.
# reference(s) || S1 ‘ S2 ‘RB] ‘RBZ Sys # reference(s) || S1 ‘ S2 ‘RB] ‘RBZ sys|seg
1 s1?°® 41.0{25.8|22.5|20.0|| -.40 1 s1?P¢ 67.9(55.8|55.7|54.4||-.24| .03
s2re 27.8|35.4|21.2119.7||-.99 s2re 58.1{63.5|54.6|53.8||-.98|.12
RB 1P 22.4/19.4|146.6|25.9|| .75 RB1P¢ 54.0(50.7|72.3|58.6|| .83|.29
RB2P¢ 21.7/19.4|28.8|41.3|| .77 RB2P¢ 53.3(50.6|59.4]69.5|| .80|.24
reference 12.7{11.4|12.0(10.6|| -.15 reference 43.4141.4|144.0|43.6(| .93|.13
2 two SMTP¢ ||43.4|38.0(27.0|24.7 || -.97 2 two SMT?¢ ||68.6/64.2|58.1(57.0(|-.71|.30
two RBMT?® (|127.0|23.6(48.7(43.5]|| .99 two RBMT?“ |(56.6(53.4|72.8|70.2|| .96|.34
3 nosl1Pe 34.8|38.1|49.5|44.4|| .93 3 no s1?° 60.9(64.3|73.0{70.4|| .78|.38
no $2°°¢ 43.8(31.1|49.5|44.5]| .98 no $2°¢ 68.6(58.0|73.0{70.4|| .95|.30
no RB17°¢ 44.3138.9(35.6|43.9]| .20 no RB17¢ 68.8(64.4|162.5|70.2|| .10|.14
no RB2P¢ 44.4138.8|48.9(32.2]| .19 no RB2%¢ 68.9(64.5|72.9]61.4|| .26|.20
\4 allP® \\44.9\39.4\50.0\45.1 H 92 \ \4 allr® \\69.0\64.7\73.2\70.6\\ .97\ .30\
|5 all’+ref  ||46.5]40.8|51.645.8]| .88 | |5 all”®+ref  ||69.1]64.8|73.2|70.6]| .97|.30|
[ human ranks[[57.6[47.6[69.3]67.4]] [ human ranks[[32.0[22.0[54.8]46.5]]

The following can be observed:

— each system gets the highest score when its own PE is used as a reference (bold);
system level correlations are very low if the worse ranked system’s PEs are used —
in such scenario, worst systems obtain the highest automatic scores;

— the scores for both of SMT systems are higher if the two SMTPEs are used; analo-
gously applies for the RBMT systems;

— the best options in terms of correlations are

e using PE of the best ranked system;
e not using PE of the worst ranked system;
e using all PEs (and reference).

Table 3 presents edit distances between PEs as well as between PEs and the refer-
ence, and it can be seen that the differences are not negligible, which explains the strong
bias towards the particular system. It can also be seen that the post-edits of the same
system types are slightly closer (~35%) than those of the two different system types
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Table 3: Edit distances between PEs originating from four distinct systems and refer-
ence; the PEs of the same system types are slightly closer than those of the two different
system types; the reference is significantly different from all PEs.

edit distance | s1P°  s2P°  RBIP® RB2P®  ref |

S1Pe / 343 41.0 429 700
s2Pe 342 / 41.9 424  70.1
RB17¢ 40.5 415 / 354 709
RBZW 41.7 413 34.7 / 69.6

69.0 69.2 70.6 70.5 /

(~42%), as well as that there is a large distance (~70%) between the reference and
each of the PEs.

An example of German-to-English translation outputs, PEs and the corresponding
reference is presented in Table 4.

Table 4: Example of post-edited German-to-English MT outputs originating from four
distinct translation systems.

| system | translation output | PE \
sl There are also a few cars off the road. There are also a few cars off the road.
S2 Few cars are off the road. A few cars are also off the road.
RB1 Also a few Pkws lie in the street ditch. | Also, a few cars are lying on the side
of the street.
RB2 Also a few car lies in the ditch. A few cars are also lying in the ditch.

reference:  Also several cars ended up in a ditch.

4.2 Post-edits from (two) different source languages

For exploring influence of the source language, the OPENSUBTITLES texts were used,
where each of the parallel German and English source sentences was translated by a
corresponding phrase-based SMT system. The effects of the source language on the
automatic scores are shown in Table 5. Since there are only two systems to compare,
system-level Pearson’s correlation coefficient can be either 1 or -1.

It can be noted that:

— the source language strongly influences the results: for each translation output, the
automatic scores are always higher when its own PE is used;
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Table 5: BLEU (left) and CHRF3 (right) scores calculated on SMTPEs originating from
two different source languages and on an independent reference translation; the results
are strongly biased towards the source language; the best option is to use PE of a high
performance system or multiple references without PEs of poor systems.

BLEU scores | translation output || corr. CHRF3 scores | translation output || corr.

reference(s) || en—x ‘ de—x Sys reference(s) || en—x ‘ de—x || sys|seg
1 en—xP® 47.7 23.9 1 1 en—xP° 64.7 44.6 1].42

de—xP¢ 244 45.5 -1 de—xP¢ 45.8 62.6 -11.13

reference 24.8 17.2 1 reference 47.8 394 1| .44
2 en—xPe+ref || 51.3 28.2 1 2 en—xPC+ref || 65.6 47.8 1].42

de—xP°+ref || 35.9 47.9 -1 de—xP+ref || 54.6 63.4 -1].28

both?* 50.4 48.0 1 both?® 66.5 63.8 1].48
\3 both?®+ref H 53.0 \ 49.2 H 1\ \3 both?®+ref H 67.2 \ 64.3 H 1\.50\
[ humanranks[[ 38.6 [ 211 | [ humanranks[[ 38.6 [ 21.1 |

— using PE of the better ranked system yields good correlation, whereas using PE from
the worse system claims that this system is better;

— the scores obtained by the independent reference are more similar to those obtained
by the PE generated from English.

Furthermore, Table 6 shows that edit distances between PEs are rather large, about
45%. Similar edit distance can be seen between the independent reference and the PE
originating from English, whereas for the PE originating from German it is much larger
— over 55%. At this point, it is important to note that the original source language of
all used texts is English — the German source text as well as the Serbian and Slovenian
references are human translations of the English original. Therefore, the fact that the
PE originating from German source is an “outlier” confirms the previous findings about
the importance of the original source language, e.g. [Kurokawa et al., 2009, Lembersky
et al., 2013], namely that (i) a translated text has different characteristics than the same
text written directly in the given language, as well as that (ii) the direction of human
translation has impact on MT, so that it is better to train MT system in the corresponding
direction, i.e. using original texts as the source language and human translations as the
target language.

4.3 Multiple reference effects

Apart from the main questions posed in Section 2, an additional question has been
raised during the realisation of the described experiments — what are the actual effects
of the use of multiple references vs. the use of a single reference?

The advantage of multiple references is surely well known as mentioned in Sec-
tion 1.1, however our question is — what is exactly happening with the automatic scores?
In order to answer it, we explored the variations in automatic scores when different
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Table 6: Edit distances between post-edits originating from two different source lan-
guages and an independent reference translation.

edit distance | en-x”®  de-xP®  reference |

en—xP°¢ 0 44.6 44.7
de—xP*¢ 45.7 0 56.4
reference 45.2 55.6 0

numbers of multiple references are used. For this experiment, apart from the two data
sets described in previous sections, an additional small data set® was explored as well.
This data set consists of only 20 English source sentences from technical domain, how-
ever each source sentence corresponds to 12 different human translations into German,
i.e. 12 multiple references. Each source sentence has been automatically translated by
four distinct translation systems, two statistical and two rule-based (albeit not the same
as those used for experiments in Section 4.1), but no post-editing has been performed.

For each of the three data sets, average BLEU and CHRF3 values and their standard
deviations (o) for different numbers of available reference translations are calculated
and results are presented in Table 7. It can be seen that:

— average values are logarithmically increasing with increasing number of multiple
references;
— standard deviations are
e dropping with increasing number of multiple references
e close to zero only for more than 10 references
o smaller for the MT systems of lower performance

These tendencies can be equally observed for all data sets, no matter how many PEs
(more similar to MT outputs) and how many independent references (less similar to MT
outputs) are used.

4.4 Tuning

A preliminary experiment regarding tuning on PEs originating from different source
languages has been carried out using the OPENSUBTITLES data set: (i) the translation
system was tuned with MERT [Och, 2003] on BLEU using (i) the independent reference
(standard method), (ii) using the PE originating from the corresponding language and
(iii) using the PE originating from the other language.

The results for another test set (not the one used for tuning) containing 2000 sen-
tences® are presented in Table 8 showing that tuning on the post-edit from the corre-
sponding source language produces best BLEU and METEOR scores.

This confirms the effect of the source language bias and indicates a potential of
using PEs of a MT system for tuning and development of this system.

3 also available at https://github.com/m-popovic/multiple—edits—refs
6 also available at the aforementioned repository
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Table 7: Effects of the number of multiple references: average BLEU and CHRF3 scores
with standard deviations for different number of (independent) references ranging from
1 to 12. The results are obtained on the texts used in previous sections (a), (b) as well
as on a small text with a large number (12) of independent reference translations (c).

(a) PEs of four different systems + one reference

‘ I translation output ‘

number of || SMTI1 SMT2 RBMTI1 RBMT?2
references || avg. o |avg. o |avg. o |avg. o

11251 93(223 8.0/262 11.5|23.5 10.2
21135.0 7.0(30.8 59373 95 |333 83
31/40.3 53354 44|43.6 7.6 |388 6.7
41439 341385 2.8|482 52 |428 4.6
all 5)||46.5 / |40.8 [/ |51.6 / |458 /

BLEU

1](553 79524 72|572 9.1 |56.0 84
21162.0 57|584 50|646 7.0 629 6.2
31/65.1 45|61.3 38683 5.7 (662 50
4674 291633 2.6|71.0 4.2 |68.7 3.5
all (5)||69.1 / |648 [/ |732 / |70.6 /

CHRF3

(b) PEs of two source languages + one reference

I translation output

number of en—rx de—x
references avg. o avg. o

BLEU 1 323 10.9 28.9 12.1
2 45.9 7.0 41.4 9.3
all (3) 53.0 / 49.2 /

CHRF3 1 52.8 8.5 48.9 9.9
2 62.2 5.4 58.3 7.4
all (3) 67.2 / 64.3 /

(c) twelve references

‘ ‘ translation output

number of sysl sys2 sys3 sys4
references || avg. o |avg. o |avg. o |avg. o

BLEU 1321 84(294 97232 65]133 5.0

all (12) (| 81.0 / |[82.0 / [69.0 [/ |67.5 /
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Table 8: Effects of source language on tuning of an SMT system: MERT tuning on BLEU
using independent reference, post-edit from the corresponding source language and
post-edit from another source language. The best BLEU and METEOR scores are ob-
tained when the corresponding source language post-edit is used.

‘ translating ‘ tuned on H BLEU METEOR H translating ‘ tuned on H BLEU METEOR ‘

en—sr | ref 20.1 39.2 en—sl | ref 26.0 45.2
en—srP¢ 21.6 39.9 en—slP© 26.5 45.3
de—srP¢ 20.8 39.8 de—slIP® 25.5 44 .4
de—ssr | ref 17.2 354 de—sl | ref 18.1 36.6
en—srP© 16.8 35.5 en—s]P¢ 18.4 36.7
de—srP¢ 18.0 35.5 de—slP* 18.8 37.1

5 Discussion

Knowing how difficult the generation of (even a single) references/PEs is, the following
findings from the results described in Section 4 can be summarised:

— for comparison of different systems, using single PE of a high quality translation
output yields reliable automatic scores; the scores are even more reliable if the PE
is generated by an external system — otherwise, the ranking would be still correct
but the scores will be biased to this particular system;

— using multiple PEs (and references) is generally beneficial — however, it is better
to have fewer PEs of high quality translation outputs than more PEs of low quality
translation outputs;

— evaluation of low quality translation outputs is less prone to variability and is gen-
erally more reliable, except if (one of) the used reference(s) is its own PE; on the
other hand, high quality translation outputs can easily be underestimated if using a
single reference/PE;

— for tuning and development of a particular system, the PE from this very system
should be used.

6 Summary and outlook

This work has examined the potential and limits of the use of post-edited MT outputs as
reference translations for automatic MT evaluation. The experiments have shown that
the post-edited translation outputs are definitely useful as reference translations, but
it should be kept in mind that the obtained automatic evaluation scores are strongly
biased towards the actual system by which the used PE is generated, as well as towards
the source language from which the used PE originates. The best option for comparison
of different systems using a single PE is to use PE of a high quality translation output
which is, if possible, generated by an independent system.
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Multiple references are in principle beneficial, although PEs generated from low
quality translation outputs should be avoided. Further investigation concerning both
quality and quantity of multiple references should be carried out.

For tuning an SMT system, the best option is to use a PE generated by this same
system. Nevertheless, it should be noted that this was a preliminary experiment, so that
further confirmation of reported findings on more data and language pairs is necessary.
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