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Abstract

This paper presents the machine translit-
eration systems that we employ for our
participation in the NEWS 2016 machine
transliteration shared task. Based on the
prevalent deep learning models developed
for general sequence processing tasks, we
use convolutional neural networks to ex-
tract character level information from the
transliteration units and stack a simple re-
current neural network on top for sequence
processing. The systems are applied to
the standard runs for both English to Chi-
nese and Chinese to English transliteration
tasks. Our systems achieve competitive re-
sults according to the official evaluation.

1 Introduction

Transliteration is the process of transcribing the
source characters ideally accurately as well as un-
ambiguously into a target language that uses a dif-
ferent writing system while preserving the pro-
nunciation. Machine transliteration is useful in
corpus alignment, cross-language information re-
trieval and extraction. It is also a good supple-
ment to general machine translation systems for
handling out-of-vocabulary-words.

In this paper, we present a novel transliteration
system that is composed of various types of neu-
ral networks. First, we preprocess the training
data, pairs of parallel person names, to retrieve
segmentations of the transliteration units and their
alignments in an unsupervised fashion by using
the M2M aligner (Jiampojamarn et al., 2007). We
start to build the neural network from the charac-
ter level afterwards. A convolutional layer is em-
ployed to capture the information encoded in the
character sequences. With respect to the transliter-
ation units, the outputs of convolutional layers are
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fed into a recurrent neural network for sequence to
sequence transaction.

Our systems are trained and evaluated on the of-
ficial English to Chinese and Chinese to English
datasets provided by the NEWS 2016 translitera-
tion shared task (Zhang et al., 2016). We also com-
pare our neural network model with the best per-
forming phrase-based system on English-Chinese
transliteration in the 2015 shared task (Shao et al.,
2015) that is built with the popular machine trans-
lation framework Moses (Koehn et al., 2007).

2 Background

The classical joint source-channel model (Li et al.,
2004) is one of the early successful approaches
for machine transliteration, which is a generative
Hidden Markov Model (HMM) that directly maps
the source names into target names via passing
them through a trained source channel. Later,
Conditional Random Fields (CRF) (Lafferty et al.,
2001) as a more powerful discriminative model
for sequence labelling is adapted for translitera-
tion and yields very competitive results. For the
sake of efficiency, the CRF based systems are
mostly pipeline models that process segmentation
and mapping separately (Kuo et al., 2012).

A substantial number of state-of-the-art systems
are phrase-based transliteration models that view
transliteration as character-level translation with-
out distortion. The phrase-based system is reason-
ably efficient. More importantly, it is capable of
resolving some segmentation errors and therefore
acquires better overall performance.

In recent years, neural network models obtain
remarkable success in a wide range of natural lan-
guage processing tasks. Collobert et al. (2011) ap-
ply generic neural network architectures to several
sequence labelling tasks and obtain competitive
results despite of the task-specific variations. De-
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Figure 1: Architecture of the Neural Network

selaers et al. (2009) use deep belief networks for
Arabic-English transliteration. Finch et al. (2015)
augment the traditional phrase-based system with
generation probabilities from neural networks as
additional features.

3 System Description

3.1 Retrieving Transliteration Units

For English-Chinese transliteration, multiple En-
glish letters are usually mapped into one sin-
gle Chinese character. In our system, we re-
gard those concatenated substrings and individ-
uval Chinese characters as fundamental translit-
eration units for constructing the transliteration
systems. We adopt the M2M aligner that uses
an Expectation-Maximisation (EM) algorithm to
obtain the alignments as well as boundaries of
transliteration units on the English side. We aim
to retrieve high quality alignments of the M2M
aligner by following the settings described in
Shao et al. (2015). We also adopt the same pre-
processing and post-processing techniques, which
includes pre-contracting some letters, manipulat-
ing the boundaries of those alignments associated
with the letter x’ and using an EM algorithm to
reduce the errors by eliminating low frequent seg-
mentations and alignments.
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3.2 Building the Neural Networks

Figure 1 shows the architecture of the neural net-
work that we designed for the transliteration task.

For the transliteration from English to Chinese,
the segmented substrings as the basic translitera-
tion units are directly fed into the input layer as
strings of separated letters. Those letters are sim-
ply initialised as one-hot vectors. In order to ap-
ply the convolutional layer over the transliteration
units, all the substrings are padded with a special
letter <PADDING> to make them have the same
length as the longest one.

For Chinese to English, we use a Character-
Pinyin dictionary to convert the Chinese charac-
ters into their romanisations. The romanised char-
acters can be used by the input layer similarly as
strings of letters. The same padding approach is
used. In addition, we preserve the tones and add
them as extra information to the neural network.
The tones are represented similarly as one-hot vec-
tors and concatenated with the character vectors
that represent the Pinyin of the corresponding Chi-
nese characters.

We assume that the information required by
transliteration is encoded in the strings composed
by letters on the source side. Moreover, those let-
ters contribute differently to transliteration. Some
letters in English names are not pronounced and



therefore can be regarded as noise. After the in-
put layer, we add a one-dimensional convolutional
layer followed by a regular max-pooling layer,
which is expected to filter out the noise as well as
capture which letters are more crucial to transliter-
ation.

Since transliteration is a sequence to sequence
transcription, we stack a recurrent layer on top
of the convolutional layer to handle the depen-
dencies between the transliteration units. Con-
sidering the fact that transliteration is a com-
pletely linear procedure without any hierarchical
structures involved, our model employs the sim-
ple recurrent neural network (SimpleRNN) in-
stead of the more prevalent Long-Short-Term-
Memory (LSTM) (Hochreiter and Schmidhuber,
1997). Our experiments also indicate that there
is no significant difference between the two in ac-
curacy while training SimpleRNN is much faster.

The output layer is a time-distributed dense
layer that uses softmax as the activation function
to map the outputs of recurrent layer into the target
representations. We simply adopt the tags which
yield the highest probabilities in the output proba-
bility distributions of the neural networks.

3.3 Configurations and Hyper-parameters

We use Keras (Chollet, 2015), a deep learning
Python package that uses Theano as backend to
implement our neural network.

Considering that the one-hot vector representa-
tions are very sparse, we use 200 convolutional
kernels with 2 as the filter length. The pooling
length of the max-pooling layer is 2 without stride.
We use Rectified Linear Unit (relu) as the activa-
tion function.

The chosen output size of the recurrent layer
is 200. The stateful option is enabled so that the
states for the samples of each batch will be reused
as initial states for the samples in the next batch.
The employed activation function is Hyperbolic
Tangent (tanh).

There are two dropout layers (Srivastava et al.,
2014) added respectively after the max-pooling
layer and recurrent layer with the same drop rate
0.2 to mitigate overfitting.

The batch size used for English to Chinese and
Chinese to English are respectively 30 and 100 for
the reason that there are many more target tags
in Chinese to English transliteration. Assigning
a bigger batch size for the transliteration model of
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Chinese to English saves a significant amount of
training time.

The objective function used for our model is
Categorical Cross-Entropy along with RMSprop
as the optimiser.

3.4 Training

Following the requirements of the standard run,
we use the official training data to train our neu-
ral network with error back-propagation. The de-
velopment sets are used as the validation data. We
inspect the accuracy in terms of the official evalua-
tion metrics ACC and F-score (Zhang et al., 2016)
after each epoch.

For English to Chinese, after approximately 50
epochs, the model converges and the accuracy
scores randomly swing in a certain range. It re-
quires about 70 epochs for Chinese to English.

In our experiments, we use fixed numbers of
epochs, 150 for English to Chinese and 200 for
Chinese to English. The experiments are per-
formed on a normal Intel Core i7 CPU. For En-
glish to Chinese, each epoch takes around 125 sec-
onds and for Chinese to English it is around 170
seconds. Training the Chinese to English translit-
eration model also requires a comparatively larger
memory (at least 4 GB). We use the models of the
top ten best epochs to decode the test data for final
submission.

3.5 Decoding

For English to Chinese, the boundaries of translit-
eration units are required at the decoding stage.
The English source names in the test set need to be
segmented before being passed to the neural net-
work. In this paper, we train a trivial LSTM as our
segmentation system. The segmentation is mod-
elled as a tagging procedure. We use binary tags
to indicate whether a letter is the end of a translit-
eration unit. An extra tag indicating whether the
letter is a vowel or consonant is fed as additional
information. The output size of the recurrent layer
is 50. The batch size is 35 and it is trained for
40 epochs. The system is trained with the English
part of the English to Chinese training data that are
segmented by the M2M aligner. We slice 10% of
the data for validation.

For Chinese to English, the test dataset is pre-
processed with the Character-Pinyin dictionary in
the same way as the training data.



Task System

ACC F-score MRR MAP

English to Chinese
Baseline

Phrase-based SMT|0.335
Neural Network

0.676 0.396 0.323
0.643 0.301 0.281
0.585 0.194 0.183

0.281
0.194

Chinese to English
Baseline

Phrase-based SMT|0.199
Neural Network

0.752 0.281 0.195
0.725 0.182 0.162
0.646 0.098 0.095

0.162
0.098

Table 1: Official Results

4 Experimental Results

Table 1 shows the experimental results of our neu-
ral network model. In addition, we include two
other systems for comparison. The baseline sys-
tem is a naive character-level system built with
Moses. The scores of the baseline are provided
by the shared task organiser. The Phrase-based
SMT is the back-off model introduced in Shao
et al. (2015), which is a state-of-the-art phrase-
based system as well as the best performing sys-
tem on English-Chinese transliteration in the pre-
vious year’s shared task.

Our neural network system outperforms the
baseline by a large margin and it is competi-
tive compared to the other evaluated translitera-
tion systems in this year’s shared task, which in-
dicates that employing convolutional neural net-
works in conjunction with a simple recurrent neu-
ral network is a feasible approach for translitera-
tion.

The ACC and MRR scores of the neural net-
work models in both transliteration directions are
not significantly different, which reveals that there
are no significant distinctions between the models
of the ten best epochs according to their outputs.

The Phrase-based SMT system remains very
successful and outperforms the neural network
model significantly. The primary reason is that the
phrase-based model has a very powerful higher-
order language model to harmonise the generated
transliteration as a whole sequence. It is also ca-
pable of resolving some segmentation errors via
utilising more coarse-grained phrases as translit-
eration units, whereas the neural network heavily
depends on the quality of segmentation.

Besides, for English to Chinese, the neural net-
work model is actually a pipeline system that han-
dles segmentation and decoding separately simi-
larly to the CRF-based models. The errors arising
at the segmentation stage will propagate to the de-
coding stage and inevitably detriment the overall
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transliteration accuracy. For Chinese to English,
we use the romanisations of the Chinese charac-
ters to build the transliteration system. It is quite
possible that some useful information in the char-
acters for transliteration is lost during the conver-
sion.

5 Future Work

We will continue exploring and delving into differ-
ent neural network models for transliteration, in-
cluding experimenting with different architectures
and doing more hyper-parameter tuning.

For English to Chinese transliteration, we will
aim to build a joint model to substitute the pipeline
model, which will make the neural network model
less dependent on the segmentation quality. For
Chinese to English, ideally the Chinese characters
instead of their romanisations will be used as the
basic units to construct the transliteration system.
The properties of the characters, such as numbers
of strokes, different types of radicals are expected
to be effectively used by the convolutional neural
networks.

6 Conclusions

We successfully apply neural network models on
English-Chinese machine transliteration tasks in
this work. We use convolutional layers to extract
information from the character sequences of ba-
sic transliteration units. The output is passed to a
simple recurrent layer afterwards for sequence to
sequence transcription. The official evaluation re-
sults demonstrate that our neural network model is
competitive while there is still a notable gap to the
best performing phrase-based transliteration sys-
tem.
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