Defining Words with Words: Beyond the Distributional Hypothesis
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Abstract

The way humans define words is a power-
ful way of representing them. In this work,
we propose to measure word similarity by
comparing the overlap in their definition.
This highlights linguistic phenomena that
are complementary to the information ex-
tracted from standard context-based rep-
resentation learning techniques. To ac-
quire a large amount of word definitions
in a cost-efficient manner, we designed a
simple interactive word game, Word Sher-
iff. As a byproduct of game play, it gen-
erates short word sequences that can be
used to uniquely identify words. These se-
quences can not only be used to evaluate
the quality of word representations, but it
could ultimately give an alternative way
of learning them, as it overcomes some
of the limitations of the distributional hy-
pothesis. Moreover, inspecting player be-
haviour reveals interesting aspects about
human strategies and knowledge acquisi-
tion beyond those of simple word asso-
ciation games, due to the conversational
nature of the game. Lastly, we outline a
vision of a communicative evaluation set-
ting, where systems are evaluated based on
how well a given representation allows a
system to communicate with human and
computer players.

1 Introduction

The distributional hypothesis (Harris, 1954) is at
the core of many modern Natural Language Pro-
cessing (NLP) techniques. It is based on the fol-
lowing assumption:

Words are similar if they have similar contexts.

*Contributed equally to this work.
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While powerful, the assumption of context is
not always convenient, nor satisfactory. For ex-
ample, antonyms (black vs. white) and hyper-
nyms (laptop vs. computer) tend to appear in the
same context, but they cannot naively replace each
other. Similarly, implicit or prior knowledge is dif-
ficult to capture by only referring to word contexts.
One rarely writes that a banana is yellow, while
this is one of the main adjectives one would use
when defining it.

In this paper, we describe a novel and comple-
mentary framework to capture information that is
difficult to obtain by exploiting the distributional
hypothesis. It is based on a relaxed variant of
a dictionary-based hypothesis that assumes that
words are the same if they have the same defini-
tion. We soften our dictionary-based definition by
introducing the notion of “similar definition”:

Words are similar if they have similar definitions.

The issue with using word definitions is that it
depends on the ability for people to define words.
In principle, coming up with proper coherent def-
initions is costly, as it requires multiple linguistic
experts. However, if what we aim to capture is the
ability to identify a word, we can come up with
a more cost-effective data acquisition technique.
Our key contribution is the use of crowdsourcing
and gamification to show that creating a simple
interactive game can generate a huge amount of
“short definitions” at very low cost, with the po-
tential to lead to an exciting new data source to
evaluate or improve existing word representations.
What we mean by “short definition” is a short se-
quence of words that enables a human to uniquely
identify a word.

We will now describe such a game, Word Sher-
iff, which is based on the interaction between a
narrator and several guessers, the narrator being
a human who implicitly creates definitions. Be-
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fore going into the details of the game, we should
point out that there are many variants or alterna-
tive “definition games” that could be designed in a
similar spirit, the main idea being that “word def-
initions matter” because there is some unwritten
knowledge that is hard to capture by a static anal-
ysis of already existing textual data.

2  Word Sheriff

Our game is loosely based on the Pyramid game
show franchise (Stewart, 1973), and for each
round, one player (narrator) is presented with a
target word or phrase known only to herself. The
player must then give the partners (guessers) a se-
ries of clues in order to lead them to guess the cor-
rect word. After receiving each clue, guessers are
allowed to make one guess. The game terminates
when one of the guessers find the target word. To
incentivise the narrator to use a minimal number of
salient clues, the total number of allowed clues is
decided beforehand by the narrator, where a lower
number of clues lead to a higher reward. An initial
web-based prototype of the game was created by
four undergraduate students as a part of a project-
based course over eight weeks.

Illustrations of successful and unsuccessful
game sessions are shown in Tables 1 and 2. In the
first session, the narrator decided on limiting her-
self to 2 clues as she thought that banana is eas-
ily uniquely identifiable by yellow and fruit.
In fact, this was somewhat risky, as 1emon would
have been an equally correct answer. While in the
second session, a larger number of clues were se-
lected by the narrator, yet the guessers did not ar-
rive at the target word weather. Interestingly,
the narrator used a syntactic clue noun that was
supposed to guide the guessers to the right type
of word. This shows the two-way communica-
tive aspect of the game, as this word was proba-
bly chosen because both guessers were proposing
adjectives in the second round. Another interest-
ing aspect of the game appears in the first round,
where Guesser 1 proposed a word with an oppo-
site meaning (sun when rain is given as the first
clue), and Guesser 2 tried to complete a common
n-gram (rain Jjacket).

3 Initial Limited Release

By analysing the logs generated by the game
played by human players, we can make interesting
linguistic insights and observe player behavioural

Round | Narrator’s clue | Guesser 1 | Guesser 2
la fruit

1b orange apple
2a yellow

2b lemon banana

Table 1: Successful game in 2 rounds for banana

Round | Narrator’s clue | Guesser 1 | Guesser 2
la rain

1b sun jacket
2a sunny

2b cloudy windy
3a noun

3b cloud umbrella

Table 2: Unsuccessful try (3 rds., weather)

patterns. Ultimately, in order to be successful in
the game, any player, human or computer, must be
able to account for the linguistic phenomena that
we observe.

To seed our game, we annotated 241 words with
clues to be used as gold data for bots that could be
introduced if not enough players were online to
start a game. We then performed a limited release
over a handful of days within our computer sci-
ence department, where members could play the
game freely. All in all, 246 games were played by
roughly 100 individual players, where 85% stated
that they would consider playing the game again
when answering a voluntary anonymous survey.

4 Data Analysis

To better understand what linguistic phenomena
that can be observed when playing our game, we
qualitatively analysed the annotations collected
from the players during our initial limited release.
For brevity, we only report phenomena that are
difficult to account for using the distributional hy-
pothesis, namely:

e Hypernymy: One of the most common
strategies is to use two clues involving one
hypernym and one distinguishable feature,
such as animal + horn for rhinoceros
or country + oslo for norway. Per-
haps surprisingly, we did not observe any hy-
ponym relations, but this might be due to the
limited amount of data analysed.



You are a guesser!
You are narrator!
The clues provided are:
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Figure 1: Screenshots of our web-based prototype.

‘ Ist 2nd 3rd
hyena ‘ animal laugh dog
wasabi ‘ japanese  spice

sausage ‘ meat pig
anaesthesiologist ‘ doctor sleep

Table 3: Compositional strategies.

e Antonymy: When observing the guesses
given after the first clue, it was interesting to
see that players sometimes strategically use
antonyms, such a win — lose. We specu-
late that experienced players will tend to use
antonymy more often than beginners, as it
has the potential to uniquely identify a word
using single clue, but this intuition would
have to be statistically validated on a larger
dataset.

e Prior Knowledge: Many clue words are
related to the target words based on prior
knowledge about the world, such as the phys-
ical proximity, functional properties or other
types of common sense knowledge. One
interesting example appears when the tar-
get word is mouth: guessers tend to use
the Container/Containee relation and pro-
pose teeth or tongue as clues. An-
other interesting example is guacamole,
for which some clues are avocado and
burrito, which are related to the subject
or the object of the relation IsingredientOf.
Another clue is condiment, which relate to
the Typical Usage of the target word.

The previous observations were mainly focus-
ing on individual words, but another interesting as-
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pect is the compositional nature of the clue words.
In Table 3 we report several examples of composi-
tional strategies used by the narrators. This strat-
egy is primarily enabled by the conversational na-
ture of our game, which unlike traditional word
association games allow for more than a single re-
sponse.

5 Related work

For NLP, games have been proposed for numer-
ous tasks such as anaphora resolution (Hladka et
al., 2009) and word sense disambiguation (Jurgens
and Navigli, 2014). From the literature, Verbosity
(von Ahn et al., 2006) is the game most closely re-
lated to ours. However, unlike Verbosity our game
does not impose ontological restrictions on the in-
put given by the narrator since the end result of
the annotations produced by our game does not
seek conform with an ontology. Our game also
has an adversarial component (guesser-guesser),
which we argue is essential for player enjoyment
(Prensky, 2007).

Despite a plethora of proposed games, the ones
that remain available online have a waning or non-
existing player base, why? Our hypothesis is
that this is due to the games constraining player
creativity to conform with annotation guidelines,
leading to less enjoyment, or because of attempts
to mimic existing games and adding seemingly
unrelated annotation elements to it, to which the
player naturally asks the question “Why should I
play a variant with a convoluted annotation ele-
ment, as opposed to a variant without it?”.

Thus, we took inspiration from Boyd-Graber et
al. (2012) that gathered annotations using an on-
line quiz bowl game and found that the annota-
tors needed no financial incentives and even im-



plemented their own version of the game once
the authors had taken their version offline.! Our
starting-point was thus, can we build upon an ex-
isting game that is enjoyable in its own right and
with only minor modifications make it sustainable
and yield annotations that are useful for evaluating
NLP methods?

There are clear parallels between our game and
word association games that date back several
hundred years and has been of interest to the field
of psycholinguistics. One can thus see our goal to
be a natural extension of word associations work
such as Nelson et al. (2004). In regards to using
dictionary definitions, there is the work of Hill et
al. (2016), that used dictionary definitions to learn
word representations.

6 Future Directions and Challenges

Given the promising results of our prototype im-
plementation and data acquired from our initial
limited release, we believe that there are several
interesting directions to take our work:

e In our initial release we did not account for
the demographic background of our players.
An interesting experiment would be to col-
lect such data and inspect it to see if players
with different backgrounds would use differ-
ent explanations.

Since the data we collected indicate that our
model can avoid several pitfalls of the distri-
butional hypothesis, it would seem that retro-
fitting existing word representations could in
fact lead to better word representations for
both intrinsic and extrinsic tasks.

Ultimately, what we find to be the most exit-
ing application would be to use our data and
game to perform what we term communica-
tive evaluation. Most evaluation of NLP sys-
tems is performed in a setting where a system
is presented with an input and is asked to in-
fer some aspect of the input such as its sen-
timent, topic, or linguistic structure. How-
ever, a key aspect of language is that its pur-
pose is communication, something which our
game captures in that players are not only
asked to infer the intent of the narrator but
also to communicate the meaning of the tar-
get word when they themselves act as the nar-
rator. Given a representation, a system should

! Personal communication.
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be able to learn to perform both the guesser
and narrator role, evaluating how well the
representation aids the communicative task.
This is similar to existing work in computer
to computer communication, where two sys-
tems learn to communicate about the world,
but our setting is different in that as long as
a portion of the data is given by human play-
ers the way of communicating that is learnt is
grounded in human communication.

However, we do believe that there are several
hurdles to overcome if we are to succeed in our
efforts and we highlight two issues in particular:

o Firstly, our game being a multi-player game,
we are reliant on a large player base in or-
der to be sustainable. Not only is it neces-
sary for a significant number of players to be
online at any given point in time, it can also
be argued that the quality of our annotations
are reliant on the players coming from diverse
backgrounds, so as not to bias our data.

Secondly, running a large-scale online game
requires large-scale infrastructure. Such in-
frastructure would also need to me main-
tained over a large period of time, potentially
longer than what a research grant may offer.

Our strategy to overcome these issues is to seek
partnership with a commercial actor that can give
us access to a wider audience and provide infras-
tructure. Such a commercial actor would be com-
pensated by more immediate access to the data
generated by the players of the game and by the
value the game itself can provide for its users,
for example as an educational application for lan-
guage learners.

7 Conclusions

In this work, we showed how to generate an inter-
esting dataset that captures linguistic phenomena
such as antonymy, hypernymy and common sense
knowledge that are difficult to capture by standard
approaches based on the distributional hypothe-
sis. Not only is this data complementary to exist-
ing word-similarity datasets, but they can come at
nearly no cost as their are obtained as a by-product
of a game that is actually very fun to play.

Apart from direct applications of such datasets
to psycholinguistics, there are several applica-
tions for which the data generated by “defini-
tion games”, but it could be useful in applications



where prior knowledge plays an important role,
such as question answering involving reasoning
about the physical world. It is also likely that it
will help to improve machine translation by using
the word with the right definition, when there is
no one-to-one correspondence between words in
the two different languages.

Lastly, we outlined future directions that we
seek to take our research in and described several
challenges and how we seek to overcome them.
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