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Introduction

We are excited to be holding the 11th edition of the BEA workshop. Since starting in 1997, the
BEA workshop, now one of the largest workshops at NAACL/ACL, has become one of the leading
venues for publishing innovative work that uses NLP to develop educational applications. The
consistent interest and growth of the workshop has clear ties to challenges in education, especially
with regard to supporting literacy. The research presented at the workshop illustrates advances in the
technology, and the maturity of the NLP/education field that are responses to those challenges with
capabilities that support instructor practices and learner needs. NLP capabilities now support an array
of learning domains, including writing, speaking, reading, and mathematics. In the writing and speech
domains, automated writing evaluation (AWE) and speech assessment applications, respectively, are
commercially deployed in high-stakes assessment and instructional settings, including Massive Open
Online Courses (MOOCs). We also see widely-used commercial applications for plagiarism detection
and peer review. There has been a renewed interest in spoken dialog and multi-modal systems for
instruction and assessment as well as feedback. We are also seeing explosive growth of mobile
applications for game-based applications for instruction and assessment. The current educational and
assessment landscape, especially in the United States, continues to foster a strong interest and high
demand that pushes the state-of-the-art in AWE capabilities to expand the analysis of written responses
to writing genres other than those traditionally found in standardized assessments, especially writing
tasks requiring use of sources and argumentative discourse.

The use of NLP in educational applications has gained visibility outside of the NLP community. First,
the Hewlett Foundation reached out to public and private sectors and sponsored two competitions: one
for automated essay scoring, and another for scoring of short answer, subject-matter-based response
items. The motivation driving these competitions was to engage the larger scientific community in
this enterprise. MOOCs are now beginning to incorporate AWE systems to manage the thousands
of constructed-response assignments collected during a single MOOC course. Learning@Scale is
another venue that discusses NLP research in education. The Speech and Language Technology in
Education (SLaTE), now in its seventh year, promotes the use of speech and language technology for
educational purposes. Another breakthrough for educational applications within the CL community
is the presence of a number of shared-task competitions over the last three years. There have been
four shared tasks on grammatical error correction with the last two held at CoNLL (2013 and
2014). In 2014 alone, there were four shared tasks for NLP and Education-related areas. We are
pleased to announce a unique shared task at BEA this year: Automated Evaluation of Scientific Writing.

As a community, we continue to improve existing capabilities, and to identify and generate innovative
ways to use NLP in applications for writing, reading, speaking, critical thinking, curriculum
development, and assessment. Steady growth in the development of NLP-based applications for
education has prompted an increased number of workshops, typically focusing on one specific subfield.
In this workshop, we present papers from the following subfields: tools for automated scoring of text
and speech, automated test-item generation, curriculum development, collaborative problem solving,
content evaluation in text, dialogue and intelligent tutoring, evaluation of genres beyond essays,
feedback studies, and grammatical error detection.
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This year we received a record 46 submissions, and accepted 8 papers as oral presentations and 20 as
poster presentation and/or demos, for an overall acceptance rate of 61%. Each paper was reviewed by
three members of the Program Committee who were believed to be most appropriate for each paper.
We continue to have a very strong policy to deal with conflicts of interest. First, we made a concerted
effort to not assign papers to reviewers to evaluate if the paper had an author from their institution.
Second, with respect to the organizing committee, authors of papers for which there was a conflict of
interest recused themselves from the discussions.

While the field is growing, we do recognize that there is a core group of institutions and researchers
who work in this area. With a higher acceptance rate, we were able to include papers from a wider
variety of topics and institutions. The papers accepted were selected on the basis of several factors,
including the relevance to a core educational problem space, the novelty of the approach or domain,
and the strength of the research. The accepted papers were highly diverse – an indicator of the growing
variety of foci in this field. We continue to believe that the workshop framework designed to introduce
work in progress and new ideas needs to be revived, and we hope that we have achieved this with the
breadth and variety of research accepted for this workshop, a brief description of which is presented
below:

For automated writing evaluation, Meyer & Koch investigate how users of intelligent writing assistance
tools deal with correct, incorrect, and incomplete feedback; Rei & Cummins investigate the task of
assessing sentence-level prompt relevance in learner essays; Cummins et al focus on determining the
topical relevance of L2 essays to the prompt; Loukina & Cahill investigate how well systems developed
for automated evaluation of written responses perform when applied to spoken responses; Beigman
Klebanov et al address the problem of quantifying the overall extent to which a test-taker’s essay deals
with the topic it is assigned; King & Dickinson investigate questions of how to reason about learner
meaning in cases where the set of correct meanings is never entirely complete, specifically for the case
of picture description tasks; Madnani et al present preliminary work on automatically scoring tests of
proficiency in music instruction; Rahimi & Litman automatically extract and investigate the usefulness
of topical components for scoring the Evidence dimension of an analytical writing in response to text
assessment; Ledbetter & Dickinson describe the development of a morphological analyzer for learner
Hungarian, outlining extensions to a resource-light system that can be developed by different types of
experts.

For short-answer scoring, Horbach & Palmer explore the suitability of active learning for automatic
short-answer assessment on the ASAP corpus; Banjade et al present a corpus that contains student
answers annotated for their correctness in context, in addition to a baseline for predicting the
correctness label; and Rudzewitz explores the practical usefulness of the combination of features from
three different fields – short answer scoring, authorship attribution, and plagiarism detection – for two
tasks: semantic learner language classification, and plagiarism detection for evaluating short answers.

For grammar and spelling error detection, Madnani et al discuss a classifier approach that yields higher
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precision and a language modeling approach that provides better recall; Beinborn et al discuss a model
that can predict spelling difficulty with a high accuracy, and provide a thorough error analysis that takes
the L1 into account and provides insights into cross-lingual transfer effects; Napoles et al estimate the
deterioration of NLP processing given an estimate of the amount and nature of grammatical errors in
a text; and, Yuan et al develop a supervised ranking model to re-rank candidates generated from an
SMT-based grammatical error correction system.

For text difficulty and curriculum development, Xia et al address the task of readability assessment
for texts aimed at L2 learners; Reynolds investigates Russian second language readability assessment
using a machine-learning approach with a range of lexical, morphological, syntactic, and discourse
features; Chen & Meurers study the frequency of a word in common language use, and systematically
explore how such a word-level feature is best used to characterize the reading levels of texts; Yoon
et al present an automated method for estimating the difficulty of spoken texts for use in generating
items that assess non-native learners’ listening proficiency; Milli & Hearst explore the automated
augmentation of a popular online learning resource – Khan Academy video modules – with relevant
reference chapters from open access textbooks; and Chinkina & Meurers present an IR system for
text selection that identifies the grammatical constructions spelled out in the official English language
curriculum of schools in Baden-Württemberg (Germany) and re-ranks the search results based on the
selected (de)prioritization of grammatical forms.

For item generation, Hill & Simha propose a method to automatically generate multiple-choice
fill-in-the-blank exercises from existing text passages that challenge a reader’s comprehension skills
and contextual awareness; Wojatzki et al present the concept of bundled gap filling, along with an
efficient computational model for automatically generating unambiguous gap bundle exercises, and
a disambiguation measure for guiding the construction of the exercises and validating their level of
ambiguity; and Pilán explores the factors influencing the dependence of single sentences on their larger
textual context in order to automatically identify candidate sentences for language learning exercises
from corpora which are presentable in isolation.

For collaborative problem solving, Flor et al present a novel situational task that integrates collaborative
problem solving behavior with testing in a science domain.

For accessibility, Martinez-Santiago et al discuss computer-designed tools in order to help people with
Autism Spectrum Disorder to palliate or overcome such verbal limitations.

As noted earlier, this year we are excited to host the first Shared Task in Automated Evaluation of
Scientific Writing (http://textmining.lt/aesw/index.html). The task involves automatically predicting
whether sentences found in scientific language are in need of editing. Six teams competed and their
system description papers are found in these proceedings and are presented as posters in conjunction
with the BEA11 poster session. A summary report of the shared task (Daudaravicius et al) is also
found in the proceedings and will be presented orally.
We wish to thank everyone who showed interest and submitted a paper, all of the authors for their
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contributions, the members of the Program Committee for their thoughtful reviews, and everyone
who attended this workshop. We would especially like to thank our sponsors; at the Gold Level:
American Institutes for Research (AIR), Cambridge Assessment, Educational Testing Service,
Grammarly, Pacific Metrics and Turnitin / Lightside, and at the Silver Level: Cognii and iLexIR. Their
contributions allow us to subsidize students at the workshop dinner, and make workshop t-shirts! We
would like to thank Joya Tetreault for creating the t-shirt design (again!).

Joel Tetreault, Yahoo
Jill Burstein, Educational Testing Service
Claudia Leacock, Grammarly
Helen Yannakoudakis, University of Cambridge
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