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Abstract

We present an approach for automatic triage
of message posts in ReachOut.com mental
health forum, which was a shared task in the
2016 Computational Linguistics and Clinical
Psychology (CLPsych). This effort is aimed
at providing the trained moderators of Rea-
chOut.com with a systematic triage of forum
posts, enabling them to more efficiently sup-
port the young users aged 14-25 communicat-
ing with each other about their issues. We use
different features and classifiers to predict the
users’ mental health states, marked as green,
amber, red, and crisis. Our results show that
random forests have significant success over
our baseline mutli-class SVM classifier. In ad-
dition, we perform feature importance analy-
sis to characterize key features in identifica-
tion of the critical posts.

1 Introduction

Mental health issues profoundly impact the well-
being of those afflicted and the safety of society as
a whole (Üstün et al., 2004). Major effort is still
needed to identify and aid those who are suffering
from mental illness but doing so in a case by case
basis is not practical and expensive (Mark et al.,
2005). These limitations inspired us to develop an
automated mechanism that can robustly classify the
mental state of a person. The abundance of pub-
licly available data allows us to access each person’s
record of comments and message posts online in an
effor to predict and evaluate their mental health.

1.1 Shared Task Description

The CLPsych 2016 Task accumulates a selection of
65,514 posts from ReachOut.com, dedicated to pro-
viding a means for members aged 14-25 to express
their thoughts in an anonymous environment. These
posts have all been selected from the years 2012
through 2015. Of these posts, 947 have been care-
fully analyzed, and each assigned a label: green (the
user shows no sign of mental health issues), amber
(the user’s posts should be reviewed further to iden-
tify any issues), red (there is a very high likelihood
that the user has mental health issues), and crisis (the
user needs immediate attention). These 947 posts-
label pairs represent our train data. We then use the
train data to produce a model that assigns a label to
any generic post. A separate selection of 241 posts
are dedicated as the test data, to be used to evaluate
the accuracy of the model.

2 Methods

Our approach for automatic triage of posts in the
mental health forum, much like any other classifi-
cation pipeline, is composed of three phases: fea-
ture extraction, selection of learning algorithm, and
validation and parameter tuning in a cross validation
framework.

2.1 Feature extraction

Feature extraction is one of the key steps in any ma-
chine learning task, which can significantly influ-
ence the performance of learning algorithms (Ben-
gio et al., 2013). In the feature extraction phase we
extracted the following information from the given
XML files of forum posts: author, the authors rank-
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ing in the forum, time of submission and editing,
number of likes and views, the body of the post,
the subject, the thread associated to the post, and
changeability of the text. For the representation
of textual data (subject and body) we use both tf-
idf and the word embedding representation of the
data (Mikolov et al., 2013b; Mikolov et al., 2013a;
Zhang et al., 2011). Skip-gram word embedding
which is trained in the course of language modeling
is shown to capture syntactic and semantic regulari-
ties in the data (Mikolov et al., 2013c; Mikolov et al.,
2013a). For the purpose of training the word embed-
dings we use skip-gram neural networks (Mikolov
et al., 2013a) on the collection of all the textual data
(subject/text) of 65,514 posts provided in the shared
task. In our word embedding training, we use the
word2vec implementation of skip-gram (Mikolov et
al., 2013b). We set the dimension of word vectors to
100, and the window size to 10 and we sub-sample
the frequent words by the ratio 1

103 . Subsequently,
to encode a body/subject of a post we use tf-idf
weighted sum of word-vectors in that post (Le and
Mikolov, 2014). The features are summarized in Ta-
ble 1. To ensure being inclusive in finding important
features, stop words are not removed.

2.2 Automatic Triage

The Random Forest (RF) classifier (Breiman, 2001)
is employed to predict the users mental health states
(green, red, amber, and crisis) from the posts in
the ReachOut forum. A random forest is an en-
semble method based on use of multiple decision
trees (Breiman, 2001). Random forest classifiers
have several advantages, including estimation of im-
portant features in the classification, efficiency when
a large proportion of the data is missing, and ef-
ficiency when dealing with a large number of fea-
tures (Cutler et al., 2012); therefore random forests
fit our problem very well. The validation step is
conducted over 947 labeled instances, in a 10xFold
cross validation process. Different parameters of
random forests, including the number of trees, the
measure of split quality, the number of features
in splits, and the maximum depth are tuned using
cross-validation. In this work, we use Scikit im-
plementation of Random Forests (Pedregosa et al.,
2011).

Our results on the training set show that incorpo-

ration of unlabeled data in the training using label
propagation by means of nearest-neighbor search
does not increase the classification accuracy. There-
fore, the unlabeled data is not incorporated in the
training.

For the comparison phase, we consider multi-
class Support Vector Machine classifier (SVM)
with radial basis function kernel as a baseline
method (Cortes and Vapnik, 1995; Weston and
Watkins, 1998).

3 Results

Our results show that random forests have signifi-
cant success over SVM classifiers. The 4-ways clas-
sification accuracies are summarized in Table 3. The
evaluations on the test set for the random forest ap-
proach are summarized in Table 3.

3.1 Important Features

Random Forests can easily provide us with the most
relevant features in the classification (Cutler et al.,
2012; Breiman, 2001). Random Forest consists of
a number of decision trees. In the training proce-
dure, it can be calculated how much a feature de-
creases the weighted impurity in a tree. The im-
purity decrease for each feature can be averaged
and normalized over all trees of the ensemble and
the features can be ranked according to this mea-
sure (Breiman et al., 1984; Breiman, 2001). We ex-
tracted the most discriminative features in the auto-
matic triage of the posts using mean decrease impu-
rity for the best Random Forest we obtained in the
cross-validation (Breiman et al., 1984).

Our results shows that from the top 100 features,
88
100 were related to the frequency of particular words
in the body of the post, 4

100 were related to the post-
ing/editing time (00:00 to 23:00) and the day in the
month (1st to 31th), 4

100 were indication of the au-
thor and author ranking, 2

100 were related to the fre-
quency of words in the subject, 1

100 was the number
of views, and 1

100 was the number of likes a post
gets.

The top 50 discriminative features, their impor-
tance, and their average values for each class are
provided in Table 3.1. We have also presented the
inverse document frequency (IDF) to identify how
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Features Extracted from ReachOut forum posts
Feature Description Length
Author One hot representation of unique authors in 65755 posts. 1605
Ranking of the author One hot representation of the author category. 25
Submission time Separated numerical representations of year, day, month,

and the hour that a post is submitted to the forum.
4

Edit time Separated numerical representations of year, day, month,
and the hour that a post is edited in the forum.

4

Likes The number of likes a post gets. 1
Views The number of times a post is viewed by the forum users. 1
Body Tf-idf representation of the text in the body of the post. 55758
Subject Tf-idf representation of the text in the subject of the post. 3690
Embedded-Body Embedding representation of the text in the body of the

post.
100

Embedded-Subject Embedding representation of the text in the subject of the
post.

100

Thread One hot representation of the thread of the post. 3910
Read only If the post is readonly. 1

Table 1: List of features that have been used in the automatic triage of ReachOut forum posts

aaaaaaaaaaaaaa
Features

Classifiers

Random Forest Classifier SVM Classifier

Tf-idf features 71.28%± 2.9% 42.2%± 3.1%
Embedding features 71.26%± 4.0% 42.2%± 4.0%

Table 2: The average 4-ways classification accuracies in

10xFold cross-validation for the random forest and support vec-

tor machine classifiers tuned for the best parameters on two

different sets of features. Embedding features refer to use of

embeddings for the body and the subject instead of tf-idf repre-

sentations.

Methods Accuracy Non-green vs . green accuracy
Random Forest & tf-idf features 79% 86%

Random Forest & embedding features 78% 86%

Table 3: The results of evaluation over 241 test data points.

much information each word has encoded within the
collection of posts (Robertson, 2004). Many inter-
esting patterns can be observed in the word usage
of each class. For example, the word ‘feel’ signifi-
cantly more often occurs in the red and crisis posts.
Surprisingly, there were some stop-words among the
most important features. For instance, words ‘to’
and ‘not’, on average occur in green posts 1

2 of times
of non-green posts. Another example is the usage
of the word ‘me’, which occurs more frequently in
non-green posts. Furthermore, the posts with more
‘likes’ are less likely to be non-green.

Subject: As indicated in Table 3.1 posts which
have word ‘re’ in their subjects are more likely to
belong to the green class.

Time: As shown in Figure 1 and Table 3.1 the red
posts on average are submitted on a day closer to

the end of the month. In addition, the portion of red
and crisis message posts in the interval of 5 A.M. to
7 A.M. was much higher than the green and amber
posts.

4 Conclusion

In this work, we explored the automatic triage of
message posts in a mental health forum. Using
Random Forest classifiers we obtain a higher triage
accuracy in comparison with our baseline method,
i.e. a mutli-class support vector machine. Our
results showed that incorporation of unlabeled
data did not increase the classification accuracy
of Random Forest, which could be due to the
fact that Random Forests themselves are efficient
enough in dealing with missing data points (Cutler
et al., 2012). Furthermore, our results suggest
that employing full vocabularies would be more
discriminative than using sentence embedding.
This could be interpreted as the importance of
occurrence of particular words rather than particular
concepts. In addition, taking advantage of the
capability of Random Forest in the estimation of
important features in classification, we explored the
most relevant features contributing in the automatic
triage.
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Green Amber Red Crisis
Rank Feature Importance IDF Average value Average value Average value Average value

1 body: you 0.068 0.004 16.912 ± 24.13 3.941 ± 10.238 2.728 ± 7.077 2.432 ± 8.605
2 body: to 0.059 0.012 4.948 ± 5.739 8.964 ± 6.83 9.408 ± 7.265 9.552 ± 7.666
3 subject: re 0.053 0.03 3.904 ± 1.871 3.6 ± 1.843 3.246 ± 2.637 2.802 ± 2.112
4 #oflikes 0.027 - 0.749 ± 1.104 0.353 ± 0.882 0.155 ± 0.453 0.154 ± 0.489
5 body: just 0.021 0.007 2.632 ± 6.332 6.69 ± 8.962 8.349 ± 9.697 8.702 ± 9.992
6 body: feeling 0.02 0.009 0.884 ± 3.463 2.527 ± 7.216 4.227 ± 9.606 3.188 ± 5.812
7 body: don 0.02 0.008 1.407 ± 4.523 3.998 ± 7.302 4.996 ± 7.599 9.074 ± 13.873
8 body: me 0.019 0.006 2.73 ± 6.471 7.848 ± 10.056 9.321 ± 11.432 8.264 ± 8.207
9 #ofviews 0.016 - 96.016 ± 53.53 95.372 ± 50.9 92.158 ± 53.715 113.735 ± 56.293
10 body: know 0.016 0.007 1.55 ± 4.957 3.976 ± 7.806 4.863 ± 7.615 8.218 ± 11.262
11 body: want 0.015 0.008 0.548 ± 2.587 3.253 ± 7.431 3.875 ± 8.172 5.29 ± 8.699
12 body: anymore 0.013 0.013 0.063 ± 0.734 0.523 ± 2.578 2.594 ± 5.881 4.709 ± 9.327
13 body: do 0.013 0.007 1.987 ± 5.58 4.339 ± 7.226 4.741 ± 7.275 6.123 ± 8.322
14 body: and 0.011 0.009 5.629 ± 6.389 7.953 ± 7.687 10.007 ± 7.579 6.749 ± 5.905
15 body: negative 0.011 0.012 0.117 ± 1.354 1.184 ± 4.354 2.583 ± 6.404 4.446 ± 8.769
16 body: it 0.01 0.007 6.89 ± 9.562 10.607 ± 10.575 9.079 ± 9.527 7.56 ± 8.055
17 post hour (1-24) 0.01 - 9.922 ± 4.325 9.474 ± 4.135 9.118 ± 4.585 8.615 ± 4.159
18 body: my 0.01 0.007 5.137 ± 8.414 9.722 ± 10.703 10.303 ± 10.178 7.928 ± 10.775
19 body: the 0.01 0.011 4.744 ± 5.5 6.667 ± 6.064 5.95 ± 5.578 6.513 ± 6.729
20 body: for 0.01 0.008 4.418 ± 7.1 3.894 ± 5.61 3.274 ± 5.427 6.135 ± 5.89
21 body: about 0.009 0.008 1.646 ± 4.452 3.567 ± 5.711 2.11 ± 4.567 2.149 ± 4.574
22 body: so 0.009 0.008 3.387 ± 6.759 4.95 ± 7.102 7.57 ± 9.347 5.02 ± 7.942
23 body: this 0.009 0.008 2.624 ± 5.609 2.849 ± 5.489 5.302 ± 5.768 5.046 ± 6.633
24 post day (1-7) 0.009 - 15.25 ± 8.407 15.719 ± 8.625 15.3 ± 8.907 17.436 ± 8.217
25 edit day (1-7) 0.009 - 15.25 ± 8.407 15.719 ± 8.625 15.3 ± 8.907 17.436 ± 8.217
26 body: can 0.009 0.006 3.436 ± 7.302 4.297 ± 6.909 6.333 ± 7.913 12.029 ± 12.095
27 body: but 0.008 0.006 3.588 ± 6.988 7.376 ± 9.226 5.354 ± 7.634 8.245 ± 10.021
28 body: not 0.008 0.007 2.274 ± 5.459 5.037 ± 8.02 4.504 ± 7.172 3.901 ± 6.398
29 body: get 0.008 0.006 1.672 ± 4.627 3.552 ± 6.559 4.505 ± 8.02 4.35 ± 8.532
30 edit hour (1-24) 0.008 - 9.922 ± 4.325 9.474 ± 4.135 9.118 ± 4.585 8.615 ± 4.159
31 authorx 0.007 - 0.149 ± 0.357 0.072 ± 0.259 0.264 ± 0.443 0.308 ± 0.468
32 body: that 0.007 0.007 4.244 ± 7.687 5.513 ± 7.665 4.905 ± 7.357 3.875 ± 6.288
33 body: of 0.006 0.008 3.954 ± 5.989 4.902 ± 6.235 5.014 ± 5.904 5.425 ± 6.389
34 body: when 0.005 0.008 1.689 ± 4.25 2.998 ± 5.77 2.779 ± 5.249 2.871 ± 4.733
35 body: even 0.005 0.008 0.993 ± 3.499 1.513 ± 4.099 2.699 ± 5.337 4.37 ± 8.633
36 body: have 0.005 0.005 4.081 ± 7.854 6.196 ± 8.662 6.415 ± 8.511 5.191 ± 7.057
37 body: cant 0.005 0.013 0.033 ± 0.764 0.693 ± 4.004 1.589 ± 4.911 0.25 ± 1.091
38 body: all 0.005 0.006 1.866 ± 5.437 3.487 ± 6.37 3.691 ± 7.05 2.804 ± 6.987
39 subject: into 0.004 0.187 0.099 ± 0.511 0.391 ± 0.941 0.838 ± 1.249 0.728 ± 1.201
40 body: what 0.004 0.008 1.813 ± 4.463 2.725 ± 4.901 2.778 ± 4.744 2.577 ± 5.045
41 body: everything 0.004 0.01 0.262 ± 1.903 0.64 ± 2.8 1.726 ± 4.957 1.376 ± 3.576
42 body: usernamex 0.004 0.016 1.096 ± 4.881 1.394 ± 5.164 0.938 ± 3.523 1.608 ± 4.565
43 body: in 0.004 0.009 3.467 ± 6.878 3.311 ± 4.559 4.241 ± 5.246 3.175 ± 4.247
44 body: feel 0.004 0.007 1.477 ± 4.989 3.145 ± 6.323 5.187 ± 8.689 3.746 ± 6.598
45 body: try 0.004 0.009 0.683 ± 3.816 1.465 ± 4.957 1.46 ± 3.793 1.902 ± 4.574
46 body: anything 0.004 0.007 0.541 ± 3 1.602 ± 4.745 2.195 ± 5.751 4.237 ± 10.067
47 body: am 0.004 0.008 1.162 ± 5.241 1.655 ± 4.619 2.523 ± 5.922 1.642 ± 4.584
48 body: at 0.004 0.007 2.033 ± 5.47 3.349 ± 6.469 3.661 ± 6.051 4.058 ± 6.735
49 body: with 0.004 0.01 2.029 ± 4.01 3.189 ± 5.024 2.679 ± 3.776 1.591 ± 2.872
50 body: safe 0.004 0.012 0.342 ± 2.802 0.163 ± 1.801 0.662 ± 3.339 2.907 ± 6.549

Table 4: The 50 most discriminative features of posts and their mean values for each class of green, amber, red, and crisis, which

are ranked according to their feature importance. For the words we have also provided their IDF.
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Figure 1: Histogram of message posting time distribution for each mental health state (crisis, red, amber, and green). The left plots

show distribution of posts in days of the month (1-31) and the right plots show the distribution of the hours of the day.
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