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Abstract

Alzheimer’s disease (AD) and depression
share a number of symptoms, and commonly
occur together. Being able to differentiate be-
tween these two conditions is critical, as de-
pression is generally treatable. We use linguis-
tic analysis and machine learning to determine
whether automated screening algorithms for
AD are affected by depression, and to detect
when individuals diagnosed with AD are also
showing signs of depression. In the first case,
we find that our automated AD screening pro-
cedure does not show false positives for indi-
viduals who have depression but are otherwise
healthy. In the second case, we have moderate
success in detecting signs of depression in AD
(accuracy = 0.658), but we are not able to draw
a strong conclusion about the features that are
most informative to the classification.

1 Introduction

Depression and dementia are both medical condi-
tions that can have a strong negative impact on the
quality of life of the elderly, and they are often co-
morbid. However, depression is often treatable with
medication and therapy, whereas dementia usually
occurs as the result of an irreversible process of neu-
rodegeneration. It is therefore critical to be able to
distinguish between these two conditions.

However, distinguishing between depression and
dementia can be extremely difficult because of over-
lapping symptoms, including apathy, crying spells,
changes in weight and sleeping patterns, and prob-
lems with concentration and attention.

It is also important to detect when someone has
both AD and depression, as this serious situation can
lead to more rapid cognitive decline, earlier place-
ment in a nursing home, increased risk of depression
in the patient’s caregivers, and increased mortality
(Thorpe, 2009; Lee and Lyketsos, 2003).

Separate bodies of work have reported the util-
ity of spontaneous speech analysis in distinguish-
ing participants with depression from healthy con-
trols, and in distinguishing participants with demen-
tia from healthy controls. Here we consider whether
such analyses can be applied to the problem of de-
tecting depression in Alzheimer’s disease (AD). In
particular, we explore two questions: (1) In previous
work on detecting AD from speech (elicited through
a picture description task), are cognitively healthy
people with depression being misclassified as hav-
ing AD? (2) If we consider only participants with
AD, can we distinguish between those with depres-
sion and those without, using the same picture de-
scription task and analysis?

2 Background

There has been considerable work on detecting de-
pression from speech and on detecting dementia
from speech, but very little which combines the two.
We will first review the two tasks separately, and
then discuss some of the complexity that arises when
depression and AD co-occur.

2.1 Detecting depression from speech

Depression affects a number of cognitive and phys-
ical systems related to the production of speech, in-
cluding working memory, the phonological loop, ar-
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ticulatory planning, and muscle tension and control
(Cummins et al., 2015). These changes can result
in word-finding difficulties, articulatory errors, de-
creased prosody, and lower verbal productivity.

Over the past decade or so, there has been grow-
ing interest in measuring properties of the speech
signal that correlate with the changes observed in de-
pression, and using these measured variables to train
machine learning classifiers to automatically detect
depression from speech.

Ozdas et al. (2004) found that mean jitter and the
slope of the glottal flow spectrum could distinguish
between 10 non-depressed controls, 10 participants
with clinical depression, and 10 high-risk suicidal
participants.

Moore et al. (2008) considered prosodic features
as well as vocal tract and glottal features. They per-
formed sex-dependent classification and found that
glottal features were more discriminative than vocal
tract features, but that the best results were achieved
using all three types of features.

Cohn et al. (2009) examined the utility of facial
movements and vocal prosody in discriminating par-
ticipants with moderate or severe depression from
those with no depression. They achieved 79% accu-
racy using only two prosodic features: variation in
fundamental frequency, and latency of response to
interviewer questions. They used a within-subjects
design, in which they predicted which participants
had responded to treatment in a clinical trial.

Low et al. (2011) analyzed speech from ado-
lescents engaged in normal conversation with their
parents (68 diagnosed with depression, 71 con-
trols). They grouped their acoustic features into
5 groups: spectral, cepstral, prosodic, glottal, and
those based on the Teager energy operator (TEO, a
nonlinear energy operator). They achieved higher
accuracies using sex-dependent models than sex-
independent models, and found that the best results
were achieved using the TEO-based features (up to
87% for males and 79% for females).

Cummins et al. (2011) distinguished 23 depressed
participants from 24 controls with a best accuracy
of 80% in a speaker-dependent configuration and
79% in a speaker-independent configuration. Spec-
tral features, particularly mel-frequency cepstral co-
efficients (MFCCs), were found to be useful.

Alghowinem et al. (2012) analyzed speech from

30 participants with depression and 30 healthy con-
trols. The speech was elicited through interview
questions about situations that had aroused signif-
icant emotions. Higher accuracy was achieved on
detecting depression in women than in men. Energy,
intensity, shimmer, and MFCC features were all in-
formative, and positive emotional speech was more
discriminatory than negative emotional speech.

Scherer et al. (2013) differentiated 18 depressed
participants from 18 controls with 75% accuracy,
using interviews captured with a simulated virtual
human. They found that glottal features such as
the normalized amplitude quotient (NAQ) and quasi-
open quotient (QOQ) differed significantly between
the groups.

Alghowinem et al. (2013) compared four clas-
sifiers and a number of different feature sets on
the task of detecting depression from spontaneous
speech. They found loudness and intensity features
to be the most discriminatory, and suggested pitch
and formant features may be more useful for longi-
tudinal comparisons within individuals.

While most of the literature concerning the detec-
tion of depression from speech has focused solely
on the speech signal, there is an associated body of
work on detecting depression from writing that fo-
cuses on linguistic cues. Rude et al. (2004) found
that college students with depression were signifi-
cantly more likely to use the first-person pronoun
I in personal essays than college students without
depression, and also used more words with neg-
ative emotional valence. Other work has found
differences in the frequency of different parts-of-
speech (POS) (De Choudhury et al., 2013) and in
the general topics chosen for discussion (Resnik et
al., 2015). Other work has accurately identified de-
pression (and differentiated PTSD and depression)
in Twitter social media texts with high accuracies
using n-gram language models (Coppersmith et al.,
2015). Similarly, Nguyen et al. (2014) showed
that specialized lexical norms and Linguistic Inquiry
and Word Count1 features significantly differentiate
clinical and control groups in blog post texts. Howes
et al. (2014) showed that lexical features (in style
and dialogue) could also be used to predict the sever-
ity of depression and anxiety during Cognitive Be-

1http://liwc.wpengine.com.
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havioural Therapy treatment. It is not obvious that
these results generalize to the case where the topic
and structure of the narrative is constrained to a pic-
ture description.

2.2 Detecting Alzheimer’s disease from speech
A growing number of researchers have tackled the
problem of detecting dementia from speech and
language. Most of this work has focused on
Alzheimer’s disease (AD), which is the most com-
mon cause of dementia. Although the primary diag-
nostic symptom of AD is memory impairment, this
and other cognitive deficits often manifest in spon-
taneous language through word-finding difficulties,
a decrease in information content, and changes in
fluency, syntactic complexity, and prosody. Other
work, including that of Roark et al. (2007), focuses
on mild cognitive impairment, which is also broadly
applicable.

Thomas et al. (2005) classified spontaneous
speech samples from 95 AD patients and an unspeci-
fied number of controls by treating the problem as an
authorship attribution task, and employing a “com-
mon N-grams” approach. They were able to distin-
guish between patients with severe AD and controls
with a best accuracy of 94.5%, and between patients
with mild AD and controls with an 75.3% accuracy.

Habash and Guinn (2012) built classifiers to dis-
tinguish between AD and non-AD language samples
using 80 conversations between 31 AD patients and
57 cognitively normal conversation partners. They
found that features such as POS tags and measures
of lexical diversity were less useful than measuring
filled pauses, repetitions, and incomplete words, and
achieved a best accuracy of 79.5%.

Meilán et al. (2012) distinguished between 30 AD
patients and 36 healthy controls with temporal and
acoustic features alone, obtaining an accuracy of
84.8%. For each participant, their speech sample
consisted of two sentences read from a screen. The
discriminating features were percentage of voice
breaks, number of voice breaks, number of periods
of voice, shimmer, and noise-to-harmonics ratio.

Jarrold et al. (2014) used acoustic features, POS
features, and psychologically-motivated word lists
to distinguish between semi-structured interview re-
sponses from 9 AD participants and 9 controls with
an accuracy of 88%. They also confirmed their hy-

pothesis that AD patients would use more pronouns,
verbs, and adjectives and fewer nouns than controls.

Rentoumi et al. (2014) considered a slightly dif-
ferent problem: they used computational techniques
to differentiate between picture descriptions from
AD participants with and without additional vas-
cular pathology (n = 18 for each group). They
achieved an accuracy of 75% when they included
frequency unigrams and excluded binary unigrams,
syntactic complexity features, measures of vocabu-
lary richness, and information theoretic features.

Orimaye et al. (2014) obtained F-measure scores
up to 0.74 on transcripts from DementiaBank, com-
bining participants with different etiologies rather
than focusing on AD. In previous work, we also
studied data from DementiaBank (Fraser et al.,
2015). We computed acoustic and linguistic fea-
tures from the “Cookie Theft” picture descriptions
and distinguished 240 AD narratives from 233 con-
trol narratives with 81% accuracy using logistic re-
gression.

2.3 Relationship between dementia and
depression

The relationship between dementia and depression
is complicated, as the two conditions are not in-
dependent of each other and in fact frequently co-
occur. When someone is diagnosed with demen-
tia, feelings of depression are common. At the
same time, depression is a risk factor for devel-
oping Alzheimer’s disease (Korczyn and Halperin,
2009). The diagnosis of a third medical condition
(e.g., heart disease) can trigger depression and also
independently increase the risk of dementia. Sim-
ilarly, some risk factors for depression and demen-
tia are the same, such as alcohol use and cigarette
smoking (Thorpe, 2009). Furthermore, changes in
white matter connectivity have been linked to both
depression (Alexopoulos et al., 2008) and dementia
(Prins et al., 2004).

The prevalence of depression in AD has been es-
timated to be 30–50% (Lee and Lyketsos, 2003), al-
though these figures have been shown to vary widely
depending on the diagnostic method used (Müller-
Thomsen et al., 2005). In contrast, the prevalence
of depression in the general population older than
75 is estimated to be 7.2% (major depression) and
17.1% (depressive disorders) (Luppa et al., 2012).
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The prevalence of Alzheimer’s disease is 11% for
people aged 65 and older, increasing to 33% for
people ages 85 and older (Alzheimer’s Association,
2015).

Symptoms which are common in both depression
and dementia include: poor concentration, impaired
attention (Korczyn and Halperin, 2009), apathy (Lee
and Lyketsos, 2003), changes to eating and sleeping
patterns, and reactive mood symptoms, e.g., tearful-
ness (Thorpe, 2009). However, both dementia and
depression are heterogeneous in presentation, which
can lead to many possible combinations of symp-
toms when they co-occur.

Studies examining spontaneous speech tasks to
discriminate between dementia and depression are
rare. Murray (2010) investigated whether clini-
cal depression could be distinguished from AD by
analyzing narrative speech. She found that there
were significant differences in the amount of infor-
mation that was conveyed in a picture description
task, with depressed participants communicating the
same amount of information as healthy controls, and
AD patients showing a reduction in information con-
tent. Other discourse measures relating to the quan-
tity of speech produced and the syntactic complexity
of the narrative did not differ between the groups. In
contrast to the current work, the study described in
Murray (2010) did not include participants with both
dementia and depression, involved a much smaller
data set (49 participants across 3 groups), and did
not seek to make predictions from the data.

3 Methods

3.1 Data
We use narrative speech data from the Pitt corpus
in the DementiaBank database2. These data were
collected between 1983 and 1988 as part of the
Alzheimer Research Program at the University of
Pittsburgh. Detailed information about the study
cohort is available from Becker et al. (1994), and
demographic information is presented for each ex-
periment below in Tables 1 and 3. Diagnoses were
made on the basis of a personal history and a neu-
ropsychological battery; a subset of these diagnoses
were confirmed post-mortem. The language sam-
ples were elicited using the “Cookie Theft” picture

2https://talkbank.org/DementiaBank/

description task from the Boston Diagnostic Apha-
sia Examination (BDAE) (Goodglass and Kaplan,
1983), in which participants are asked to describe
everything they see going on in a picture. We ex-
tract features from both the acoustic files (converted
from MP3 to 16-bit mono WAV format with a sam-
pling rate of 16 kHz) and the associated transcripts.
All examiner speech is excluded from the sample.

A subset of the participants also have Hamilton
Depression Rating Scale (HAM-D) scores (Hamil-
ton, 1960). The HAM-D is still one of the gold stan-
dards for depression rating (although it has also re-
ceived criticism; see Bagby et al. (2014) for an ex-
ample). It consists of 17 questions, for which the
patient’s responses are rated from 0–4 or 0–2 by the
examiner. A total score between 0–7 is considered
normal, 8–16 indicates mild depression, 17–23 indi-
cates moderate depression, and greater than 24 indi-
cates severe depression (Zimmerman et al., 2013).

3.2 Features

We extract a large number of textual features
(including part-of-speech tags, parse constituents,
psycholinguistic measures, and measures of com-
plexity, vocabulary richness, and informativeness),
and acoustic features (including fluency measures,
MFCCs, voice quality features, and measures of pe-
riodicity and symmetry). A complete list of features
is given in the Supplementary Material, and addi-
tional details are reported by Fraser et al. (2015).

3.3 Classification

We select a subset of the extracted features using a
correlation-based filter. Features are ranked by their
correlation with diagnosis and only the top N fea-
tures are selected, where we vary N from 5 to 400.
The selected features are fed to a machine learn-
ing classifier; in this study we compare logistic re-
gression (LR) with support vector machines (SVM)
(Hall et al., 2009). We use a cross-validation frame-
work and report the average accuracy across folds.
The data is partitioned across folds such that sam-
ples from a single speaker occur in either the training
set or test set, but never both. Error bars are com-
puted using the standard deviation of the accuracy
across folds. In some cases we also report sensitivity
and specificity, where sensitivity indicates the pro-
portion of people with AD (or depression) who were
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AD Controls Sig.
n = 196 n = 128

Age 71.7 (8.7) 63.7 (7.6) **
Education 12.4 (2.9) 13.9 (2.4) **
Sex (M/F) 66/130 49/79

Table 1: Mean and standard deviation of demo-
graphic information for participants in Experiment
I. ** indicates p < 0.01.

correctly identified as such, and specificity indicates
the proportion of controls who were correctly iden-
tified as such.

4 Experiment I: Does depression affect
classification accuracy?

Our first experiment examines whether depression
is a confounding factor in our current diagnostic
pipeline. To answer this question, we consider the
subset of narratives for which associated HAM-D
scores are available. This leaves a set of 196 AD
narratives and 128 control narratives from 150 AD
participants and 80 control participants. Since par-
ticipants may have different scores on different vis-
its, we consider data per narrative, rather than per
speaker. Demographic information is given in Ta-
ble 1. The groups are not matched for age or educa-
tion, which is a limitation of the complete data set as
well; the AD participants tend to be both older and
less educated.

We then perform the classification procedure us-
ing the analysis pipeline described above, with 10-
fold cross-validation. The results for a logistic re-
gression and SVM classifier are shown in Figure 1.
This is a necessary first step to examine if depression
is a confounding factor.

Choosing the best result of 0.799 (SVM classi-
fier, 70 features), we then perform a more detailed
analysis. Accuracy, sensitivity, and specificity for
the full data set are reported in the first row of Ta-
ble 2. We first break down the data into two sep-
arate groups: those with a Hamilton score greater
than 7 (i.e., “depressed”) and those with a Hamil-
ton score less than or equal to 7 (“non-depressed”)
(Zimmerman et al., 2013). The accuracy, sensitivity,
and specificity for these sub-groups are also reported
in Table 2. Because there are far more AD partici-
pants with depression (n = 65) than controls with

Figure 1: Classification accuracy on the task of dis-
tinguishing AD from control narratives for varying
feature set sizes.

Data set Baseline Accuracy Sens. Spec.
All 0.605 0.799 0.826 0.758
Depressed 0.743 0.864 0.846 1.000
Non-depressed 0.552 0.780 0.816 0.739

Table 2: Accuracy, sensitivity, and specificity for
all participants, depressed participants, and non-
depressed participants.

depression (n = 9), we also report the accuracy of
a majority class classifier as a baseline with which
to compare the reported accuracies. Alternatives to
this approach, including synthetically balancing the
classes, e.g., with synthetic minority oversampling
(Chawla et al., 2002), is to be the subject of future
work.

A key result from this experiment is that although
there are only a few control participants who are
depressed, none of those are misclassified as AD
(specificity = 1.0 in this case).

Furthermore, if we partition the participants by
accuracy (those who were classified correctly ver-
sus incorrectly), we find no significant difference on
HAM-D scores (p > 0.05). This suggests that the
accuracy of the classifier is not affected by the pres-
ence or absence of depression.

5 Experiment II: Can we detect depression
in Alzheimer’s disease?

In our second experiment, we tackle the problem
of detecting depression when it is comorbid with
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Depressed Non-dep. Sig.
n = 65 n = 65

Age 71.4 (8.6) 71.6 (8.6)
Education 11.7 (2.6) 12.9 (3.0) *
Sex (M/F) 21/44 19/46
MMSE 18.1 (5.5) 17.9 (5.4)

Table 3: Mean and standard deviation of demo-
graphic information for AD participants in Experi-
ment II. * indicates p < 0.05.

Figure 2: Classification accuracy on the task of dis-
tinguishing depressed from non-depressed AD nar-
ratives for varying feature set sizes.

Alzheimer’s disease. From the previous section, we
have 65 narratives from participants with both AD
and depression (HAM-D > 7). We select an addi-
tional 65 narratives from participants with AD but
no depression. These additional data are selected
randomly but such that participants are matched for
dementia severity, age, and sex. Demographic infor-
mation is given in Table 3.

5.1 Standard processing pipeline

We begin by using our standard processing pipeline
to assess whether it is capable of detecting depres-
sion. The classification accuracies are given in Fig-
ure 2. In this case, since the groups are the same
size, the baseline accuracy is 0.5. The best accu-
racy of 0.658 is achieved with the LR classifier using
60 features (sensitivity: 0.707, specificity: 0.610).
This represents a significant increase (paired t-test,
p < 0.05) of 15 percentage points over the random
baseline, but there is clearly room for improvement.

Rank Feature r Trend
1 Skewness MFCC 1 0.270 ↑
2 Info unit: boy −0.265 ↓
3 Mean ΔΔMFCC 8 0.229 ↑
4 VP → VB NP −0.223 ↓
5 Kurtosis MFCC 4 0.223 ↑
6 Kurtosis MFCC 3 0.217 ↑
7 Kurtosis ΔMFCC 2 0.213 ↑
8 Skewness ΔΔMFCC 2 0.211 ↑
9 Kurtosis MFCC 10 0.209 ↑
10 Determiners −0.206 ↓

Table 4: Highly ranked features for distinguishing
people with AD and depression from people with
only AD. The third column shows the correlation
with diagnosis, and the fourth column shows the di-
rection of the trend (increasing or decreasing) with
depression.

Data set Baseline Accuracy Sens. Spec.
All 0.500 0.658 0.707 0.610
Females 0.511 0.588 0.519 0.653
Males 0.525 0.650 0.580 0.717

Table 5: Accuracy, sensitivity, and specificity for all
participants, just females, and just males.

Table 4 shows the features which are most highly
correlated with diagnosis (over all data). Even for
the top-ranked features, the correlation is weak, and
the difference between groups is not significant af-
ter correcting for multiple comparisons. We there-
fore cannot conclusively draw conclusions about the
selected features, although we do note the apparent
importance of the MFCC features here.

5.2 Sex-dependent classification

Given that acoustic features naturally vary across the
sexes, and that previous work achieved better results
using sex-dependent classifiers, we also consider a
sex-dependent configuration. The drawback to this
approach is the reduction in data, particularly for
males. In these experiments we attempt to classify
21 males with depression+AD versus 19 males with
AD only, and 44 females with depression+AD ver-
sus 46 females with AD only. The results for these
experiments are shown in Figure 3, and the best ac-
curacies are given in Table 5.

The features which are most correlated with di-
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(a) Females

(b) Males

Figure 3: Sex-dependent classification accuracy
on the task of distinguishing depressed from non-
depressed AD narratives for varying feature set
sizes.

agnosis for females are listed in Table 6a, and those
which are most correlated with diagnosis for males
are listed in Table 6b. Again, the selected fea-
tures tend to be either informational, grammatical,
or cepstral in nature, although none of the differ-
ences are significant after correcting for multiple
comparisons.

5.3 Additional features

To help our classifiers better distinguish between
people with and without depression, we implement
a number of additional features which have been re-
ported to be valuable in detecting depression. Many
of the acoustic features from the literature were al-
ready present in our feature set, but we now consider
a number of glottal features, including the mean
and standard deviations of the maximum voiced fre-

Rank Feature r Trend
1 Info unit: boy −0.323 ↓
2 Mean ΔMFCC 9 0.284 ↑
3 VP → VB NP −0.274 ↓
4 Kurtosis MFCC 3 0.266 ↑
5 Kurtosis Δ energy 0.261 ↑
6 Skewness MFCC 1 0.260 ↑
7 Kurtosis MFCC 4 0.256 ↑
8 NP → PRP$ NNS 0.251 ↑
9 Skewness ΔΔMFCC 2 0.249 ↑
10 NP → NP NP . 0.243 ↑

(a) Females
Rank Feature r Trend
1 Mean ΔΔMFCC 9 0.447 ↑
2 Skewness ΔΔMFCC 12 −0.406 ↓
3 VP → VB S 0.405 ↑
4 Mean ΔΔMFCC 2 −0.381 ↓
5 Info unit: stool 0.352 ↑
6 VP → VBG NP −0.351 ↓
7 Key word: chair 0.346 ↑
8 Mean ΔMFCC 11 −0.325 ↓
9 Key word: girl −0.318 ↓
10 Mean ΔΔMFCC 8 0.316 ↑

(b) Males

Table 6: Highly ranked features for distinguishing
individuals with AD and depression from individu-
als with only AD, in the sex-dependent case. (No
differences are significant after correcting for multi-
ple comparisons.)

quency, glottal closure instants, linear prediction
residuals, peak slope, glottal flow (and derivative),
normalized amplitude quotient (NAQ), quasi-open
quotient (QOQ), harmonic richness factor, parabolic
spectral parameter, and cepstral peak prominence.
These features are implemented in the COVAREP
toolkit (version 1.4.1) (Degottex et al., 2014).

We also include three additional psycholinguistic
variables relating to the affective qualities of words:
valence, arousal, and dominance. Valence describes
the degree of positive or negative emotion associated
with a word, arousal describes the intensity of the
emotion associated with a word, and dominance de-
scribes the degree of control associated with a word.
We use the crowd-sourced norms presented by War-
riner et al. (2013) for their broad coverage, and mea-
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sure the mean and maximum value of each variable.
Finally, we count the frequency of occurrence of

first-person words (I, me, my, mine). In general, the
picture description task is completed in the third per-
son, but first-person words do occur.

However, including these new features actually
had a slightly negative effect on the sex-independent
classification, reducing the maximum accuracy from
0.658 to 0.650, as well as on the males-only case,
reducing maximum accuracy from 0.650 to 0.585.
This suggests that some of the new features are be-
ing selected in individual training folds, but not gen-
eralizing to the test folds. In contrast, the new fea-
tures did make a small, incremental improvement
in the females-only case, from 0.588 to 0.609 for
females. The new features that were most highly
ranked for females were the standard deviation of
the peak slope (rank 12, r = −0.237) and the stan-
dard deviation of NAQ (rank 35, r = −0.186), both
showing a weak negative correlation with diagnosis.
The most useful new feature for males was the mean
QOQ (rank 16, r = 0.273), with a weak positive cor-
relation with diagnosis.

6 Conclusion

In this paper, we considered two questions. The first
is related to previous work in the field showing that
speech analysis and machine learning can lead to
good, but not perfect, differentiation between par-
ticipants with AD and healthy controls. We won-
dered whether some control participants were being
misclassified as having AD when in fact they were
depressed. However, in our experiment we found
that none of the 9 depressed controls were misclas-
sified as having AD. This is a small sample, but it is
consistent with the findings of Murray (2010), who
found that although AD participants and controls
could be distinguished through analysis of their pic-
ture descriptions, there were no differences between
depressed participants and controls.

We then considered only participants with AD,
and tried to distinguish between those with comor-
bid depression and those without. Our best accu-
racy for this task was 0.658, which is considerably
lower than reported accuracies for detecting depres-
sion in the absence of AD, but reflects the difficulty
of the task given the wide overlap of symptoms in

the two conditions. In fact, previous work on detect-
ing depression from speech has focused overwhelm-
ingly on young and otherwise healthy participants,
and much work is needed on detecting depression in
other populations and with other comorbidities.

One limitation of this work is the type of speech
data available; previous work suggests that emo-
tional speech is more informative for detecting de-
pression. Another limitation is that we are assigning
our participants to the depressed and non-depressed
groups on the basis of a single test score, rather than
a confirmed clinical diagnosis. A related factor to
consider is the relatively mild depression that is ob-
served in this data set, which was developed for the
study of AD rather than depression – only 8 par-
ticipants met the criteria for “moderate” depression,
and none met the criteria for severe depression. Fur-
thermore, while the controls in Experiment 2 all had
scores below the threshold for mild depression, in
most cases the scores were still non-zero, and so the
classification task is not as clearly binary as we have
framed it here. Finally, limitations of the dataset
introduced issues of confounding variables (namely
age and education), and prohibited us from contrast-
ing speech from participants with only depression
versus those with only AD. We are currently under-
taking our own data collection to overcome the var-
ious challenges of this dataset.

Depression and Alzheimer’s disease both present
in different syndromes, and so it is probably unre-
alistic to clearly delineate between the many poten-
tial combinations of depression, AD, and other pos-
sible medical conditions through the analysis of a
single language task. On the other hand, previous
work suggests that this type of analysis can be very
fine-grained and sensitive to subtle cognitive impair-
ments. Ideally, future work will focus directly on the
task of distinguishing AD from depression, using
clinically validated data with a stronger emotional
component.
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