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Abstract

Detection of Multiword Expressions
(MWESs) is a challenging problem
faced by several natural language
processing applications. The dif-
ficulty emanates from the task of
detecting MWEs with respect to a
given context. In this paper, we pro-
pose approaches that use Word Em-
beddings and WordNet-based fea-
tures for the detection of MWEs
for Hindi language. These ap-
proaches are restricted to two types
of MWEs wviz., noun compounds and
noun+verb compounds.  The re-
sults obtained indicate that using
linguistic information from a rich
lexical resource such as WordNet,
help in improving the accuracy of
MWEs detection. It also demon-
strates that the linguistic informa-
tion which word embeddings cap-
ture from a corpus can be compa-
rable to that provided by Word-
Net. Thus, we can say that, for
the detection of above mentioned
MWEs, word embeddings can be a
reasonable alternative to WordNet,
especially for those languages whose
WordNets does not have a better
coverage.

1 Introduction

Multiword Expressions or MWEs can be
understood as idiosyncratic interpretations
or words with spaces wherein concepts cross
the word boundaries or spaces (Sag et al.,

2002). Some examples of MWEs are &dd
D S Sharma, R Sangal and
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hoc, by and large, New York, kick the
bucket, etc. Typically, a multiword is
a noun, a verb, an adjective or an ad-
verb followed by a light verb (LV) or a
noun that behaves as a single unit (Sinha,
2009). Proper detection and sense dis-
ambiguation of MWHEs is necessary for
many Natural Language Processing (NLP)
tasks like machine translation, natural lan-
guage generation, named entity recogni-
tion, sentiment analysis, etc. MWEs are
abundantly used in Hindi and other lan-
guages of Indo Aryan family. Common
part-of-speech (POS) templates of MWEs
in Hindi language include the following:
noun+noun, noun+LV, adjective+LV, ad-
jective4-noun, etc. Some examples of Hindi
multiwords are EU?I%'@T (pulNya tithi, death
anniversary), diql dHT (vaadaa karanaa,
to promise), 3T T (aaga lagaanaa, to
burn), €9 &l (dhana daulata, wealth),
ete.

WordNet (Miller, 1995) has emerged as
crucial resource for NLP. It is a lexi-
cal structure composed of synsets, seman-
tic and lexical relations. Omne can look
up WordNet for information such as syn-
onym, antonym, hypernym, etc. of a word.
WordNet was initially built for the En-
glish language, which is then followed by al-
most all widely used languages all over the
world. WordNets are developed for differ-
ent language families viz. EuroWordNet!
(Vossen, 2004) was developed for Indo-
European family of languages and covers
languages such as German, French, Ital-

1http1:\/ /www.illc.uva.nl/EuroWordNet é
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ian, etc. Similarly, IndoWordNet? (Bhat-
tacharyya, 2010) covers the major families
of languages, viz., Indo-Aryan, Dravidian
and Sino-Tibetian which are used in the
subcontinent. Building WordNets is a com-
plex task. It takes lots of time and human
expertise to build and maintain WordNets.

A recent development in computational
linguistics is the concept of distributed
representations, commonly referred to as
Word Vectors or Word Embeddings. The
first such model was proposed by Bengio
et al. (2003), followed by similar mod-
els by other researchers wviz., Mnih et al.
(2007), Collobert et al. (2008), Mikolov
et al. (2013a), Pennington et al. (2014).
These models are extremely fast to train,
are automated, and rely only on raw cor-
pus. Mikolov et al. (2013c; 2013b) have
reported various linguistic regularities cap-
tured by such models. For instance, vectors
of synonyms and antonyms will be highly
similar when evaluated using cosine simi-
larity measure. Thus, these models can be
used to replace/supplement WordNets and
other such resources in different NLP ap-
plications (Collobert et al., 2011).

The roadmap of the paper is as follows,
Section 2 describes the background and re-
lated work. Our approaches are detailed in
section 3. The description of the datasets
used for the evaluation is given in section
4. Experiments and results are presented
in Section 5. Section 6 concludes the paper
and points to the future work.

2 Background and Related Work

Most of the proposed approaches for the
detection of MWEs are statistical in na-
ture. Some of these approaches use associ-
ation measures (Church and Hanks, 1990),
deep linguistics based methods (Bansal et

?IndoWordNet is available in following Indian lan-
guages: Assamese, Bodo, Bengali, English, Gujarati,
Hindi, Kashmiri, Konkani, Kannada, Malayalam, Ma-
nipuri, Marathi, Nepali, Punjabi, Sanskrit, Tamil, Tel-
ugu and Urdu. These languages cover three different
language families, Indo Aryan, Sino-Tibetan and D%
vidian. http://www.cfilt.iitb.ac.in/indowordnet/

al., 2014), word embeddings based mea-
sures (Salehi et al., 2015), etc.

The work related to the detection of
MWEs has been limited in the context of
Indian languages. The reasons are, unavail-
ability of gold data (Reddy, 2011), unstruc-
tured classification of MWEs, complicated
theory of MWESs, lack of resources, etc.
Most of the approaches of Hindi MWEs
have used parallel corpus alignment and
POS tag projection to extract MWEs (Sri-
ram et al., 2007) (Mukerjee et al., 2006).
Venkatapathy et al. (2007) used a clas-
sification based approach for extracting
noun+verb collocations for Hindi. Gayen
and Sarkar et al. (2013) used Random For-
est approach wherein features such as verb
identity, semantic type, case marker, verb-
object similarity, etc. are used for the de-
tection of compound nouns in Bengali using
MaxEnt Classifier. However, our focus is
on detecting MWEs of the type compound
noun and noun-+verb compounds while verb
based features are not implemented in our
case. We have used word embeddings and
WordNet based features for the detection
of above MWEs.

Characteristics of MWEs

MWE has different characteristics based on
their usage, context and formation. They
are as follows-

Compositionality: Compositionality
refers to the degree to which the meaning
of MWEs can be predicted by combining
the meanings of their components. F.g.
N0l dlet (taraNa taala, swimming pool),
g A¢H (dhana lazmii, wealth), 91I qr=T
(chaaya paanii, snacks), etc.

Non-Compositionality: In non-
compositionality, the meaning of MWHEs
cannot be completely determined from
the meaning of its constituent words.
It might be completely different from
its constituents. FE.g. TSN NI, (gujara
jaanaa, passed away), TSR Sl (najara
Daalanaa, flip through). There might be
some added elements or inline meaning



to MWEs that cannot be predicted from
its parts. E.g. A @ ®RE BFT (nau do
gyaaraha honaa, run away).

Non-Substitutability: In non substi-
tutability, the components of MWEs can-
not be substituted by its synonyms with-
out distorting the meaning of the expres-
sion even though they refer to the same
concept (Schone and Jurafsky, 2001). E.g.
in the expression TR qr=T (chaaya paani,
snacks), the word paanii (water) cannot be
replaced by its synonym SIeT (jala, water)
or AR (niira, water) to form the meaning
‘snacks’.

Collocation: Collocations are a se-
quence of words that occur more often than
expected by chance. They do not show ei-
ther statistical or semantical idiosyncrasy.
They are fixed expressions and appear very
frequently in running text. FE.g. DHSh
9 (kaDaka chaaya, strong tea), DIl &7
(kaalaa dhana, black money), etc.

Non-Modifiability: In non-
modifiablility, many collocations cannot be
freely modified by grammatical transfor-
mations such as change of tense, change in
number, addition of adjective, etc. These
collocations are frozen expressions which
cannot be modified at any condition. F.g.,
the idiom € WR THG ESHAT (ghaava
para namaka ChiDakanaa, rub salt in the
wound) cannot be replace to *®Td G SIIT
D fogdr (ghaava para jyaadaa namaka
ChiDakanaa, rub more salt in the wound)
or something similar.

Classification of MWEs

According to Sag et.al (2002) MWEs
are classified into two broad categories
viz., Lexicalized Phrases and Institutional
Phrases. The meaning of lexicalized
phrases cannot be construed from its in-
dividual units that make up the phrase, as
they exhibit syntactic and/or semantic id-
iosyncrasy. On the other hand, the mean-
ing of institutional phrases can be con-
strued from its individual units that make
up the phrase. However, they exhibit st&27

tistical idiosyncrasy. Institutional phrases
are not in the scope of this paper. Lexical-
ized phrases are further classified into three
sub-classes viz., Fixed, Semi-fixed and Syn-
tactically flexible expressions.

In this paper, we focus on noun com-
pounds and noun+wverb compounds which
fall under the semi-fixed and syntactically
fixed categories respectively.

Noun Compounds: Noun compounds
are MWEs which are formed by two or
more nouns which behave as a single se-
mantic unit. In the case of compositional-
ity, noun compounds usually put the stress
on the first component while the remain-
ing components expand the meaning of the
first component. E.g. SRS (baaga bagi-
ichaa, garden) is a noun compound where
baaga is giving the full meaning of the
whole component against the second com-
ponent bagiichaa. However, in the case of
non-compositionality, noun compounds do
not put stress on any of the components.
E.g. 383 Q?ﬂ'CIT (azaya tRitiiyaa, one of
the festival), 90g fafer (pulNya tithi, death
anniversary).

Noun+Verb Compounds: Noun+
verb compounds are type of MWEs which
are formed by sequence of words having
noun followed by verb(s). These are type
of conjunct verbs where noun+verb pattern
behaves as a single semantic unit wherein
noun gives the meaning for whole expres-
sion. FE.g. dQl & (vaadaa karanaa,
to promise), AR ST (maar daalanaa, to
kill), etc.

3 Owur Approach

The central idea behind our approach is
that words belonging to a MWE co-occur
frequently. Ideally, such co-occurrence can
be computed from a corpus. However, no
matter how large a corpus actually is, it
cannot cover all possible usages of all words
of a particular language. So, a possible
workaround to address this issue can be as
follows:

Given a word pair w; ws to be identified



as a MWE;,

1. Find the co-occurrence estimate of w;
wy using the corpus alone.

2. Further refine this estimate by using
co-occurrence estimate of w| wj, where
w) and w), are synonyms or antonyms
of wy and wy respectively.

In order to estimate co-occurrence of w;
wy, one can use word embeddings or word
vectors. Such techniques try to predict (Ba-
roni et al., 2014), rather than count the co-
occurrence patterns of different tuples of
words. The distributional aspect of these
representations enables one to estimate the
co-occurrence of, say, cat and sleeps, using
the co-occurrence of dogs and sleep. Such
word embeddings are typically trained on
raw corpora, and the similarity between a
pair of words is computed by calculating
the cosine similarity between the embed-
dings corresponding to the pair of words.
It has been proved that such methods indi-
rectly capture co-occurrence only, and can
thus be used for the task at hand.

While exact co-occurrence can be esti-
mated using word embeddings, substitu-
tional co-occurrence cannot be efficiently
captured using the same. More precisely, if
wy we is a MWE, but the corpus contains
wy synonym(ws) or synonym(w;) we fre-
quently, then one cannot hope to learn that
w1 wy is indeed a MWE. Such paradigmatic
(substitutional) information cannot be cap-
tured efficiently by word vectors. This has
been established by the different experi-
ments performed by (Chen et al., 2013),
(Baroni et al., 2014) and (Hill et al., 2014).
So one needs to look at other resources to
obtain this information. We decided to use
WordNet for the same. Similarity between
a pair of words appearing in the WordNet
hierarchy can be acquired using multiple
means. For instance, two words are said
to be synonyms if they belong in the same
synset in the WordNet.

Having these two resources at our dis-
posal, we can realize the above mentionéd®

approach more concretely as follows:

1. Use WordNet to detect synonyms,
antonyms.

2. Use similarity measures either facili-
tated by WordNet or by the word em-
beddings.

These options lead to the following three
concrete heuristics for the detection of noun
compounds and noun+wverb compounds for
word pair wyws.

3.1 Approach 1: Using
WordNet-based Features
1. Let  WNBag = {uw | o
= [sSynOrAnto(w,)}, where the
function IsSynOrAnto returns either

a synonym or an antonym of w, by
looking up the WordNet.

2. If wy € WNBag, then w; ws isa MWE.

3.2 Approach 2: Using Word
Embeddings
1. Let WEBag = {u' | o

= IsaNeighbour(w,)}, where the
function IsaNeighbour returns neigh-
bors of w;, i.e, returns the top 20
words that are close to w; (as mea-
sured by cosine similarity of the
corresponding word embeddings).

2. If wy € WEBag, then wy ws is a MWE.

3.3 Approach 3: Using WordNet
and Word Embeddings with
Exact match

1. Let WNBag = {« | o
= IsSynOrAnto(w,)}, where the
function IsSynOrAnto returns either
a synonym or an antonym of wy, by
looking up the WordNet.

2. Let WEBag = {v |

= IsaNeighbour(ws)}, where the
function IsaNeighbour returns neigh-
bors of wsy, i.e, returns the top 20
words that are close to wy (as mea-
sured by cosine similarity of the
corresponding word embeddings).



3. If WNBag N WEBag # ¢, then w; w,
is a MWE.

4 Datasets

MWE Gold Data

There is a dearth of datasets for Hindi
MWEs. The ones that exists, have some
shortcomings. For instance, (Kunchukut-
tan and Damani, 2008) have performed
MWEs evaluation on their in-house
dataset. However, we found this dataset
to be extremely skewed, with only ~300
MWEs out of ~12500 phrases. Thus,
we have created the in-house gold stan-
dard dataset for our experiments. While
creating this dataset we extracted 2000
noun+noun and noun+verb word pairs
each from the ILCI Health and Tourism
domain corpus automatically.  Further,
three annotators were asked to manually
check whether these extracted pairs are
MWEs or not. They deemed 450 valid
noun+noun and 500 noun+verb pairs
to be MWEs. This process achieved an
inter-annotator agreement of ~0.8.

Choice of Word Embeddings

Since Bengio et. al. (2003) came up with
the first word embeddings, many models
for learning such word embeddings have
been developed. We chose the Skip-Gram
model provided by word2vec tool developed
by (Mikolov et al., 2013a) for training word
embeddings. The parameters for the train-
ing are as follows: Dimension = 300, Win-
dow Size = 8, Negative Samples = 25, with
the others being kept at their default set-
tings.

Data for Training Word Embeddings

We used Bojar Hindi MonoCorp dataset
(Bojar et al., 2014) for training word em-
beddings. This dataset contains 44 million
sentences with approximately 365 million
tokens. To the best of our knowledge, this
is the largest Hindi corpus available pub-
licly on the internet. 299

Data for Evaluating Word
Embeddings

Before commenting on the applicability of
word embeddings to this task, one needs
to evaluate the quality of the word embed-
dings. For evaluating word embeddings of
the English language, many word-pair simi-
larity datasets have emerged over the years
(Lev Finkelstein and Ruppin, 2002), (Hill
et al., 2014). But no such datasets exists for
Hindi language. Thus, once again, we have
developed an in-house evaluation dataset.
We manually translated the English word-
pairs in (Lev Finkelstein and Ruppin, 2002)
to Hindi, and then asked three annotators
to score them in the range [0,10] based
on their semantic similarity and related-
ness®. The inter-annotator agreement on
this dataset was 0.73. This is obtained by
averaging first three columns of Table 1.

5 Experiments and Results

5.1 Evaluation of Quality of Word

Embeddings
Entities Agreement
human1/human?2 0.74
humanl/human3 0.68
human2/human3 0.77
word2vec/humanl 0.65
word2vec/human?2 0.54
word2vec/human3 0.63

Table 1: Agreement of different entities on
the translated similarity dataset for Hindi

We have evaluated word embeddings
that are trained on Bojar corpus on the
word-pair similarity dataset (which is men-
tioned in the previous section). It is ob-
served that, the average agreement between
word embeddings (word2vec tool) and hu-
man annotators was ~0.61. This is ob-

tained by averaging last three columns of
Table 1.

3We are in the process of releasing this dataset pub-
licly



Techniques | Resources used P R | F-score
Approach 1 WordNet 0.79 | 0.77 0.78
Approach 2 word2vec 0.75 | 0.64 0.69
Approach 3 | word2vec+WordNet | 0.76 | 0.68 0.72

Table 2: Results of noun compounds on Hindi Dataset

Techniques | Resources used P R | F-score
Approach 1 WordNet 0.75 | 0.82 0.78
Approach 2 word2vec 0.56 | 0.75 0.64
Approach 3 | word2vec+WordNet | 0.57 | 0.58 0.58

Table 3: Results of noun+verb compounds on Hindi Dataset

5.2 Evaluation of Our Approaches
for MWESs detection

Table 2 shows the performance of the three
different approaches at detecting noun
compound MWEs. Table 3 shows the per-
formance of the three different approaches
at detecting noun+verb compound MWEs.
As is evident from the Table 2 and Ta-
ble 3, WordNet based approaches perform
the best. However, it is also clear that re-
sults obtained by using word embeddings
perform comparatively better. Thus, in
general, these results can be favorable for
word embeddings based approaches as they
are trained on raw corpora. Also, they do
not need much human help as compared to
WordNets which require considerable hu-
man expertise in creating and maintaining
them. In our experiments, we have used
Hindi WordNet which is one of the well de-
veloped WordNet, and thus result obtained
using this WordNet are found to be promis-
ing. However, for other languages with rel-
atively underdeveloped WordNets, one can
expect word embeddings based approaches
to yield results comparable to those ap-
proaches which uses well developed Word-
Net.

6 Conclusion

This paper provides a comparison of
Word Embeddings and WordNet-based ap-
proaches that one can use for the de-
tection of MWEs. We selected a suQ0

set of MWE candidates viz., noun com-
pounds and noun+verb compounds, and
then report the results of our approaches
for these candidates. Our results show
that the WordNet-based approaches per-
forms better than Word Embedding based
approaches for the MWEs detection for
Hindi language. However, word embed-
dings based approaches has the potential
to perform at par with approaches uti-
lizing well formed WordNets. This sug-
gests that one should further investigate
such approaches, as they rely on raw cor-
pora, thereby leading to enormous savings
in both time and resources.
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