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Abstract

Discriminating between similar languages
or language varieties aims to detect lexical
and semantic variations in order to classify
these varieties of languages. In this work
we describe the system built by the Pattern
Recognition and Human Language Tech-
nology (PRHLT) research center - Univer-
sitat Politècnica de València and Autoritas
Consulting for the Discriminating between
similar languages (DSL) 2015 shared task.
In order to determine the language group
of similar languages, we first employ a
simple approach based on distances with
language prototypes with 99.8% accuracy
in the test sets. For classifying intra-group
languages we focus on the use of dis-
tributed representations of words and doc-
uments using the continuous Skip-gram
model. Experimental results of classifica-
tion of languages in 14 categories yielded
accuracies of 92.7% and 90.8% when clas-
sifying unmodified texts and text with hid-
den named entities, respectively.

1 Introduction

Automatic language identification is considered a
solved problem in a regular scenario. McNamee
(2005) demonstrated how even the most simple of
the methods, based on language prototypes of term
frequencies, is able to achieve almost 100% ac-
curacy of classification. However, it is far to be
solved if we consider the classification of short
text, mixed content and when discriminating be-
tween language varieties and similar languages.
Carter et al. (2013) investigated the language iden-
tification of short and noisy text of several Euro-
pean languages using Twitter data, and justified
the difficulty of classification in this domain. Got-
tron and Lipka (2010) studied the identification of

European languages in news headlines and single
unambiguous words. They demonstrated the im-
pact of the length in the accuracy of classification.

The identification of varieties of the same lan-
guage has been related to author profiling (Rangel
et al., 2013; Rangel et al., 2014; Rangel and
Rosso, 2015), which aims to identify the linguis-
tic profile of an author on the basis of his writ-
ing style, and to determine author’s traits such as
gender, age and personality. Variety identification
differs from the aforementioned language identifi-
cation works in terms of difficulty due to the high
syntactic and semantic similarities. Accuracy of
classification is reduced from 90-100% to values
closer to 80%. In (Zampieri and Gebre, 2012)
the authors investigated varieties of Portuguese ap-
plying different features such as word and char-
acter n-grams. Similarly, in (Sadat et al., 2014)
the authors differentiate between six different va-
rieties of Arabic in blogs and forums using char-
acter n-grams. Concerning Spanish language vari-
eties, in (Maier and Gómez-Rodrı́guez, 2014) the
authors employed meta-learning to classify tweets
from Argentina, Chile, Colombia, Mexico and
Spain. Zubiaga et al. (2014) overviews the re-
sults of the shared task of tweet language identi-
fication organized at SEPLN’2014. A more recent
work (Franco-Salvador et al., 2015), explored the
use of techniques based on embeddings to model
semantics and evaluated using the HispaBlogs1

dataset, a new collection of Spanish blogs from
five different countries: Argentina, Chile, Mexico,
Peru and Spain. The proposed approach demon-
strated to achieve remarkable performance and to
be less sensitive to over-fitting than the compared
state-of-the-art approaches.

In order to illustrate that language identifi-
cation is not a solved problem, the Discrimi-

1The HispaBlogs dataset can be downloaded at:
https://github.com/autoritas/RD-Lab/
tree/master/data/HispaBlogs
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nating between similar languages (DSL) shared
task (Zampieri et al., 2014; Zampieri et al., 2015)
is organized. This task encourages participants to
submit systems in order to identify the language
of short texts of several groups of similar and vari-
eties of languages (Tan et al., 2014). Goutte et al.
(2014) achieved the best results of the 2014 edi-
tion with a combination of different kernels using
Support Vector Machines (SVM) (Chang and Lin,
2011) and word and character n-gram features.
This year, the task aims to identify the language of
six groups of texts containing similar and varieties
of languages (see Table 1) and a group containing
texts written in a set of other languages.

In this work we evaluate the 2015 shared task
by adapting the approach presented in (Franco-
Salvador et al., 2015). We first use an approach
based on distances with language prototypes to
determine the language group, and next we clas-
sify the language using the continuous Skip-gram
model to generate distributed representations of
words, i.e., n-dimensional vectors –applying fur-
ther refinements in order to be able to use them in
documents. In addition, we use the Sentence Vec-
tor variation to directly generate representations of
documents. Motivations behind evaluating this ap-
proach in the DSL shared task are: i) analyse the
performance when classifying not only varieties of
languages but also similar ones; and ii) determine
the validity of the approach to work with consid-
erably shorter texts (sentences) compared to the
blogs with 10 post per user that were used as single
instance in the past.

The rest of the paper is structured as follows.
Section 2 presents the approach we adapted for the
shared task, Section 3 details our evaluation, and
in Section 4 we provide our conclusions and future
works. Additional analysis and comparison with
the other submitted systems are available in the
2015 shared task overview (Zampieri et al., 2015).

2 Discriminating Similar Languages

In this section we detail the approach we used
for discriminating between similar languages. We
first describe the pre-processing we employed,
next we present the method for classifying sen-
tences among language groups of similar lan-
guages (inter-group classifier), and finally we re-
view the distributed vector-based approach for
identifying the language within groups of similar
languages (intra-group classifier).

2.1 Data Pre-processing
For both inter- and intra-group classifiers, we pre-
processed the text with tokenization, removed the
tokens of length one, and those including numbers
or punctuation. In addition, to ease the learning
with the considerably low number of text avail-
able for generating the distributed vectors and to
reduce ambiguity, we lowercased the input words
and performed phrase detection for the intra-group
classifier.

2.2 Inter-group Classifier
To classify sentences among groups of similar lan-
guages, we used a similar and simplified version
of McNamee (2005). Having a training set Tr
containing sentences belonging to one of the Lg
language groups, we first generated the set of pro-
totypes protoLg of each language group using a
bag-of-words representation. Next, for each input
sentence t = (w1, w2, ..., wn) of the test set Te,
we compute the language group g as follows:

g = argmaxprg∈protoLg

n∑
i

|wi ∩ prg|, (1)

where basically we determine the language group
of a sentence as the group with the higher number
of common words. Note that the sentence is rep-
resented as a list and, consequently, we allow for
word repetitions, contrary to the prototypes. Us-
ing this method with the development partition, we
achieved a 99.99% of accuracy in the inter-group
classification, and demonstrated again that the task
is trivial among considerably different languages.

2.3 Intra-group Classifier
To identify the language of sentences of similar
and varieties of languages, we adapted the ap-
proach of our previous work (Franco-Salvador et
al., 2015). We generated vector representations of
sentences in two different ways. In Section 2.3.1
we describe how creating sentence vectors as a
combination of distributed word vectors. Next,
in Section 2.3.2 we describe an alternative and re-
lated approach to directly generate distributed rep-
resentations of sentences. In Section 2.3.3 we de-
scribe the algorithms we chose for classification.

2.3.1 Generating Sentence Vectors from
Word Vectors

The use of log-linear models has been pro-
posed (Mikolov et al., 2013a) as an efficient al-
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ternative to generate distributed representations,
since they reduce the complexity of the hidden
layer thereby improving efficiency. In this section
we use the continuous Skip-gram model (Mikolov
et al., 2013a; Mikolov et al., 2013b) to generate
distributed representations (e.g. vectors) of words.
It is an iterative algorithm which attempts to max-
imize the classification of the context surrounding
a word. Formally, given a word wt, and its sur-
rounding words wt−c, wt−c+1, ..., wt+c inside a
window of size 2c + 1, the training objective is to
maximize the average of the log probability:

1

T

T∑
t=1

∑
−c≤j≤c,j 6=0

log p(wt+j |wt) (2)

Although p(wt+j |wt) can be estimated using
the softmax function (Barto, 1998), its normal-
ization depends on the vocabulary size W which
makes its usage impractical for high values of W .
For this reason, more computationally efficient al-
ternatives are used instead. In this work we used
the negative sampling (Mikolov et al., 2013b), a
simplified version of the Noise Contrastive Esti-
mation (NCE) (Gutmann and Hyvärinen, 2012;
Mnih and Teh, 2012), which basically uses logis-
tic regression to distinguish the target word from a
noise distribution, having k negative samples for
each word. Experimental results in Mikolov et
al. (2013a) show that the Skip-gram model ob-
tains better results at semantic level than other
log-linear alternatives such as the continuous Bag-
of-words model, and Mikolov et al. (2013b) of-
fered identical conclusions for the negative sam-
pling compared to NCE and Hierarchical soft-
max (Morin and Bengio, 2005), hence the election
of our models.

In order to combine the word vectors generated
with the Skip-gram model, having a list of vectors
(~w1, ~w2, ..., ~wn) belonging to the words of a sen-
tence, we generated a vector representation ~v of its
content by estimating the average of their dimen-
sions: ~v = n−1

∑n
i=1 ~wi. We refer to such doc-

ument vector representation as Skip-gram in the
evaluation section.

2.3.2 Learning Sentence Vectors
Sentence vectors (SenVec) (Le and Mikolov,
2014) follows Skip-gram architecture to train a
special vector ~v representing the complete sen-
tence. Basically, the model uses all the words of
the sentence as context to train the vector repre-

senting its content. In contrast, the original Skip-
gram model employs a fixed size window to deter-
mine the context (surrounding words) of the iter-
ated words of a sentence.

2.3.3 Classifying distributed vectors
To classify the distributed vectors of the combina-
tion of words, we used a logistic classifier (Skip-
gram + LG (run1)). For that model we employed
also an SVM classifier (Skip-gram + SVM (run2))
with radial basis function kernel and cost 10. Fi-
nally, SenVec vectors were classified using a logis-
tic classifier (SenVec + LG (run3)). At this point,
we must point out that the test sentences contain
words which are not present in the training set.
Obviously, for those words we have not learned
a distributed vector but we have the initial random
vector we could use to train it. Despite we could
directly ignore and remove those words, the ex-
periments with the development partition showed
that there is not loss of performance when we in-
clude those vectors, and even in some configura-
tions, e.g. Skip-gram + LG, provided a very slight
improvement (0.6%). We hypothesize that this in-
sertion of noise in the vectors may help the classi-
fiers to determine the frontiers among languages,
and we kept them in our experiments.

3 Evaluation

In this section we evaluate our systems for the
DSL 2015 shared task. Given a labelled collec-
tion of training sentences Tr belonging to a set
of L languages, and a collection of test sentences
Te, the task is to classify each sentence t ∈ Te
into one of the languages l ∈ L using the labelled
sentences of Tr.

3.1 Dataset and Methodology
We evaluated our system with the DSL Cor-
pus Collection (Tan et al., 2014) of this edition
(DSLCC v. 2.0). This dataset contains sen-
tences in Bulgarian, Macedonian, Serbian, Croa-
tian, Bosnian, Czech, Slovak, Argentinian Span-
ish, Peninsular Spanish, Brazilian Portuguese, Eu-
ropean Portuguese, Malay, Indonesian and a group
containing texts written in a set of other languages.
In Table 1 we can see how they are grouped ac-
cording to their similarities. Groups A, C and F
contain similar languages and groups B, D and
E include language varieties. There are 18,000
training, 2,000 development and 1,000 test in-
stances/sentences per language. In addition, the
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Unmodified texts (Test set A) Named entities substituted with #NE# (Test set B)
Language groups Skip-gram + LG Skip-gram + SVM SenVec + LG Skip-gram + LG Skip-gram + SVM SenVec + LG

(run1) (run2) (run3) (run1) (run2) (run3)
Bulgarian 1.000 1.000 0.985 1.000 1.000 0.998
Macedonian 1.000 1.000 0.999 1.000 1.000 0.998
Overall (group A) 1.000 1.000 0.992 1.000 1.000 0.998
Bosnian 0.803 0.795 0.744 0.751 0.750 0.641
Croatian 0.859 0.837 0.847 0.858 0.853 0.769
Serbian 0.751 0.802 0.912 0.747 0.772 0.871
Overall (group B) 0.804 0.811 0.834 0.785 0.791 0.760
Czech 0.999 0.999 0.998 1.000 1.000 1.000
Slovak 1.000 1.000 0.993 1.000 1.000 0.951
Overall (group C) 0.999 0.999 0.995 1.000 1.000 0.976
Spanish (Spain) 0.821 0.878 0.863 0.806 0.853 0.796
Spanish (Argentina) 0.903 0.870 0.876 0.847 0.770 0.816
Overall (group D) 0.862 0.874 0.869 0.826 0.806 0.806
Portuguese (Brazil) 0.945 0.926 0.876 0.904 0.900 0.783
Portuguese (Portugal) 0.832 0.879 0.900 0.780 0.832 0.866
Overall (group E) 0.888 0.902 0.888 0.842 0.866 0.824
Malay 0.992 0.994 0.998 0.987 0.990 0.917
Indonesian 0.993 0.996 0.994 0.989 0.994 0.996
Overall (group F) 0.992 0.995 0.996 0.988 0.992 0.956
Other languages 0.998 0.998 0.998 0.998 0.998 0.998
Overall (all groups) 0.921 0.927 0.927 0.905 0.908 0.885

Table 1: Accuracy results in discrimination between similar languages using test set A and B.

dataset is provided in two variants. The test set
A includes unmodified journalistic texts. Test set
B used different instances and substituted named
entities for the #NE# tag to study the bias they
provide. Results measure the accuracy of lan-
guage identification of the Skip-gram + LG, Skip-
gram + SVM and SenVec + LG classifiers2 in both
datasets.

3.2 Results

As we can see in Table 1, similar languages
were easier to distinguish, with accuracies close
to 100%. A similar trend is appreciated to iden-
tify the “other languages” group, which contains
instances of several alternative languages such as
French or Catalan. The language varieties were
more difficult, obtaining values in the range 80–
90%, the most difficult being the group of the
Serbo-Croatian language, followed by the Span-
ish and Portuguese. Regarding the substitution of
named entities with the #NE# tag, we appreciated
a small reduction in accuracy, more elevated for
the SenVec model. In general, the differences be-
tween the models and classifiers were reduced. In
Table 2 we can see the evaluation of statistical
significance among the different models. SVM

2We used 300-dimensional vectors, context windows of
size 10, and 20 negative words for each sample. We used
the word2vec toolkit to perform the phrase detection and the
vector training:
https://code.google.com/p/word2vec/

provided slight improvements (increasing several
times the training time) with respect to the logis-
tic classifier, and inferred more accurate frontiers
among languages (see language variety group in-
ner values). The Skip-gram approach was less sen-
sitive to the substitution of named entities and of-
fered the best performance in average. That model
is a few points below compared to the best par-
ticipant in the task which achieved 95.54% and
94.01% in the test set A and B respectively.

R<#run> <(test set) {A,B}>
R1A R2A R3A R1B R2B R3B

R1A = = * * *
R2A = * * *
R3A * * *
R1B = *
R2B *
R3B

Table 2: Pairwise statistical test of significance
among submitted runs (= not significant p > 0.05;
* significant 0.05 ≥ p > 0.01).

Comparing the results with those obtained for
language variety identification in Franco-Salvador
et al. (2015), closer to 70%, with respect the pre-
vious experiments carried out on the HispaBlogs
dataset we would like to highlight that: i) there is
a further difficulty when processing noisy social
media texts than more formal journalistic ones; ii)
the length of the texts in HispaBlogs is of 10 posts
for user blog (that could introduce ambiguity and
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noise) whereas in the DSLCC dataset is of a single
sentence per instance; iii) the number of classes in
HispaBlogs is five whereas in DSLCC is three per
group in the worst case; and iv) we think that the
overfitting may have a significant impact on the re-
sults: whereas in HispaBlogs a different author is
given in each instance, in DSLCC there is no such
restriction. Therefore, models may profile the au-
thor’s writing style to classify the test instances of
the same authors they already saw in the training
set.

4 Conclusions

In this work we evaluated the Discriminating be-
tween similar languages 2015 shared task. We em-
ployed the continuous Skip-gram model to gener-
ate distributed representations of words and sen-
tences with interesting insights about the identi-
fication of languages. As expected, groups of
language varieties were more difficult to clas-
sify. In addition, the substitution of named en-
tities with the #NE# tag slightly reduced the ac-
curacy. Finally, the combination of word vec-
tors (Skip-gram) offered better results on average
than the use of directly generated vectors of sen-
tences (SenVec). As future work we will investi-
gate further how to apply distributed representa-
tions to other author profiling tasks. We will con-
tinue working also to improve the current model in
order to generate better distributed representations
for discriminating between similar languages.
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