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is a real time process on a device with limited resources (CPU
Abstract and memory) and in a noisy environment. As in many- real
work conditions, the speech signal is oveplegh with parasitic
noise, undesired extra speech, or music. These difficulties may
impact the understanding processes. There has been many

Speech technologies provide ways of helping peagth
hearing loss by improving their autononThis study focuses
on an applicationin French language whicis developedin

the collaborative projectRAPSODIE in order to improve attemptsto develop speech recognition appliances but to our
communication between a hearing person adéa or hard knowledge, there is no suitable, validated and currently
of-hearing persorOur goalis to investigate different ways of ~ @vailable screen display of the output of automatic speech
displaying the speech recogniticesultswhich takes also into recognizer for deaf or haf-hearing persons, in terms of
account the reliability of the recognized itemis this size, colors and choice of the written symbols. It is the goal of
qualitativestudy,10 persons have been interviewed to find the this first qualitative study, taking account of the previously
best way of displaying the speech transcription restilighe descrited technical constraintsVe intaviewed deaf adults at
participants are deaf wittifferent levels of hearing loss and ~ Working age with different levels of hearing loss and various

various modes of communication. modalities of communication. Oaim were both to studthe
feasibility of the project witldeaf people of varying profiles
to investigatehe more suitable displagnd to examinevhich
factorsthe participants considexrs beinghelpful for a better
understanding of the speech transcription

. In the following sectionghe speech recognition system
1. Introduction is describedand then the different modalities chosen for
displaying the recognitionutput Afterwards, we focus on the
experimental protocol results conducted withdeaf people,
discussing how they can becommodateih order to find the
best displayf the automatispeech transiption results.

Index Terms: speech recognitig deaf or hardof-hearing
people, compensating for disadvantages, display of speech
transcription, French language

In the world, there arenillions of people with hearindoss
(http://lwww.who.int/pbd/deafness/news/Millionslivewithheari
ngloss.pdf http://wfdeaf.org) In France over 11% of pelep
suffer from hearing loss whiatauseseveral othelimitations
that arepersistent [1] The sensory problems involve both

perceptual, speech, cotmé and social difficultieg2] [3]. 2. Speech transcription system
The unemployment rate thus varies from 15 to 50% depending ) ) o )
on the type of hearing loss. 2.1.Choice of linguistic units

Deaf adults still have difficulties mastering French  One of the aimsf the RaPsODIEproject is to realize a portable
language, which is not considered, for some of them, as their device embedding a speech rgaition system that will help a
native language. Sign language nagonot be considereds deaf or harebf-hearing persorto communicate with other
their native language and haswgtten modality. Thdack of people.Due to the limits in memory size and computational
oral interaction is repeated in many situations, even for those power imposed by a portable device, the embedded speech
adults for whom hearing aids provide correction. In working decoder shouldachieve the best compromise between
situations with hearing persons, deaf adults often have to be recognition performance,computational cost, acceptable
supported by othergl]. The long term goals ahe Rapsodie executiontime, and the way of displaying the recognition
project (http://erocca.com/rapsodiegre to facilitate the results for people with hearingss.

Integration of deafor ha_rd_of-hea_rln_g people within a. Given a recognition engine, the main constraints relate
professional context thus aiding their independence, providing to the size of the language model and of léhécon. In this
them ways of comprehension and communication with context, we have investigated syllablased lexicos and

automaticspeech tk:anslcription help. . hybrid language modelis] [6]. Indeed,the combination of
Our research relates &n embeddedystem, used in a words and syllables allows the recognition of the most

professionatontext which C.OU|d He dgafor hardof-hearing frequent words as words and the recognition of theobut
persons, employees, to interact with a speaking pgrson vocabulary words as sequemceof syllables. These

customer, W']Eh?]m the help of an |nt_erpdr_ete|r. T(?e SpﬁECh investigations led us to userecognition engine system based
recognition of thecustomer'sutierance is displayed on the o 5 hybrid trigram statistical langge model with a lexicon

Screeghm thc;e'ffe'm?edded termi?a" he fact th . composed of about 23,000 words and 3,000 syllables. The
ne dtcu Ity comes from the fact that s_pltleeg}_ words and syllables were selected according to their frequency
transcription results contain recognition errors, especially if it ¢ -\ rences irm training corpus of broadcast news, shows

36

SLPAT 2015, 6th Workshop on Speech and Language Processing for Assistive Technologies, pages 3641,
Dresden, Germany, 11 September, 2015. (©2015 The Association for Computational Linguistics



and debates from various radio and TV chanriéis hybrid
model uses only 14 MB of memory space. When applied for
the transcription of radio and TV showETAPE [7]
development data 82,000 running words), more than 94% of
the output tokens are words, the remaining part (about 6%)
corresponds to syllables. An analysis of the results shows that
about 70% of the words hypothesized by the decoder are
correct (i.e., correctly recognized), and about 60% of the
syllables areorrect

Furthermore, the speech recognition engine is built from
the PocketSphinx too[8] and uses as acoustic models,
context-dependerthone HMM models with 3 states and 64
Gaussians per state. The acoustic analysithds standard
MFCC (Mel Frequency Cepstral Coefficients) providing 12
statc coefficients and the logarithm of tlemergyper frame
with a 10ms shift. First and second order temporal derivatives
are added to the feature vector

Finally, the recognition engine providessequence of
words and syllablesorresponding to theustome'rs utterance.

2.2.Use ofconfidence measure

Speech recognition is not perfect, especially when using an
embedded devicim a noisy environment. Two types of errors
can occur. When the spoken word does not belong to the
recognition lexicon (as a word or a sequence of syllables), the
recognition engine recognizes it as another lexical unit or as a
sucession of smaller units acoustically similar to the
unknown unit. Furthermore, it can happen that the spoken
word is confused with another one when the conditions are
different from those used for the training of the acoustic and
language models (noisy environment, spontaneous speech,
manner of speaking, etc.). Recognition errors will result in
additional difficultiesfor deaf and haraf-hearing peopld¢o
understand the spoken sentence.

Confidence measures aims at indicating the reliability of
the speechrecognition hypotheses. Several approaches for

computing confidence measures have been studied in the paste

[9]. In [10] confidence measures were used to highlight words
with low confidence scores in view of helping error correction
in a multimodal environment. Along this line, it is always
words with low confidence scores ttae differentiated, either

in a lighter shade for error correction in voicemail transcripts
[11], or highlighted for computer assisted speech transcription
[12], or displayed with an underlining dependent on the
confidence measurfd3]. As the confidence measures are not

every recognized unit (word and syllable). This measure is
based on posterior probabilityf9]. By comparing the
confidence measure to a threshold adjusted on a development
corpus, eachexical unit is labeled ascorrectly recognized
(high confidence score) orirfcorrectly recognized (low-
confidencescorg. This characterization (right or wrong) of the
words by the recognition system will be displayed on the
terminal and different display modesill be proposed for
assessment to seatdeafpersons.

3. On-screen displaymodalities

3.1.0n-screen display modes of the speech reco
gnition results (without using confidence measures)

After the speech recognition process, the recognized words
and syllablesare displayed on the screen of thgortabe
device.Regardless of the accuraof/therecognition resultit

is important to investigate the best way to disphig result

for deaf and haraf-hearing peoplerirst, becauséhe result is

a mixture of wordsand syllableshat @annot be writterinto an
orthographical form.Secondly becausefor deaf people
orthographic transcription inot necessarily the best way to
display the recognition result according to the type of hearing
lossandthe kind of speech and language trainMg decided

to gudy thethree followingdisplaymodes:

e Orthographic: the recognizedwords are writteninto

orthographical form, the syllables are written into
pseudophonetic form;
e International Phonetic Alphabet (IPA): all the

recognized words and syllables are written into phonetic
form using the International Phonetic Alphab8bme
deaf adults benefited from early hearing and speech
intervention which gave them International Phonetic
Alphabet knowledge when they learned to read and
during speech ahlanguage remediation therapy;

Pseudephonetic: all the recognized words and syllables
are written into a pseueghoneticalphabet.Indeed, the
phoneswithin the recognized words and syllablase
translated into a simple sequence of graphemes sing
kind of phonetic spellingThis mode seems appropriate
for all the deaf personswho are familiar with French
language pronunciation.

An example of a recognition result displayed in these 3 modes

perfect such approaches do not always accelerate the detectiorS Presentedablel.

and correction of the errofd3]. A few other studiesvere
more concerned witbnderstandingspects. 114] the words

are displayed with a brightness that depends on their score
(kind of confidence measure) in the context of speech
playback using timeompression and speech recognition. In
all the previous studies, the speech signal was available to the
user. This is not the case [@f5] which has investigated the
understanding of sentences from their speech recognition
output only, and investigated how much taking into account
the confidence measures in the display can help.

In the current studywe usethe confidence measure
computed by the speech recognition system to make the result
of the recognition easier to understand dgaf uses. The
speech recognition engine provides a confidence measure for

37

Result ofthe automatictranscription (into

Display mode words and syllable3

Orthographig je voudrais étre li vré combien ca kda

IPA 30 vudse etg li vee k3bjé sa ku to
;?c?rl:gt?c- je voudré étr li vré konbyin sa kou

Tablel: The different evaluated modes for displaying
the result of the recognition of the uttered sentence:
“je voudrais étrelivré, combierga co(te?” (1 would
like it to be home deliveretiow muchdoes it cos?).



words/syllables tagged asrrect

words/syllables tagged ascorrect A J
are displayed iold

are displayed in another colaeg)

words tagged ascorrectare displayed
into orthographic mode
(syllables are always displayed in
pseudophonetic mode)
words tagged asicorrectare displayed
into pseudaephonetic mode
(syllables are always displayed in
pseudophonetic mode)

je voudrais étre li vré qu’on benca
kou te

je voudrais étreli vré qu’on bienga
kou te

je voudrais étre i vré
kon byin ca kou te

je voudrais étreli vré
kon byin ¢ca kou te

Table2: Four screen displaynodalities ¢ differentiatethe wordgsyllablesconsidered afcorrecty recognized and
those considered arrecty recognizedy the speectecognition systentHere, the word"qu™, “on” and “bien”, and
the syllables /li//vré/, Ikou/, and te/ are considered as incorrect.

3.2.0n-screen disply modalities wusing the possible to real professional contexig selecteddeafadults

confidence measure

As explained inSection 2.2 the speech recognition system
providesan estimation of theecognitioncorrectness for every
lexical unit even if this estimation may be unreliable
Therefore,it is important tofind the best way of presenting
this information about the word/syllable correctnesto the
deafuser

In [15], it has been shown that hearingersinfer the
correct word from a word considered incorrect by the speech
recognition systemmore easily when it was written in
phonetic formthanwhen it was writterin orthographicform.

In particular, wherseveral consecutive words were tagged as
misrecognized by the system, the hearing ussuccessfully
focused ortheword splittinggiven by the orthographic mode,
causing misunderstandisgwhile the soundsequence ofhe
words wasalmostfree from errorsinstead, the oralization of
the sound sequentelpedthe user to fid the right words and
thencethe meaning of the sentencd&ccordingly t seemed to

us interesting tostudy whether these results remain vafiat
deafusers.

On the one hand,we examined whether its more
favorable to highlight the “incorrectly recognized or the
“correctly recognizedlexical units

On the other hand, we distinguished two modes for
displaying the “incorrectly recognizeéd words: the
orthographicand pseudghonetic mode Note that syllables
are always displayed in pseughonetic mode.

Table2 summarizes the four different display modalities
on an exampldn the second colon the lexical units tagged as
“incorrect’ are written in a different color (red) than the
lexical units tagge as ‘torrect’ (black). In the third colon, all
lexical units are written in blue and the units tagged as
“incorrect’ as written in bold.

4. Methodology

We conducted a qualitative study which goal was to identify
the modalitieswhich could help somdeafaduts for a better
understandingf the speech transcripticemdto look at how
peoplecan use¢hese modalities.

4.1. Participants

The population was selected on the basis of criteria used to
define hearing impairment: any disorder of hearing regardless
of cause or severity (cf. World Health Organizatjat]). As

this is a qualitative study using situations created as close as
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who were working or who were involvea social anccultural
associations thus well integrated socially despite their
communication difficultiesA preliminary selection was made
to ensure a functional literacy level, as they would have to
read the wrien transcription of speech recognition.

e Our heterogeneoupopulation, consisted of l@eaf
persons, 4 women and 6 men; from 25 years old to 63

years old, the average age being 39 years,

4 persons presenting profound hearing loss, 4 severe
hearing loss, 2 seversoderate loss. The time of
acquisitionof their hearingossvaried from the first few
days, to months or years of life. Most of causes were
listed as unknown.

Figure 1:Distribution of the 10 participants according
to their main mode of communication.

For some of them, their mother tongue was French or
French Sign Language and for some others, neither
French nor French Sign Language were considered as
their native language. Nine persons regularly used
hearing aids to obtain as much as possible of their
acoustic information. Various modes of communication
were useddy the deaf personsFrench orhand written
Language; French oralalnguage ahFrench cuedpeech
(LPC: manual cues to supplement speech ingei@nch
written Language; French Sign Lamrge ESL);
fingerspelling (dactylology);*Signed French" (francais
signé) combining the use of the FSL signs ordered
according to the French language linear syntax and
fingerspelling Figure 1shows the distribution of the 10



participants according to their main mode of
communication. Théarger outer oval includes the whole
set ofparticipantsijn each of the three inner ovals dne
deafpersons wth their specificmode of communication,
all of themusing written French.

4.2.Tasks and Procedure

Our study wagonducted in two phasdsor every participant,
each phase consisted of severalo2r sessionscluding tests
and interviews.

Before these twphases, the level of literacy was tested
prior to commencing trial. Theleafperson had to read a-10
line text describing communication situations which may be
encountered in everyday life and in the particidéwation:
“do-it-yourself” shop. The deaperson has to understand the
role he would play: an employee, while tiearing person (the
interviewer) would play that of the customer, either at the
cashdesk or in the store. In order to verify his comprehension,
the participant had to reformulate thexttewith his own
communication tools.

4.2.1. First phase Testsand interviews

The goal otthefirst test was tdind the best way of displaying
the speech transcription results among dhtbographic, IPA
and pseudo-phonetic displayjodes (cf section 3.1). The
confidence measures were not uaethis stage.

In this first phase, the participants were required to read
and to understanthe transcription®f 10 utered sentences,
the transcriptions were provided by the speech recognition
system always in the context of the previous described
scenario (det-yourself shop)

We elaborated every sentence according to lexical,
syntactical and semantic criteria. Thaimlexical fields were
the one of the dd-yourself and that of the request for
commercial information. Syntactically, every sentence was
comprised ofone or several clauses (constituent of the

e The correct recognized words and the presence of errors
were both the base of discussion witie deaf persons
who indicated the points in the display which aided their
comprehension.

4.2.2. First phase:Results

The IPA display mode was by far the most difficult to
apprehendtherefore none of the participants have indicated it
as helpful, this coding requiring special learnifigable 3
shows the preferencesNot even thetwo deaf persons who
still usel it in speech remediation therapyund it helgul in
such a context. For both familiar and unfamiliar users, reading
a wiole sentence in IPA requirédo much time and cognitive
resources Therefore, this display mode was abandofad
both words and syllables.

The pseudo-phonetic displayodewas preferred by one
participantfor both words and syllable$his persorindicated
an order of usage preferendiestly the pseudghonetic mode
and then the orthographic display mode, suggesting that the
terminal screen could display those two options so that the
deafperson could choose the more fielpne.

Display mode Preferen(:((la\l 2f1 B;:lrticipants
Orthographic 9
IPA 0
Pseudo-phonetic 1

Table3: The display mode preferred by the
participants.

The orthographidisplay male was preferred by almost
all paticipants nine out of ten. They have all further specified
that this mode was aiding (first preferenegept in the case

sentence made up of a subject and a verbal group). The Of speech recognition errors. In fact, in case of orthographical

sentences were coherent, reasonably long in order to be as well€"Or,

understood as possibl&he averagdength of the sentences
was 1135 words (minimum: 5 wordsnaximum 22 words).
Every sentence contained a verb. Declarative, imperative,
exclamatory sentences were imbéd with a majority of
interrogative sentencesas the test situation was as close as
possible to a real situation when the client requestrimdton.

The participants werseen individually in a quiet room.
They couldnot be helped by the sound, they had to read the
speechtranscription of the sentence and try to interjraind
to rephrase it so that the émviewer could check their
understanding.

Their answers were not been tim&ather,each person
was interviewed in order to identify the helping points in
his/her comprehension processesentence by sentence,
knowing that speech transcription is not perfect and have no
punctuation mark which could indicate thaeclarative,
interrogative exclamatoryard imperativesentences.

We made awaredeaf persons of the presence of
recognition errors in the transcription system for several
reasons

e So that thedeaf adults could not consider the pent
recognition system as a final perfect tool, as it is still in
evolution,
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for example for a word pronouncedanfodi]
corresponding to the word “samedi” (“Saturdpy but
transcribed a%a me dit” ('it's temptind), thesedeafpersons
reported their difficultieso comprehendhe whole sentence.
The transcribed sentence is segmented differently, including
several words instead of one, coming from other grammatical
categories and lexicdields: word andtime semantic field
versussentence anédmotion semantic field. In such a case, for
the five paticipants who were morefamiliar with French
language phonologyt was easieto read wordsnto pseude
phonetic mode, and to infer semantic signification from
pronunciation.

Moreover,all the paticipants considered that displaying
the pauses detectbgt the speech recognizer was helpful.

4.2.3. Secondphase Test andnterviews

The goal of this second phasas tofind the best way of
displaying the additional information provided by the speech
recognizer concerning the correctnesthefrecognized lexical
unit using confidence measure. For that purpdke, four
modalitiesdescribed irthe section3.2 were evaluated. Al is
shown inTable2, in the case of highlightinthe “incorrecty
recognized lexical units we chose taisplaythem in another
color (red); in the case of highlighting thécorrectly



recognized lexical units we chose tddisplay them inthe
same color but in bold.

Two experiments wereonducted Firstly, we usedan
“oracle’ confidence measure: the lexical uni@gged as
“incorrectly  recognizeéd were actually the units
misrecognizedby the speech decoder andespectively the
lexical units taggedas “correctly recognized were actually
the unitswell recognized byhe speech decoder. Secondly, we
used the confidence meassireomputed by the speech
recognizer to tag theecognized units.

The same procedure as the one conducted in the first
phasewas used here.

4.2.4. Second phas&esults

Regardless the way in which the transcribed units were tagged
(oracle orfrom real confidence measurgshe preferences of
the participants were the sanTde modalityhighlighting the
“correctly recognizetlexical unitsin bold blue was preferred

by all partigpants. They reported thdheir major attention
wasthusfocused on words characterized as right (eveimif
some caseghey areactuallywrong) Thatwas helping them

for direct access to understandintable 4 summarizesthe
choices othedeafpersons.

Within this modality, thalisplayinto pseudephoneticof
thewords tagged asdricorrect was preferred by a majority of
participants, 8 persons, for the reasons previously detailed in
section4.2.2 They also explained that comparedthe IPA,
this system was using a simple codisgheme They also
reported that this display mode requited use ofhe context,
and time to adapt. Indeed, this system leads to an indirect
access to meaning, implying knowledge of phonology,
breaking words into syllables in order teseund out> with

device the results of an automatic speech transcription system,
highlighting in bold the words considered asofrectly
recognized rather tharthe words considered amtorrectly
recognized is more helpful All the participants stressed that
knowing the context and searching for keywords are essential
steps tdouild their capacity of understandingighlighting the
words considered ax6Orrecty recognized”enables them to
construct inferencesand to gain confidengeprovided that
there is an adequate number of key elements clearly identified

Thedisplayinto pseudephoneticof the words tagged as
“incorrectly recognizet! was preferred by a majority of
participants (8), those persons were more familiar which
French language including phonologyhese results are
similar to those showed from a previous study undertaken
among a hearing populati¢h5].

However, they explained thatt@ining phasewould be
necessary to get more familiar with pseydhmnetic reading.

It could improve their understanding and in the long term
facilitate thecommunication with speaking persons.

The other two persons who preferribg words tagged
as ‘incorrect’ displayed into orthographic mode were those
who mainly use French Sign Languagdénfortunately, for
them this display mode is not aidiegoughin ca® of errors.
Their comprehension processes cannot be supported by
enough reliable words. They have to guess with many risks of
misunderstanding and discouragement.

At a general level, # interviews showed that it was
difficult for all the participants tstay aware of the fact that
the cues based on computed confidence memargenot fully
reliable This wasexpressly mentionedhenthe participants
could read the sentencewith suficient undersaindng,
considering it as appropriate to the particudantext It was
difficult for them toasess vhetter the information wago be

the aim of understanding. They also reported that any absencetruged. The samalifficulties havebeen observed i3], in an

of a pseudgphoneme made the task very difficult.

words/syllables tagged | Preference ol
correct are displayed [the participan
in bold (N=10)
words tagged ascorrect |. A . .
> . je voudrais étre li vré
are displayed into ‘onbienca kou te 2
orthographic mode quo ¢ u
words tagged asicorrect je voudrais étre i v
are displayed into é kon byin ca k 8
pseudo-phonetiomode ou te

Table4: The display modalities preferred by the
participants.

Thedisplayinto orthographic mode of the words tagged
as ‘incorrecty recognized was preferred by two persons who
therefore indicatedveak points of thisdisplay mode The
words characterized a$ncorrect” by the recognition system
could place them in seriowlifficulties; thosewords could be
in contradiction with thesignificationof the remaining parf
the sentence {c4.2.9. Nevertheless, they didn't feel familiar
enough with French phonology to dare using the pseudo
phonetic mode.

5. Discussionand conclusion

In the context ofmproving communicatiotetween a hearing
person and aleaf person when displaying on ra embedded
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expeaiment in which hearing people dictated a text and then
had to detect the errors made by the speech raaygni

Our preliminary qualitative study was conducted in the
worst conditions as the participants had only the written
sentences with no orgronunciation They could not rely on
their hearing aidsor lips reading to help them and the context
information was limited. The tests were conducted in a quiet
neutral room and not in &o-it-yourself shop. Thus, he
participants could not blelpedby the context of the shop
(customer, special department, visual gue&s, in those
experiments,no punctuation was indicated in the speech
transcriptionsthe deafpersondad difficulties to differentiate
interrogative sentences from declarative ones.

Nevertheless, lathe participantsshowed their interest
for such a system and thought that it could be more helpful
with the help of contextFurther experimentations will be
conducted to investigate the efficiency of this system
comparedto or combined with other communication means
used bydeaf and hard-ofiearing persons.

6. Acknowledgements

The work presented in this article is part of tePSoODIE
project, and has received support from the “Conseil Régional
de Lorraine” and from the “Régiohorraine” (FEDER)
(http://erocca.com/rapsodie).

We would like to thankThe “Institut des Sourds de La
Malgrange’; “Espoir Lorrain”, an independent association for
the deafenedand hareof-hearing peoplethe deaf persons



interviewed Marie-Madeleine DutelJane and Vivien Dasset
for their help.

7. References

[1] L. Haeusler, T. De Laval, C. ilbt, “Etude quantitative sur le
handicap auditif a partide I'enquétddandicapSanté , DREES
Direction de la recherche, des études, de I'évaluation et des
statistiques Document de travail, Série Etudes et Recherches
131, aolt2014

[2] H. R. Myklebust, “The psychology of deafness”, New York:
Grune & Stratton, 1964.

[3] A. Dumont, “Orthophonie et Surditt. Communiquer,
comprendre, parlér Masson, collection orthophonie, 2008.

[4] D. R. Calvert & S.R. Silverman, “Speech and deafneasd.
Bell Association for the Deaf, Washington, D1975.

[5] L. Orosanu and D. Jouvet, “Comparison of approaches for an
efficient phonetic decoding,in INTERSPEECH 2013. Lyon,
France,2013

[6] L. Orosanu and D. Jouvet, “Hybrid language model for speech
transcription”,in INTERSPEECH 2014, Singapo@f14.

[7] G. Gravier, G. Adda, N. Paulson, M. Carré, A. Giraudel, and O.
Galibert, “The ETAPE corpus for the evaluation of speea$ed
tv content processing in the French language”language
Resources and Evaluation (LREC'12912.

[8] D. Hugginsdaines, M. Kumar, A. Chan, AV. Black, M.
Ravishankar, and A. Rudnicky, “Pocketsphinx: A free,-tieaé
continuous speech recognition system for Raeld devces,”in
ICASSP, Toulouse, Franc2006.

[9] H. Jiang, “Confidence measures for speech recognition: A
survey,” Speech Communicationpl. 45, no. 4, pp. 458170,
2005.

[10] B. Suhm, B. MyersA. Waibel. “Multimodal error correction for
speech user interfaceACM Transactons on Computer Human
Interaction (TOCHI) 8(1), 6698, 2001

[11] M. Burke, B. Amento, P. Isenhour, “Error correction of
voicemail transcripts in scannigiin Proc. SIGCHI conference
on Human Factors in Computing Systemg. 339348 ACM,
2006.

[12] S. Luz, M.MasoodianB. Rogers, CDeering, Interface design
strategies for computerssisted speech transcriptionn Proc.
20th Australasian Conference on Comptiemman Interaction:
Designing for Habitus and Habitgbp. 203210, ACM, 2008.

[13] K. Vertanen,P.O. Kristensson, On the benefits of confidence
visualization in speech recognitipnin Proc. of the SIGCHI
Conference on Human Factors in Computing Systpmsl497
1500 ACM, 2008.

[14] S. Vemuri,P. DeCamp,W. Bender,C. Schmandt, fmproving
speech playback wusing timeompression and speech
recognitiori, in Proc. SIGCHI conference on Human factors in
computing systempp. 295302 ACM, 2004.

[15] J. Razik., O. Mella, D. Fohr,-B. Haton,*FrameSynchronous
and Local Confidence Measures for Automatic e
recognition’; International Journal of Pattern Recognition and
Artificial Intelligence 2011

[16] CIM-10, “Classification internationale des maladies. Chapitre
VIII: maladie de l'oreilleet de I'apophyse mastoide. H90. Surdité
de transmission eneurosensorielle” 1™ révision. Paris :
Masson, 1993.

41



	Qualitative investigation of the display of speech recognition results for communication with deaf people
	Agnès Piquard-Kipffer, Odile Mella, Jérémy Miranda, Denis Jouvet and Luiza Orosanu


