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Abstract

Machine Translation (MT) quality is
typically assessed using automatic eval-
BLEU and
TER. Despite being generally used in
the industry for evaluating the use-
fulness of Translation Memory (TM)
matches based on text similarity, fuzzy
match values are not as widely used
for this purpose in MT evaluation.
We designed an experiment to test if
this fuzzy score applied to MT out-
put stands up against traditional meth-
ods of MT evaluation. The results ob-
tained seem to confirm that this metric
performs at least as well as traditional
methods for MT evaluation.

uation metrics such as

1 Introduction

In recent years, Machine Translation Post-
Editing (MTPE) has been introduced in real
translation workflows as part of the production
process. MTPE is used to reduce production
costs and increase the productivity of profes-
sional translators. This productivity gain is
usually reflected in translation rate discounts.
However, the question of how to assess Ma-
chine Translation (MT) output in order to de-
termine a fair compensation for the post-editor
is still open.

Shortcomings of traditional metrics, such
as BLEU (Papineni et al., 2001) and TER
(Snover et al., 2006), when applied to MTPE
include unclear correlation with productivity
gains, technical difficulties for their estimation
by general users and lack of intuitiveness. A
more common metric already used in transla-
tion tasks for evaluating text similarity is the
Translation Memory (TM) fuzzy match score.
Based on the fuzzy score analysis, rate dis-
counts due to TM leverage are then applied.
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We designed an experiment to test if this fuzzy
score applied to MT output stands up against
traditional methods of MT evaluation.

The remainder of this paper is structured
as follows: Section 2 presents the rationale be-
hind the experiment. Section 3 explains the
pilot experiment itself. Section 4 reports the
results obtained and what they have revealed,
and finally Section 5 summarizes our work and
discusses possible paths to explore in the light
of our findings.

2 Rationale

As far as MT evaluation is concerned, a well-
established evaluation metric is BLEU, al-
though it has also received criticism (Koehn,
2010). It is usually considered that BLEU
scores above 30 reflect understandable transla-
tions, while scores over 50 are considered good
and fluent translations (Lavie, 2010). How-
ever, the usefulness of “understandable” trans-
lations for MTPE is questionable. Contrary to
other MT applications, post-editors do not de-
pend on MT to understand the meaning of a
foreign-language sentence. Instead, they ex-
pect to re-use the largest possible text chunks
to meet their client’s requirements, regardless
of the meaning or fluency conveyed by the raw
MT output. This criticism also holds true
for human annotations on Adequacy and Flu-
ency!.

Other metrics more focused in post-editing
effort have been developed, such as TER. How-
ever, how should one interpret an improve-
ment in BLEU score from 45 to 50 in terms
of productivity? Likewise, does a TER value
of 35 deserve any kind of discount? Most
likely, the vast majority of translators would

'For details of these scores see, for example, the
TAUS adequacy and fluency guidelines at https://
www.taus.net/.
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be unable to answer these questions and yet
they would probably instantly acknowledge
that fuzzy text similarities of 60% are not
worth editing, while they would be happy to
accept discounts for 80% fuzzy scores based on
an analogy with TM matches. Organizations
such as TAUS have already proposed alterna-
tive models which use fuzzy matches for MT
evaluation, such as the “MT Reversed analy-
sis”.?

In order to compare alternative measures
based on fuzzy matches with BLEU and TER
scores, we designed an experiment involving
both MTPE and translating from scratch in
a real-life translation scenario. It is worth
noting that the exact algorithm used by each
Computer Assisted Translation (CAT) tool for
computing the fuzzy score is unknown®. In
this paper, we use the Sgrensen-Dice coeffi-
cient (Sgrensen, 1948; Dice, 1945) for fuzzy
match scores, unless otherwise specified.

3 Pilot experiment settings

Following similar works (Federico et al., 2012),
the experiment aimed to replicate a real pro-
duction environment. Two in-house trans-
lators were asked to translate the same file
from English into Spanish using one of their
most common translation tools (memoQ?).
This tool was chosen because of its feature
for recording time spent in each segment.
Other tools which also record this value and
other useful segment-level indicators, such as
keystrokes®, or MTPE effort®, were discarded
due to them not being part of the everyday
resources of the translators involved in the ex-
periment. Translators were only allowed to
use the TM, the terminology database and the
MT output included in the translation pack-
age. Other memoQ’s productivity enhancing
features were disabled (especially, predictive
text, sub-segment leverage and automatic fix-
ing of fuzzy matches) to allow better com-
parisons with translation environments which

2See the pricing MTPE guidelines at https://www.
taus.net.

3Tt is believed that most are based on some ad-
justment of Levenshtein’s edit distance (Levenshtein,
1965).

4The version used was memoQ 2015 build 3.

®For example, PET (Aziz et al., 2012) and iOmegaT
(Moran et al., 2014).

SFor example, MateCat (Federico et al., 2012).
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may not offer similar features.

3.1 Text selection

The file to be translated had to meet the fol-
lowing requirements:

1.

2. Originate from a client for which our com-
pany owned a customized MT engine.

Belong to a real translation request.

. Have a word volume capable of engaging
translators for several hours.

. Include significant word counts for each
TM match band (i.e., exact matches,
fuzzy matches and no-match segments”).

The original source text selected contained
over 8,000 words and was part of a software
user guide. All repetitions and internal lever-
age segments were filtered out to avoid skewing
due to the inferior typing and cognitive effort
required to translate the second of two similar
segments. During this text selection phase,
we studied the word counts available for all
past projects of this client, which were already
generated using a different tool (SDL Trados
Studio®) than the one finally used in the ex-
periment (memoQ). Table 1 shows the word
counts of our text according to both tools.

memoQ Trados Studio

TM match | Words Seg. | Words Seg.
100% | 1226 94 1243 95
95-99% | 231 21 1044 55
85-94% | 1062 48 747 43
75-84% | 696 42 608 42

No Match | 3804 263 3388 233

Total | 7019 468 7030 468

Table 1: Final word counts.

As Table 1 shows, CAT tools may differ
greatly in the word counts and fuzzy match
distribution. As Studio showed significant
word volumes for every band, the file used
for the test seemed appropriate. However,
when using memo(Q one of the fuzzy match
bands (95-99%) ended up with significantly
less words than the other bands. At the same
time, there was an increase in no-match seg-
ments. This provided a more solid sample

"In general, any TM fuzzy match below 75% is con-
sidered a no-match segment due to the general accep-
tance that such leverage does not yield any productiv-
ity increase.

8The version used was SDL Trados Studio 2014 SP1.



for comparing MTPE and translation through-
puts, increasing the count to 3804 words, half
of which were randomly selected for MTPE
using the test set generator included in the
m4loc package’. Table 2 shows word counts
after this division.

Origin Words Segments
No Match (MTPE) 1890 131
No Match (Translation) 1914 132
Total 3804 468

Table 2: No-match word count distribution af-
ter random division.

3.2 MT engine

The system used to generate the MT out-
put was Systran’s'!” RBMT engine. This is
the system normally used in our company
for post-editing machine translated texts from
this client. It can be considered a mature en-
gine, since at the time of the experiment it had
been subject to ongoing in-house customiza-
tion for over three years via dictionary entries,
software settings, and pre- and post-editing
scripts, as well as having a consistent record
for productivity enhancement. Although Sys-
tran includes a Statistical Machine Translation
(SMT) component, this was not used in our
experiment because in previous tests it pro-
duced a less adequate MT output for MTPE.

3.3 Human translators

Both translators involved had five years’ ex-
perience in translation. However, Translator
2 also had three years’ experience in MTPE
and had been involved in previous projects of
this client. Translator 1 did not have any ex-
perience either in MTPE or with the client’s
texts. They were assigned a hand-off package
which included all necessary files and settings
for the experiment. They were asked to trans-
late the file included in the package performing
all necessary edits in the MT output and TM
matches to achieve the standard full quality
expected by the client.

4 Results and discussion
Once the translation and MTPE task was de-
livered by both translators, we analyzed their

“https://code.google.com/p/méloc/
108ystran 7 Premium Translator was used. No lan-
guage model was applied.
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output using different metrics:

1. Words per hour: Amount of words

translated /post-edited per hour, accord-

ing to memoQ’s word count and time
tracking feature.

. Fuzzy match: Based on the Sgrensen-
Dice coefficient, this metric is a statis-
tic used to compare the similarity of two
samples. We used the Okapi Rainbow li-
brary!!. The comparison is based in 3-
grams.

. BLEU: Widely used for MT evaluation.
It relies on n-gram overlapping.

. TER: Another widely used metric, based
on the number of edits required to make
the MT output match a reference.

. Productivity gain: Based on the num-
ber of words translated/post-edited per
hour, we estimated the productivity gain
for each band when compared to unaided
translation throughput.

For the metrics involving a comparison, we
compared the TM match suggestion or MT
raw output against the final delivered text by
the translators. The results of our evaluation
are reported in Table 3.

W/h ‘ Fuzzy ‘ BLEU ‘ TER ‘ glzzd%
Trans. 1
100% | 1542 | 97.50 | 91.96 | 4.64 | 65.20
95-99% | 963 92.43 | 87.91 6.91 | 3.14
85-94% | 1158 | 90.92 | 80.19 13.02 | 24.12
75-84% | 1120 | 87.93 | 73.94 19.08 | 20.03
PE | 910 88.53 | 69.57 18.89 | -2.46
TRA | 933 - - - -
Trans. 2
100% | 2923 | 97.01 | 92.38 | 3.99 | 121.61
95-99% | 2625 | 92.76 | 89.35 | 6.37 | 99.05
85-94% | 2237 | 91.19 | 81.00 12.69 | 69.61
75-84% | 1585 | 85.21 | 71.98 | 21.03 | 20.17
PE | 1728 | 87.74 | 66.37 | 20.98 | 31.00
TRA | 1319 - - -

Table 3: Results obtained for both translators.

Both translators had unusually high
throughputs for MTPE and unaided trans-
lation, especially when compared to the
standard reference of 313-375 words per hour
(2500-3000 words per day). Taking this as
reference, Translator 1 would have experi-
enced more than 140% productivity increase,
while Translator 2 would have translated at
least 350% faster. However, despite this high
MTPE speed, Translator 1 did not experience

"http://okapi.opentag.com/



any productivity gain (quite the contrary),
while Translator 2 saw a productivity increase
of “just” 31%. This may point out that the
faster texts to translate are also the fastest
to post-edit. Thus the importance of having
an unaided translation reference for each
sample instead of relying on standard values
(Federico et al., 2012).

3000 7 m Translator 1

Translator 2
2500 -

2000 -

1500

Words/h

1000 -

100% 95-99% 85-94% 75-84% PE TRA

Figure 1: Productivity in words per hour of
both translators.

The difference between the MT benefit for
both translators might be due to the little
MTPE experience of Translator 1. Further-
more, Translator 2 was already familiarized
with the texts of this client, while it was the
first time Translator 1 worked with them. Pre-
sumably, Translator 1 had to spend more time
acquiring the client’s preferred terminology
and performing TM concordance lookups to
achieve consistency with previously translated
content. This seems to have negated part of
the benefits of fuzzy matching and MT out-
put leverage (see the flatness of Translator 1’s
throughputs for fuzzy, MTPE and translation
bands in Figure 1). Translator 2 does show a
distinct throughput for each category.

Another possible explanation for Translator
1’s performance would be that the quality of
the raw MT output is low. However, Transla-
tor 2’s productivity gains and comparison with
past projects’ performance contradict this. We
therefore concluded that the most probable ex-
planation to the difference in terms of produc-
tivity might be due to the MTPE experience of
both translators. In fact, studies about impact
of translator’s experience agree that more ex-
perienced translators do MTPE faster (Guer-
berof Arenas, 2009), although they do not usu-
ally distinguish between experience in transla-
tion and experience in MTPE.
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Figures 2 and 3 plot the productivity for
each band against the different evaluation
measures discussed for Translator 1 and 2, re-
spectively. TER has been inverted for a more
direct comparison.
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Figure 2: Productivity vs. automated mea-

sures for Translator 1.
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Figure 3: Productivity vs. automated mea-

sures for Translator 2.

It is remarkable that Translator 2’s MTPE
throughput was even higher than the one for
the lowest fuzzy match band. According to
BLEU (66.37 vs. 71.98), the situation should
have been the opposite, while according to
TER both throughputs should have been more
or less the same (20.98 vs. 21.03). The fuzzy
match value (87.74 vs. 85.21) is the only one
from the chosen set of metrics to reflect the
higher throughput of the MTPE sample over
the 75-84% band.

Despite this fact, all three metrics showed a
strong correlation with productivity for Trans-
lator 2, while the fuzzy score had the strongest
correlation for Translator 1 (see Table 4).
Based on the results obtained, the fuzzy score
could be used in MTPE scenarios as a valid
alternative metric for evaluating MT output.



Despite not being used often in research, we
have found out that it could give a good in-
sight on the translation quality of MT output,
as it performs as good as or even better than
the other metrics evaluated. At the same time,
as it is a well-established metric in translation
business, it might be easier for translators to
understand and assess MTPE tasks.

T fuzzy T"BLEU TTER
Trans. 1 0.785  0.639 0.568
Trans. 2 0975  0.960 0.993

Table 4: Pearson correlation between produc-
tivity and evaluation measures.

Finally, another advantage of the fuzzy met-
ric is the fact that it does not depend on to-
kenization. It is a well known-fact that de-
pending on the tokenization applied to the
MT output and the reference, differences in
BLEU arise. This is illustrated in Table 5,
which reports the BLEU scores obtained for
the MT post-edited text as estimated by dif-
ferent tools: Asiya (Giménez and Marquez,
2010), Asia Online’s Language Studio'?, and
the multibleu script included in the SMT sys-
tem MOSES (Koehn et al., 2007). As can be
observed, there are significant differences in
BLEU scores for the same band for both trans-
lators.

BLEU BLEU BLEU

(Asiya) ‘ (Asia Online) | (MOSES)
Trans. 1
100% 91.96 91.94 91.96
95-99% 87.91 87.77 87.20
85-94% 80.19 80.12 80.20
75-84% 73.94 74.27 74.09
PE 69.57 68.93 69.37
Trans. 2
100% 92.38 92.37 92.39
95-99% 89.35 89.22 89.19
85-94% 81.00 80.94 80.97
75-84% 71.98 72.55 72.12
PE 66.37 65.66 66.16

Table 5: BLEU results as computed by differ-
ent evaluation tools.

5 Conclusion and Future work

In this paper, we have reported a pilot exper-
iment based on a real-life translation project.
The translation job was analyzed with the
usual CAT tools in our company to ensure
the project included samples of all TM match
bands. All matches below 75% TM fuzzy

2http://www.asiaonline.net/EN/Default.aspx
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leverage were then split into two parts: one
was used for MTPE, and the other half was
translated from scratch. The raw MT out-
put was generated by a customized Systran
RBMT system and integrated in the CAT en-
vironment used to run the experiment.

We have discovered that MT quality may
also be assessed using a fuzzy score mirroring
TM leverage (we used 3-gram Sgrensen-Dice
coefficient). It correlates with productivity as
well as or even better than BLEU and TER, it
is easier to estimate'®, and does not depend on
tokenization. Moreover, this metric is more fa-
miliar to all parties in the translation industry,
as they already work with fuzzy matches when
processing translation jobs via CAT tools.

Another interesting finding is that MTPE
might result in an increased productivity ra-
tio if the translator already has MTPE ex-
perience and is familiarized with the client’s
texts. However, further research on this mat-
ter is needed to confirm the impact of each
factor separately.

The results of this pilot study reveal that
a “fuzzier” approach might be a valid MTPE
evaluation measure. In future work we plan to
repeat the experiment with more translators
to see if the findings reported here replicate.
We believe that the proposed fuzzy-match ap-
proach, if proven valid, would be more easily
embraced in MTPE workflows than more tra-
ditional evaluation measures.
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