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Introduction

Welcome to the Fourth Workshop on Hybrid Approaches to Translation (HyTra-4) held in conjunction
with ACL-2015, Beijing !

The workshop series on Hybrid Approaches to Translation aims at providing a communication platform,
building a research community and informing research agenda around theoretical and practical issues
of Hybrid MT, and specifically – the problems, methodologies, resources and theoretical ideas which
originate outside the mainstream MT paradigm, but have potential to enhance the quality of state-of-
the-art MT systems. The workshop series fills in a gap in the current paradigm allowing researchers to
explore new pathways of bringing together a diverse range of technologies, methods and tools into MT
domain.

The current Fourth Workshop on Hybrid Approaches to Translation - HyTra-4 - builds on a successful
series of past events held in conjunction with international conferences (up to this year all of them so far
took place in Europe):

HyTra-1 was held (together with the ESIRMT workshop) as a joint 2-day workshop at EACL 2012,
Avignon, France: http://www-lium.univ-lemans.fr/esirmt-hytra/

HyTra-2 was a 1-day workshop at ACL 2013, Sophia, Bulgaria: http://hytra.barcelonamedia.org/hytra
2013/

HyTra-3 was a 1-day workshop at the EACL 2014, Gothenburg, Sweden. This workshop for the
first time included an Industry Session – with invited talks of representatives from several companies,
such as BMMT, SDL, Systran, Tilde, Lingenio company representatives, which highlighted an
emerging industrial uptake of the Hybrid MT field by major developers of industrial MT systems:
http://parles.upf.edu/llocs/plambert/hytra/hytra2014/

HyTra workshops have attracted a good number of submissions and participants each time, and included
invited talks, full papers, and poster sessions. The invited speakers were Philipp Koehn, Hermann Ney,
Will Lewis and Chris Quirk, Hans Uszkoreit and Joakim Nivre. The range of topics covered addresses
all the areas of linguistic analysis relevant to MT, such as morphology, syntax, discourse, named entity
recognition, etc., and a range of underlying MT architectures – statistical and rule-based. The workshops
allow sufficient time for panel discussions which take form of exploratory brainstorming sessions and
address further pathways of the development and integration of the hybrid MT technologies.

For the HyTra-4 workshop we have accepted 9 papers, which appear in this volume. The workshop
hosts the invited talk by Prof. Dr. Hinrich Schuetze, the Chair of Computational Linguistics and the
Director of the Center for Information and Language Processing of the Ludwig Maximilian University
of Munich, Germany. HyTra-4 also includes the Industry Session, which brings together academic and
industrial researchers and practitioners, and is now becoming a traditional part of the workshop.

We hope HyTra-4 will become a successful continuation of the HyTra workshop series and will result in
interesting discussions, ideas and collaborations.

Bogdan Babych, University of Leeds
Kurt Eberle, Lingenio GmbH, Heidelberg
Patrik Lambert, Pompeu Fabra University, Barcelona
Reinhard Rapp, University of Mainz
Rafael E. Banchs, Institute for Infocomm Research, Singapore
Marta R. Costa-jussà, Instituto Politécnico Nacional, Mexico
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Abstract

We present a Portuguese↔English hybrid
deep MT system based on an analysis-
transfer-synthesis architecture, with trans-
fer being done at the level of deep syntax,
a level that already includes a great deal
of semantic information. The system re-
ceived a few months of development, but
its performance is already similar to that
of baseline phrase-based MT, when evalu-
ated using BLEU, and surpasses the base-
line under human qualitative assessment.

1 Introduction

Data-driven phrase-based MT has been, for many
years, the technique that has achieved the best re-
sults in MT, much due to the availability of huge
parallel data sets. Requiring such large amounts
of training data is a hindrance for languages with
fewer resources. Statistical MT (SMT) as an ap-
proach, however, may have intrinsic limitations
that go beyond that of data availability.

The main weakness of current SMT methods ul-
timately stems from the limited linguistic abstrac-
tion that is employed, which leads to difficulties in
correctly handling the translation of certain phe-
nomena, such as getting the correct word order
when translating between languages with differ-
ent typology and in maintaining the semantic co-
hesion of the translated text.

SMT has attempted to tackle these issues by
making use of richer linguistic structure, such as
hierarchical methods and tree-to-tree mappings,
but these methods have been unable to clearly im-
prove on the phrase-based state-of-the-art.

There is a growing opinion that the previous ap-
proaches to SMT may be reaching a performance
ceiling and that pushing beyond it will require ap-
proaches that are more linguistically informed and
that are able to bring semantics into the process.

The classic analysis-transfer-synthesis architec-
ture (the Vauquois triangle) provides a promising
foundation onto which such approaches can be
built. Underlying this architecture is the rationale
that, the deeper the level of representation, the eas-
ier transfer becomes since deeper representations
abstract away from surface aspects that are spe-
cific to a language. At the limit, the representation
of the meaning of a sentence, and of all its para-
phrases, would be shared among all languages.

This paper reports on our work of building a
deep MT system, which translates between Por-
tuguese and English, where transfer is performed
at the level of a deep syntactic representation.

Portuguese is a widespread language, with an
estimated 220 million speakers, and is the fifth
most used language on the Web. Despite this, it is
relatively less-resourced in terms of available NLP
tools and resources (Branco et al., 2012). In this
respect, the current work also allowed us to deter-
mine a minimal set of NLP tools required to get
a deep MT system running, which helps to assess
the feasibility of building such a system for under-
resourced languages.

This paper is organized as follows. Section 2
presents the translation pipeline. Section 3 evalu-
ates the system intrinsically by comparing it with a
state-of-the-art phrase-based SMT approach, and
extrinsically by human assessment in the context
of a cross-lingual information retrieval task. Sec-
tion 4 concludes with some final remarks.

2 Translation pipeline

Our pipeline is built upon the Treex system (Popel
and Žabokrtský, 2010), a modular NLP frame-
work used mostly for MT and the most recent
incarnation of the TectoMT system (Žabokrtský
et al., 2008). Treex uses an analysis-transfer-
synthesis architecture, with transfer being done at
the deep syntactic level, where a Tectogrammati-
cal (Tecto) formal description is used.
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The choice of Treex as the supporting frame-
work was motivated by several reasons.

Firstly, Treex is a tried and tested framework
that has been shown to achieve very good results in
English to Czech translation, on a par with phrase-
based SMT systems (Bojar et al., 2013).

Secondly, Treex uses a modular framework,
where functionality is separated into blocks (of
Perl code) that are triggered at different stages of
the processing pipeline. This modularity means
that we can easily add blocks that make use of
existing Portuguese NLP tools and that handle
Portuguese-specific phenomena.

Thirdly, English analysis and English synthe-
sis are already provided in Treex, from the work
of Popel and Žabokrtský (2010) with Czech, and
should be usable in the our pipeline with only little
adjustments.

An overview of each of the steps that form
the Vauquois triangle—analysis, transfer and
synthesis—follows below.

2.1 Analysis

Analysis proceeds in two stages. The first stage
is a shallow syntactic analysis that takes us from
the surface string to what in the Treex framework
is called the a-layer (analytical layer), which is a
grammatical dependency graph. The second stage
is a deep syntactic analysis that takes us from the
a-layer to the t-layer (tectogrammatical layer).

2.1.1 Getting the a-layer
We resort to LX-Suite (Branco and Silva, 2006),
a set of pre-existing shallow processing tools for
Portuguese that include a sentence segmenter, a
tokenizer, a POS tagger, a morphological analyser
and a dependency parser, all with state-of-the-art
performance. Treex blocks were created to call
and interface with these tools.

After running the shallow processing tools, the
dependency output of the parser is converted into
Universal Dependencies (UD, (de Marneffe et al.,
2014)). These dependencies are then converted
into the a-layer tree (a-tree) in a second step. Both
steps are implemented as rule-based Treex blocks.

Taking this two-tiered approach to getting the
a-tree—first to UD, then from UD to a-tree—has
two benefits: (i) it allows us to partly reuse the ex-
isting Treex code for converting UD to a-tree, and
(ii) it provides us with a way of converting our de-
pendencies into UD, giving us a de facto standard
format that may be useful for other applications.

2.1.2 Getting the t-layer

Converting the a-tree into a t-layer tree (t-tree) is
done through rule-based Treex blocks that manip-
ulate the tree structure.

The major difference between these two trees is
that the a-tree, being surface oriented, has a node
for each token in the sentence, while the t-tree, be-
ing semantically oriented, includes only content
words as nodes. Accordingly, the t-tree has no
nodes corresponding to auxiliary words, such as
prepositions and subordinating conjunctions, but
conversely has nodes that do not correspond to any
surface word, such as nodes used for representing
pro-dropped pronouns.1

2.2 Transfer

Transfer is handled by a tree-to-tree maximum
entropy translation model (Mareček et al., 2010)
working at the deep syntactic level of Tecto trees.

This transfer model assumes that the source and
target trees are isomorphic. This limitation is
rarely a problem since at the Tecto level, as one
would expect from a deep syntactic representation,
the source and target trees are often isomorphic.

Since the trees are isomorphic, the model is con-
cerned only with learning mappings between t-tree
nodes.

The model was trained over 1.9 million sen-
tences from Europarl (Koehn, 2005). Each pair of
parallel sentences, one in English and one in Por-
tuguese, are analyzed by Treex up to the t-layer
level, where each pair of trees are fed into the
model.

2.3 Synthesis

Similarly to what was done in analysis, we create
new Treex blocks, but resort to pre-existing tools
when possible.

The pre-existing tools, for verbal conjugation
and for nominal inflection, are rule-based and are
used to handle the generation of surface forms.

The rule-based Treex blocks search for patterns
over the trees and are used, for instance, to gen-
erate to correct word order, to enforce agreement,
and to insert the auxiliary words (such as prepo-
sition and subordinating conjunctions) that were
collapsed when building the t-tree.

1Some nodes are removed, but information is preserved
as attributes of other nodes or in the relations between nodes.
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Question I was typing in something and then a
blank page appeared before my text, and I do
not know how to remove it

Answer Move the mouse cursor to the beginning
of the blank page and press the DELETE key
as often as needed until the text is in the de-
sired spot.

Figure 1: Question-Answer pair

3 Evaluation

This Section reports on both an intrinsic and an
extrinsic evaluation, the latter made possible by
embedding the system into a helpdesk application
that provides technical support through an online
chat interface. In this regard, the application can
be seen as a Question Answering (QA) system.

Since most user questions address issues that
have been dealt with previously, they are matched
against a database of prior questions-answer pairs.
If a matching question is found, the pre-existing
answer is returned, thus avoiding the need for the
intervention of a human operator.

The questions and the answers in the database
are stored in English (see Figure 1 for an example).
An MT component enables cross-lingual usage by
automatically translating non-English queries into
English prior to searching the database, and by
automatically translating the answer from English
into the language of the user of the application.

The MT component may then impact the QA
application in two ways: (i) when translating the
question (PT→EN), and consequently affect the
ability of the QA system to retrieve the correct an-
swer; and (ii) when translating the retrieved an-
swer (EN→PT), and consequently affect proper-
ties of the translated retrieved answer such as its
grammaticality, readability and fluency.

Given the workings of this QA application,
we are concerned with evaluating translation in
the PT→EN direction, for questions, and in the
EN→PT direction, for answers.

The test corpus has been developed in the scope
of the QTLeap Project. Each question is paired
with an answer, both in English, and each of these
question-answer pairs has a corresponding refer-
ence pair in Portuguese.2

2The QTLeap project also involves Basque, Bulgarian,
Czech, Dutch, German and Spanish, each being paired with
English in the same QA application.

questions answers
PT→EN EN→PT

SMT (Moses) 0.2265 0.1899
Treex pipeline 0.1208 0.1943

Table 1: Comparison of BLEU scores

3.1 Intrinsic evaluation

The intrinsic evaluation is itself broken down into
an automatic and a manual evaluation.

In the automatic evaluation, the standard BLEU
metric is used to compare the Treex pipeline
against a system built with Moses (Koehn et al.,
2007) that represents the state-of-the-art SMT
phrase-based approach. Like the transfer mod-
ule in the translation pipeline, the SMT model is
trained over 1.9 million sentences from Europarl.

The test set consists of 1, 000 question-answer
pairs. The results of the automatic intrinsic evalu-
ation are summarized in Table 1.

BLEU scores are low, though we note that the
domain of the test corpus (technical support) is
very different from the domain of Europarl. For
questions, the BLEU score of the Treex pipeline is
fairly worse than the score of Moses. Given the
application we envisage, this is to be expected.
The translated question is meant to be used as
database query, and not for human eyes. As such,
we have so far placed relatively little effort in im-
proving the synthesis rules for English, since is-
sues like word order errors, agreement mismatches
and missing functional words often do not prevent
the query from being successful.

BLEU does not necessarily correlate with hu-
man judgments. This points us towards man-
ual evaluation as a better way to measure trans-
lation quality. Recall that the translation of the
retrieved answer, unlike the translation of ques-
tions, is meant to be read by humans. As such,
the manual evaluation that follows is done only for
answers (EN→PT).

The intrinsic manual evaluation consists of a de-
tailed manual diagnosis of the types of translation
errors found. Translation errors are classified in
a hierarchy of issues, following the Multidimen-
sional Quality Metrics (MQM) framework (Lom-
mel et al., 2014), with the help of the open-source
editor translate5.3 The classification is done by
two annotators. Each annotator analyzed the same
100 answers.

3http://www.translate5.net/
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SMT Treex
top-1 72.8% 71.6%
top-2 84.3% 83.1%
top-3 87.8% 87.2%

Table 2: Answer retrieval

Almost two-thirds of the errors fall under the
top-level category Fluency, with nearly 80% of
these being classified as Grammar errors, the
MQM category that includes issues such as word
order, extra words, missing words, agreement
problems, among others. The remaining third of
the errors are in the top-level category Accuracy,
which covers issues where meaning is not pre-
served, such as mistranslations of domain-specific
terminology.

3.2 Extrinsic evaluation

The extrinsic evaluation consists of comparing two
variants of the cross-lingual QA application, one
using the baseline SMT for translation and another
using the Treex translation pipeline.

For a given query, the QA system returns a
list of answers, each associated with a confidence
score.4 For each variant, we measure if the correct
answer is the first result (top-1) or among the top-2
or top-3 returned results. The summary in Table 2
shows that there is little difference between the
variants. The Treex pipeline has a lower BLEU
for questions, but this does not negatively impact
answer retrieval.

While retrieval using the translated question
is working well, the quality and usefulness of
the helpdesk application ultimately hinges on the
quality of the answer that is presented to the user
and whether it is correct and clear enough to help
the user solve their technical problem.

To evaluate this, a total of six human evalua-
tors were asked to assess the quality of the trans-
lated answer. Their task was, given a reference
question-answer pair, to compare both translated
answers (anonymized and in random order) with
the reference answer and pick the best translation,
allowing for ties.

While in most cases there is not a clearly better
variant, the output of the Treex pipeline is better
than the output of the SMT system in 30.8% of

4The confidence score is based on several factors, such as
lexical similarity and the number of times a given answer was
used. In the current study, the QA engine is used as a black
box and its details are outside the scope of this paper.

better variant
Treex pipeline 30.8%
SMT (Moses) 13.0%
(no difference) 56.2%

Table 3: Variant ranking

the cases and worse in only 13.0% of the cases, as
shown in Table 3. Inter-annotator agreement, as a
ratio of matched annotations, was 0.628.

4 Conclusion

We have presented a Portuguese↔English hybrid
deep MT system that, though still under develop-
ment, achieves a BLEU score similar to that of
a SMT system using the state-of-the-art phrase-
based approach and, more importantly, is deemed
by human evaluators to produce a text with better
quality than the SMT system when embedded as
part of a QA application.

The system uses an analysis-transfer-synthesis
architecture, with transfer being done at the level
of deep syntactic trees. This level is oriented
towards semantic information, abstracting away
auxiliary words while including nodes that do not
correspond to any surface word.

Analysis begins by using a set of pre-existing
statistical shallow processing tools for Portuguese
to produce a grammatical dependency graph. This
level of linguistic annotation can be seen as the
minimal requirement for bootstrapping a similar
deep MT system for other languages. The final
step of analysis is rule-based, converting depen-
dency graph into a deep representation. Following
statistical transfer, the generation of the target sur-
face form is also a rule-based process.

Evaluation results are very promising and the
analysis-transfer-synthesis approach that is used
allows much room for improvement apart from
just adding more parallel data.

For instance, ongoing research is working to-
wards enriching the pipeline with additional se-
mantic information by plugging in tools for word
sense and named-entity disambiguation into the
analysis phase, thus providing the transfer phase
with disambiguated terms.
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Abstract 

This paper describes a hybrid machine 

translation (HMT) system that employs 

several online MT system application pro-

gram interfaces (APIs) forming a Multi-

System Machine Translation (MSMT) ap-

proach. The goal is to improve the auto-

mated translation of English – Latvian 

texts over each of the individual MT APIs. 

The selection of the best hypothesis trans-

lation is done by calculating the perplexity 

for each hypothesis. Experiment results 

show a slight improvement of BLEU 

score and WER (word error rate). 

1 Introduction 

MSMT is a subset of HMT where multiple MT 

systems are combined in a single system to com-

plement each other’s weaknesses in order to boost 

the accuracy level of the translations. Other types 

of HMT include modifying statistical MT (SMT) 

systems with rule-based MT (RBMT) generated 

output and generating rules for RBMT systems 

with the help of SMT [19]. 

MSMT involves usage of multiple MT sys-

tems in parallel and combining their output with 

the aim to produce better result as for each of the 

individual systems. It is a relatively new branch of 

MT and interest from researchers has emerged 

more widely during the last 10 years. And even 

now such systems mostly live as experiments in 

lab environments instead of real, live, functional 

MT systems. Since no single system can be per-

fect and different systems have different ad-

vantages over others, a good combination must 

lead towards better overall translations. 

There are several recent experiments that use 

MSMT. Ahsan and Kolachina [1] describe a way 

of combining SMT and RBMT systems in multi-

ple setups where each one had input from the 

SMT system added in a different phase of the 

RBMT system.  

Barrault [3] describes a MT system combina-

tion method where he combines confusion net-

works of the best hypotheses from several MT 

systems into one lattice and uses a language model 

for decoding the lattice to generate the best hy-

pothesis. 

Mellebeek et al. [12] introduce a hybrid MT 

system that utilised online MT engines for 

MSMT. They introduce a system that at first at-

tempts to split sentences into smaller parts for eas-

ier translation by the means of syntactic analysis, 

then translate each part with each individual MT 

system while also providing some context, and fi-

nally create the output from the best scored trans-

lations of each part (they use three heuristics for 

selecting the best translation). 

Most of the research is done English – Hindi, 

Arabic – English and English – Spanish language 

pairs in their experiments. Where it concerns Eng-

lish - Latvian machine translation, no such exper-

iments have been conducted.  

This paper presents a first attempt in using an 

MSMT approach for the under-resourced English-

Latvian language pair. Furthermore the first re-

sults of this hybrid system are analysed and com-

pared with human evaluation. The experiments 

described use multiple combinations of outputs 

from two MT systems and one experiment uses 

three different MT systems. 
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2 System description 

The main system consists of three major constitu-

ents – tokenization of the source text, the acquisi-

tion of a translation via online APIs and the selec-

tion of the best translation from the candidate hy-

potheses. A visualized workflow of the system is 

presented in Figure 1. 

Currently the system uses three translation 

APIs (Google Translate1 , Bing Translator2  and 

LetsMT3), but it is designed to be flexible and 

adding more translation APIs has been made sim-

ple. Also, it is initially set to translate from Eng-

lish into Latvian, but the source and target lan-

guages can also be changed to any language pair 

supported by the APIs. 

 

Sentence tokenization

Translation with APIs

Google Translate Bing Translator LetsMT

Selection of the best 
translation

Output

 
Figure 1: General workflow of the translation process 

2.1 API description 

Currently there are three online translation APIs 

included in the project – Google Translate, Bing 

Translator and LetsMT. These specific APIs were 

chosen for their public availability and descriptive 

documents as well as the wide range of languages 

that they offer. One of the main criteria when 

searching for translation APIs was the option to 

translate from English to Latvian. 

                                                 
1 Google Translate API - 

https://cloud.google.com/translate/ 
2 Bing Translator Control - http://www.bing.com/dev/en-

us/translator 

2.2 Selection of the final translation 

The selection of the best translation is done by cal-

culating the perplexity of each hypothesis transla-

tion using KenLM [8]. First, a language model 

(LM) must be created using a preferably large set 

of training sentences. Then for each machine-

translated sentence a perplexity score represents 

the probability of the specific sequence of words 

appearing in the training corpus used to create the 

LM. Sentence perplexity has been proven to cor-

relate with human judgments close to the BLEU 

score and is a good evaluation method for MT 

without reference translations [7]. It has been also 

used in other previous attempts of MSMT to score 

output from different MT engines as mentioned 

by Callison-Burch et al. [4] and Akiba et al. [2].  

KenLM calculates probabilities based on the 

observed entry with longest matching history 𝑤𝑓
𝑛: 

𝑝(𝑤𝑛 |𝑤1
𝑛−1) = 𝑝(𝑤𝑛 |𝑤𝑓

𝑛−1) ∏ 𝑏(𝑤𝑖
𝑛−1)

𝑓−1

𝑖=1

 

where the probability 𝑝(𝑤𝑛 |𝑤𝑓
𝑛−1) and backoff 

penalties 𝑏(𝑤𝑖
𝑛−1) are given by an already-esti-

mated language model. Perplexity is then calcu-

lated using this probability: 

 
where given an unknown probability distribution 

p and a proposed probability model q, it is evalu-

ated by determining how well it predicts a sepa-

rate test sample x1, x2... xN drawn from p. 

3 System usage 

The source code with working examples and sam-

ple data has been made open source and is availa-

ble on GitHub4. To run the basic setup a Linux 

system is required with PHP and cURL installed. 

Before running, the user needs to edit the 

MSHT.php file and add his Google Translate, 

Bing Translator and LetsMT credentials as well as 

specify source and target languages (the defaults 

are set for English – Latvian). 

The data required for an experiment is a source 

language text as a plain text file and a language 

model. The LM can be generated via KenLM us-

ing a large monolingual training corpus. The LM 

should be converted to binary format for more ef-

ficient usage. 

3 LetsMT! Open Translation API - 

https://www.letsmt.eu/Integration.aspx 
4 Multi-System-Hybrid-Translator - 
https://github.com/M4t1ss/Multi-System-Hybrid-Translator 
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4 Experiments 

 The first experiments were conducted on the Eng-

lish – Latvian part of the JRC Acquis corpus ver-

sion 2.2 [18] from which both the language model 

and the test data were retrieved. The test data con-

tained 1581 randomly selected sentences. The lan-

guage model was created using KenLM with or-

der 5. 

 Translations were obtained from each API in-

dividually, combining each two APIs and lastly 

combining all three APIs. Thereby forming 7 dif-

ferent variants of translations. Google Translate 

and Bing Translator APIs were used with the de-

fault configuration and the LetsMT API used the 

configuration of TB2013 EN-LV v035. 

 Evaluation on each of the seven outputs was 

done with three scoring methods – BLEU [13], 

TER (translation edit rate) [16] and WER [9]. The 

resulting translations were inspected with a mod-

ified iBLEU tool [11] that allowed to determine 

which system from the hybrid setups was chosen 

to get the specific translation for each sentence. 

The results of the first translation experiment 

are summarized in Table 2. Surprisingly all hybrid 

systems that include the LetsMT API produce 

lower results than the baseline LetsMT system. 

However the combination of Google Translate 

and Bing Translator shows improvements in 

BLEU score and WER compared to each of the 

baseline systems. 

The table also shows the percentage of transla-

tions from each API for the hybrid systems. Alt-

hough according to scores the LetsMT system was 

by far better than the other two, it seems that the 

language model was reluctant to favor its transla-

tions. 

 Since the systems themselves are more of a 

general domain and the first test was conducted on 

a legal domain corpus, a second experiment was 

conducted on a smaller data set containing 512 

sentences of a general domain [15]. In this exper-

iment only the BLEU score was calculated as it is 

shown in Table 1. 

 

System BLEU 

Google Translate 24.73 

Bing Translator 22.07 

LetsMT 32.01 

Hybrid Google + Bing 23.75 

Hybrid Google + LetsMT 28.94 

Hybrid LetsMT + Bing 27.44 

Hybrid Google + Bing + LetsMT 26.74 
Table 1: Second experiment results 

System BLEU TER WER 
Translations selected  

Google Bing LetsMT Equal 

Google Translate 16.92 47.68 58.55 100 % - - - 

Bing Translator 17.16 49.66 58.40 - 100 % - - 

LetsMT 28.27 36.19 42.89 - - 100 % - 

Hybrid Google + Bing 17.28 48.30 58.15 50.09 % 45.03 % - 4.88 % 

Hybrid Google + LetsMT 22.89 41.38 50.31 46.17 % - 48.39 % 5.44 % 

Hybrid LetsMT + Bing 22.83 42.92 50.62 - 45.35 % 49.84 % 4.81 % 

Hybrid Google + Bing + LetsMT 21.08 44.12 52.99 28.93 % 34.31 % 33.98 % 2.78 % 
Table 2: First experiment results

  

System User 1 User 2 User 3 User 4 User 5 
AVG 

user 
Hybrid BLEU 

Bing 21,88% 53,13% 28,13% 25,00% 31,25% 31,88% 28,93% 16.92 

Google 28,13% 25,00% 25,00% 28,13% 46,88% 30,63% 34,31% 17.16 

LetsMT 50,00% 21,88% 46,88% 46,88% 21,88% 37,50% 33,98% 28.27 

Table 3: Native speaker evaluation results

 

  

                                                 
5 https://www.letsmt.eu/TranslateText.aspx?id=smt-

e3080087-866f-498b-977d-63ea391ba61e 

8



 

5 Human evaluation 

A random 2% (32 sentences) of the translations 

from the first experiment were given to five native 

Latvian speakers with an instruction to choose the 

best translation (just like the hybrid system 

should). The results are shown in Table 3. Com-

paring the evaluation results to the BLEU scores 

and the selections made by the hybrid MT a ten-

dency towards the LetsMT translation can be ob-

served among the user ratings and BLEU score 

that is not visible from the selection of the hybrid 

method. 

6 Conclusion 

This short paper described a machine translation 

system combination approach using public online 

MT system APIs. The main focus was to gather 

and utilize only the publically available APIs that 

support translation for the under-resourced Eng-

lish-Latvian language pair. 

One of the test cases showed an improvement 

in BLEU score and WER over the best baseline.  

In all hybrid systems that included the LetsMT 

API a decline in overall translation quality was 

observed. This can be explained by scale of the 

engines - the Bing and Google systems are more 

general, designed for many language pairs, 

whereas the MT system in LetsMT was specifi-

cally optimized for English – Latvian translations. 

This problem could potentially be resolved by cre-

ating a language model using a larger training cor-

pus and a higher order for more precision. 

7 Future work 

The described system currently is only at the be-

ginning of its lifecycle and further improvements 

are planned ahead. There are several methods that 

could improve the current system combination ap-

proach. One way is the application of other possi-

ble methods for selection of the best hypothesis.  

For instance – the QuEst framework [17] can 

be used to extract various linguistic features for 

each sentence in the training corpora. Afterwards 

using the features along with a quality rating for 

each sentence a machine learning algorithm can 

train a model for predicting translation quality. 

                                                 
6 HTK Speech Recognition Toolkit - 

http://htk.eng.cam.ac.uk/ 

The resulting model can then evaluate each candi-

date translation in a multi-system setup instead of 

perplexity. 

Another path for hypothesis selection is the 

creation of a confusion network as described by 

Rosti, et al. [14]. This can be done with tools from 

either the Hidden Markov Toolkit6 or the NIST 

Scoring Toolkit7. 

It would also be worth looking into any other 

forms of evaluating translations that do not re-

quire reference translations or MT quality estima-

tion. For instance an evaluation using n-gram co-

occurrence statistics as mentioned by Doddington 

[6] and Lin et al. [10] or quality estimation using 

tree kernels introduced by Cohn et al. [5]. 
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Charles University in Prague, Faculty of Mathematics and Physics

Institute of Formal and Applied Linguistics
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Abstract

We present a thorough analysis of a com-
bination of a statistical and a transfer-
based system for English→Czech trans-
lation, Moses and TectoMT. We describe
several techniques for inspecting such
a system combination which are based
both on automatic and manual evaluation.
While TectoMT often produces bad trans-
lations, Moses is still able to select the
good parts of them. In many cases, Tec-
toMT provides useful novel translations
which are otherwise simply unavailable to
the statistical component, despite the very
large training data. Our analyses con-
firm the expected behaviour that TectoMT
helps with preserving grammatical agree-
ments and valency requirements, but that
it also improves a very diverse set of other
phenomena. Interestingly, including the
outputs of the transfer-based system in the
phrase-based search seems to have a pos-
itive effect on the search space. Overall,
we find that the components of this com-
bination are complementary and the final
system produces significantly better trans-
lations than either component by itself.

1 Introduction

Chimera (Bojar et al., 2013b; Tamchyna et al.,
2014) is a hybrid English-to-Czech MT system
which has repeatedly won in the WMT shared
translation task (Bojar et al., 2013a; Bojar et al.,
2014). It combines a statistical phrase-based sys-
tem (Moses, in a factored setting), a deep-transfer
hybrid system TectoMT (Popel and Žabokrtský,
2010) and a rule-based post-editing tool Depfix
(Rosa et al., 2012).

Empirical results show that each of the com-
ponents contributes significantly to the translation

quality, together setting the state of the art for
English→Czech translation. While the effects of
Depfix have been thoroughly analyzed in Bojar et
al. (2013b), the interplay between the two transla-
tion systems (Moses and TectoMT) has not been
examined so far.

In this paper, we show how exactly a deep
transfer-based system helps in statistical MT. We
believe that our findings are not limited to our ex-
act setting but rather provide a general picture that
applies also to other hybrid MT systems and other
translation pairs with rich target-side morphology.

The paper is organized as follows: Section 2
briefly describes the architecture of Chimera and
summarizes its results in the WMT shared tasks.
In Section 3, we analyze what the individual com-
ponents of Chimera contribute to translation qual-
ity. Section 4 describes how the components com-
plement each other Section 5 outlines some of the
problems still present in Chimera and Section 6
concludes the paper.

2 Chimera Overview

Chimera is a system combination of a phrase-
based Moses system (Koehn et al., 2007) with Tec-
toMT (Popel and Žabokrtský, 2010), finally pro-
cessed with Depfix (Rosa et al., 2012), an auto-
matic correction of morphological and some se-
mantic errors (reversed negation). Chimera thus
does not quite fit in the classification of hybrid MT
systems suggested by Costa-jussà and Fonollosa
(2015).

Figure 1 provides a graphical summary of
the simple system combination technique dubbed
“poor man’s”, as introduced by Bojar et al.
(2013b). The system combination does not need
any dedicated tool, e.g. those by Matusov et al.
(2008), Barrault (2010), or Heafield and Lavie
(2010). Instead, it directly includes the output
of the transfer-based system into the main phrase-
based search.
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Parallel training data Dev set (En)

Baseline ttable

TectoMT

CH0 CH1 CH2

Test set (En)

Synthetic ttable

Moses Moses

Depfix

Figure 1: “Poor man’s system combination”.

At its core, Chimera is a (factored) Moses sys-
tem with two phrase tables. The first is a standard
phrase table extracted from English-Czech paral-
lel data. The second phrase table is tailored to
the input data and comes from a synthetic paral-
lel corpus provided by TectoMT: the source sides
of the dev and test sets are first translated with
CU-TECTOMT. Following the standardard word
alignment on the source side and the translation,
phrases are extracted from this synthetic corpus
and added as a separate phrase table to the com-
bined system (CH). The relative importance of
this phrase table is estimated in standard MERT
(Och, 2003).

The final translation of the test set is produced
by Moses (enriched with this additional phrase ta-
ble) and additionally post-processed by Depfix.

Note that all components of this combination
have direct access to the source side which pre-
vents the cumulation of errors.

For brevity, we will use the following names:
CH to denote the plain Moses, CH to denote the
Moses combining the two phrase tables (one from
CH and one from CU-TECTOMT), and CH to de-
note the final CHIMERA.

In this paper, we focus on the first two com-
ponents, leaving CH aside. The rest of this sec-
tion summarizes Chimera’s results in the last three
years of WMT translation task and adds two tech-
nical details: language models used in 2015 and
the effects of the default low phrase table limit.

2.1 Chimera and its Components in WMT

Table 1 shows the official BLEU scores and the
results of manual evaluation (ranking) in the last
three years of WMT. It illustrates the complemen-

System BLEU TER Manual

W
M

T
13

CH 20.0 0.693 0.664
CH 20.1 0.696 0.637
CH 19.5 0.713 –
GOOGLE TRANSLATE 18.9 0.720 0.618
CU-TECTOMT 14.7 0.741 0.455

W
M

T
14

CH 21.1 0.670 0.373
UEDIN-UNCONSTR. 21.6 0.667 0.357
CH 20.9 0.674 0.333
GOOGLE TRANSLATE 20.2 0.687 0.168
CU-TECTOMT 15.2 0.716 -0.177

W
M

T
15

CH 18.8 0.715 pending
CH 18.7 0.717 –
NEURALMTPRIMARY 18.3 0.719 pending
CH 17.6 0.730 –
GOOGLE TRANSLATE 16.4 0.750 pending
CU-TECTOMT 13.4 0.763 pending

Table 1: Automatic scores and results of man-
ual ranking (where available) in the last three
years of WMT. BLEU (cased) and TER from
matrix.statmt.org. The top other system
and GOOGLE TRANSLATE reported for reference.

LM ID factor order # tokens
long stc 7 685M
big stc 4 3903M

morph tag 10 817M
longm tag 15 817M

Table 2: Overview of LMs used in Chimera.

tary value of each component in Chimera.
TectoMT by itself does not perform well com-

pared to other systems in the task, it consistently
achieves low BLEU scores and manual ranking.
Moses by itself (CH) achieves quite a high BLEU
score but still significantly lower than CH (com-
bination of the “poor” TectoMT and plain Moses).
Depfix seems to make almost no difference in the
automatic scores (once it even slightly worsened
the BLEU score) but CH has been consistently
significantly better in manual evaluation. In 2014,
Chimera would have lost to Edinburgh’s submis-
sion if it were not for Depfix.

An illustration of the complementary utility is
given in Table 3. Both CH and CU-TECTOMT pro-
duce translations with major errors. CH is able to
pick the best of both and produce a grammatical
and adequate output, very similar to the reference
translation. CH can also produce words which
were not present in either output.

2.2 Language Models

In 2015, CHIMERA in all its stages used four lan-
guage models (LMs), as summarized in Table 2.

Two of the language models (“big” and “long”)
are trained on surface forms (“stc” refers to su-

12



source the living zone with the dining room and kitchen section in the household of the young couple .

reference obývacı́ zóna s jı́delnı́ a kuchyňskou částı́ v domácnosti mladého páru .
living zone with dining and kitchen section in household younggen couplegen .

CH
obývacı́ zóna s jı́delnou a kuchynı́ v sekci domácnosti mladý pár .
living zone with dining room and kitchen in section householdgen youngnom couplenom .

CU-TECTOMT
živá zóna pokoje s jı́delnou a s kuchyňským oddı́lem v domácnosti mladého páru .
alive zone roomgen with dining room and with kitchen section in household younggen couplegen .

CH
obývacı́ prostor s jı́delnou a kuchynı́ v domácnosti mladého páru .
living space with dining room and kitchen in household younggen couplegen .

Table 3: Example of translations by various stages of Chimera. Errors are in bold, glosses are in italics.

system table limit BLEU
CH TectoMT

CH

100 20 24.23±0.10
100 100 24.16±0.07
20 20 24.00±0.04
20 100 23.96±0.03

CH
100 – 22.57±0.16
20 – 22.46±0.15

Table 4: Impact of phrase table limit for phrase
tables coming from the parallel data (the column
“CH”) and from TectoMT.

pervised truecasing, where the casing is deter-
mined by the lemmatizer) and two on morpho-
logical tags. Since tags are much less sparse
than word forms, we can use a higher LM order.
The new “long morphological”, dubbed “longm”,
was aimed at capturing common sentential mor-
phosyntactic patterns.

2.3 Phrase Table Limit
Until recently we did not pay much attention to
the maximum number of different translation op-
tions considered per source phrase (the parameter
table-limit), assuming that the good phrase
pairs are scored high and will be present in the list.

This year, we set table-limit to 100 in-
stead of the default 20 and found that while it
indeed made little or no difference in CH, it af-
fected the system combination in CH. It is known
that multiple phrase tables clutter the search space
with different derivations of the same output (Bo-
jar and Tamchyna, 2011), demanding a relaxation
of pruning during the search (e.g. stack-limit
or the various limits of cube pruning). From
this point of view, increasing the table-limit
actually makes the situation worse by bringing
in more options. We leave the search pruning
limits at their default values, increase only the
table-limit, and yet observe a gain.

Table 4 shows the average testset BLEU score
(incl. the standard deviation) obtained in three
independent runs of MERT when setting the
table-limit to 20 or 100 for one or both

Tokens Types

C
U

-T
EC

TO
M

T
C

H


C
H


1gr 1gr 2gr 3gr 4gr
D D D 44.7% 41.6% 15.1% 6.5% 3.0%
- - - 32.9% 35.0% 63.0% 77.5% 85.8%
- D D 8.6% 8.8% 9.3% 7.2% 5.1%
D - D 4.5% 4.8% 3.8% 2.5% 1.5%
- D - 3.6% 3.8% 3.5% 2.5% 1.8%
D - - 3.5% 3.7% 2.9% 1.9% 1.2%
- - D 1.4% 1.4% 1.9% 1.8% 1.5%
D D - 0.8% 0.8% 0.4% 0.2% 0.1%
Total (100 %) 60584 56298 57284 54536 51567

Table 5: Which component provided various n-
grams needed by the reference?

phrase tables. Multeval (Clark et al., 2011) con-
firmed that the difference between 20 and 100 for
both tables of CH (i.e. 24.00 vs. 24.16) is sig-
nificant while the difference for the system CH is
not. A part of this effect has to be attributed to the
lower variance of CH MERT runs, indicating that
the TectoMT phrase table somehow stabilizes the
search. This could be due to the longer phrases
from TectoMT, see Section 3.1. The results also
suggest that keeping the default limit for the Tec-
toMT phrase table would have been an even bet-
ter choice – perhaps because low scoring phrases
from TectoMT are indeed mostly bad while the re-
laxed CH table-limit ensures that the neces-
sary morphological variants of words are consid-
ered at all.

3 Contribution of Individual
Components

Table 5 breaks n-grams from the reference of
WMT14 test set into classes depending on by
which Chimera components they were produced.
The first column considers unigram tokens, the
subsequent columns report n-gram types.

We see that 44.7 % of unigram tokens needed by
the reference were available in all (DDD) com-
ponents, i.e. CU-TECTOMT, CH, and surviving in
the combination CH. On the other hand 32.9 %
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CU-TECTOMT CH both total
phrase count 3606 10033 18322 31961

tokens avg. len. 3.68 2.47 1.56 2.08
phrase count 3503 9400 8203 21106

types avg. len. 3.73 2.52 2.07 2.54

Table 6: Phrase counts and average phrase pairs
divided by their source.

tokens were not available in any of these single-
best outputs. For Czech as a morphologically rich
target language, it is a common fact that a large
portion of the output is not confirmed by the ref-
erence (and vice versa) despite not containing any
errors (Bojar et al., 2010).

The poor man’s system combination method is
essentially phrase-based, so it is not surprising that
there are about twice as many unigrams that come
from CH than from CU-TECTOMT, see 8.6 vs
4.5 %. This bias towards PBMT gets more pro-
nounced with longer n-grams (5.1 vs 1.5 % for 4-
grams). The number of n-grams needed by the
reference and coming from either of the individual
systems but not appearing in the combination (-
D- andD--) is comparable, around 3.5 % of uni-
grams.

It is good news that we gain∼1.5 % of n-grams
as a side-effect: neither of the systems suggested
them on its own but they appeared in the combi-
nation (--D). Note that we see this positive ef-
fect also for unigrams, suggesting that our “poor
man’s” system combination could in principle out-
perform more advanced techniques. The output of
the secondary system(s) can help the main search
to come up with better translation options.

In the following, we refine the analysis of con-
tributions of the individual components by finding
where they apply and what they improve.

3.1 Sources of Used Phrase Pairs

In a separate analysis, we look at the translation of
the WMT13 test set and the phrases used to pro-
duce it. Table 6 shows both phrase counts and
average (source) phrase lengths (in words) bro-
ken down according to the phrase source. The
test set was translated using 31961 phrases in to-
tal (“phrase tokens”), 21106 unique phrase pairs
were used (“phrase types”). Many phrase pairs
were available in both phrase tables.

The TectoMT phrase table provided 11706
phrase types in total, 3503 of these were unique,
i.e. not present in the phrase table extracted from
the parallel data. (See Section 4.1 below for the

reachability of such phrases on the WMT14 test
set.) Given the total number of phrase types, this
is a small minority (roughly 17 %), however these
phrases correspond directly to our test set and the
benefit is visible right away: the average phrase
length of these unique phrases is much higher
(3.73) which allows the decoder to cover longer
parts of the input by a single phrase. We be-
lieve that such phrases help preserve local (mor-
phological) agreement and overall consistency of
the translation.1

As expected, the average length of the shared
phrase pairs (present in both phrase tables) is short
and this is even more prominent when we look
at tokens (phrase occurrences) where the average
length is only 1.56. Again, phrase tokens provided
by TectoMT are significantly longer, 3.68 words
on average.

3.2 Correctness of Phrases from CH vs.
CU-TECTOMT

Phrase-based MT relies on phrase pairs automat-
ically extracted from parallel data. This process
uses imperfect word alignment and several heuris-
tics and therefore, phrase tables often contain spu-
rious translation pairs. Moreover, phrases ex-
tracted from synthetic data (where the target side
was produced automatically) can contain errors
made by the translation system.

In this analysis, our basic aim was to compare
the quality of phrases extracted from parallel data
and phrases provided by TectoMT. This analysis
was done manually on data samples by two inde-
pendent annotators. We looked at the percentage
of such bad phrase pairs in two settings:

• phrase pairs contained in the phrase table

• phrase pairs used in the 1-best translation

We can assume that most of the noisy phrase
pairs in the phrase tables are never used in practice
(they are improbable according to the data or they
apply to some very uncommon source phrase).
That is why we also looked at phrase pairs actu-
ally used in producing the 1-best translation of the
WMT 13 test set.

For each of the two settings, we took a random
sample of 100 phrase pairs from each source of

1Outputs of TectoMT tend to be grammatical sentences.
The surface realization is generated from a deep-syntactic
representation using a sequence of steps which preserve the
imposed agreement constraints.
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data and had two annotators evaluate them. The
basic annotation instruction was: “Mark a phrase
pair as correct if you can imagine at least some
context where it could provide a valid translation.”
In other words, we are checking if a phrase pair
introduces an error already on its own.

OK Bad Unsure IAA

ttable CH 76.0% 17.5% 6.5% 78.0
CU-TECTOMT 66.3% 26.3% 7.4% 83.0

used CH 89.0% 7.5% 3.5% 94.0
CU-TECTOMT 87.5% 9.0% 3.5% 87.0

Table 7: Correctness of phrases in CHIMERA’s
phrase tables.

Table 7 shows the results of the annotation. As
expected, the percentage of inadmissible phrase
pairs is much higher in the first setting (random
samples from phrase tables), 17.5–26.3 % com-
pared to 7.5–9.0 %. Most phrase pairs which con-
tributed to the final translations were valid transla-
tions (87.5–89.0 %).

The phrase table extracted from TectoMT trans-
lations was worse in both settings. However, while
only 66 % of its phrase pairs were considered cor-
rect in the random selection, it was about 87 % of
phrases actually used. This shows that the final de-
coder is able to pick the correct suggestions quite
successfully.

Interestingly, despite the rather vague task de-
scription, inter-annotator agreement was quite
high: 80.5 % on average in the first setting and
90.5 % in the second one.

3.3 Automatic Analysis of Errors in
Morphology

We were interested to see whether we can find a
pattern in the types of morphological errors fixed
by adding the TectoMT phrase table. We trans-
lated the WMT14 test set using CH, CH and
CH. We aligned each translation to the refer-
ence using HMM monolingual aligner (Zeman et
al., 2011) on lemmas. We focused on cases where
both the translation and the reference contain the
same (aligned) lemma but the surface forms dif-
fer.2 Table 8 shows summary statistics along with
the distribution of errors among Czech parts of
speech. We omitted prepositions, adverbs, con-
junctions and punctuation from the table – these
POSes do not really inflect in Czech.

The number of successfully matched lemmas

2Due to ambiguity, the surface forms are often equal but
their tags differ, we omit these cases from our analysis.

(in the HMM alignment phase) is lowest for CH
– this is expected as this system also got a lower
BLEU score. Both other systems matched roughly
400 more lemmas within the test set (this also
means 400 more opportunities for making mor-
phological errors, i.e. CH and CH have a more
difficult position than CH in this evaluation). The
good news is that CH and CH show a signifi-
cantly lower number of errors in morphology – the
total number of errors was reduced by almost 500
from the 6065 made by CH.

Overall, the number of errors per part of speech
(POS) is naturally affected by the frequency of the
individual POS in Czech text. We see that CH
(and CH) reduce the number of errors across all
POSes. However, the most prominent improve-
ment can be observed with nouns (N) and adjec-
tives (A). We can roughly say that they account
for 407 errors out of the 491 fixed by CH.

When we look at the morphological tags for
each of the 407 errors, we find that the vast major-
ity (393 errors) only differ in morphological case.
TectoMT therefore seems to improve target-side
morphological coherence and in particular valency
and noun-adjective agreement. This is further sup-
ported by the manual analysis in Section 3.4.

This analysis does not provide a good picture of
the effect of adding Depfix. The difference in er-
ror numbers is negligible and inconsistent across
POSes (adjectives seemingly got mildly worse
while nouns were somewhat improved). Depfix
rules generally prefer precision over recall, so they
do not change the output considerably. Moreover,
valid corrections may not be confirmed by the sin-
gle reference that we have available. The accuracy
of the individual Depfix rules was already evalu-
ated by Bojar et al. (2013b). Depfix significantly
improves translation quality according to human
evaluation, as evidenced by Table 1.

3.4 Manual Analysis of TectoMT n-Grams

In order to check what phenomena are improved
by TectoMT, we manually analyzed a small sam-
ple of n-grams needed by the reference and pro-
vided specifically by TectoMT, i.e. n-grams pro-
duced CU-TECTOMT but not CH and surviving to
the final CH output. These come from the 1.5 %
D-D 4-grams from Table 5.

The results are presented in Table 9. For each
of the examined 4-grams, the annotator started by
checking the corresponding part of CH output. In
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System # lemmas # errors # lemmas by part of speech
A C N P V

CH 39255 6065 1200 90 2727 502 1358
CH 39684 5574 1066 75 2454 480 1307
CH 39610 5559 1071 76 2431 468 1323

Table 8: Morphological errors made by Chimera divided by part of speech. A=adjective, C=numeral,
N=noun, P=pronoun, V=verb.

OK Anyway 42 (31.1 %)
Worsened 4 (3.0 %)
Bad Anyway 2 (1.5 %)
Word Order esp. Syntax of Complex NPs 13 (9.6 %)
Valency of Verbs and Nouns 12 (8.9 %)
Agreements in NPs or Subj-Verb 10 (7.4 %)
Clause Structure (Conjunctions etc.) 8 (5.9 %)
Lexical Choice 7 (5.2 %)
Avoided Superfluous Comma 5 (3.7 %)
Possessive (’s or of) 5 (3.7 %)
Properties of Verbs (number, tense, . . . ) 4 (3.0 %)
Reflexive Particle 3 (2.2 %)
Other 20 (14.8%̇)
Total 135 4-grams

Table 9: Small manual analysis of 4-grams con-
firmed by the reference and coming from CU-
TECTOMT (not produced by CH, only by CH).

31.1 % of cases, the CH output was an equally ac-
ceptable translation. (Other parts of the sentence
were not considered.) The false positive 4-grams
are fortunately rather rare: 3 % of these 4-grams
by CH and confirmed by the reference are actu-
ally worse than the proposal by CH (“Worsened”)
and 1.5 % other cases are bad in both CH and CH
output (“Bad Anyway”).

Overall, the most frequent improvements thanks
to CU-TECTOMT are related to Czech morphology,
be it better choice of preposition and/or case for
noun phrases dependent on verbs or other nouns
(“Valency”), better preservation of case, number
and/or gender within NPs or between the subject
and the verb (“Agreements”), or morphological
properties of verbs (“Properties of Verbs”). An-
other prominent class of tackled errors is related
to syntax of complex noun phrases which often
surface as garbled word order (“Word Order, esp.
Syntax of Complex NPs”). CU-TECTOMT also
helps with translating clause structure (incl. avoid-
ing the comma used in English after topicalized
elements, “Avoided Superfluous Comma”), with
lexical choice, possessive constructions or the re-
flexive particle.

Overall, the range of improvements is rather
broad, with each type receiving only a small
share. The row “Other” includes diverse phe-
nomena like better Noun-Verb-Adj disambigua-

tion, morphological properties of nouns coming
from the source, phrasal verbs, translation of nu-
merical expressions incl. units, negation, pro-drop,
or translation of named entities.

4 Complementary Utility

This section contains some observations on how
the individual components of Chimera comple-
ment each other and to what extent one can substi-
tute another. Unlike the previous section, we are
not interested in why the components help but in-
stead in what happens when they are not available.

4.1 Reachability of TectoMT Outputs for
Plain Moses

In order to determine whether Moses itself could
have produced the translations acquired by com-
bining it with TectoMT, we ran a forced (con-
strained) decoding experiment (with table limit set
to 100) – we ran CH on the WMT14 test set and
targeted the translations produced by CH. We
first put aside the 338 sentences where the outputs
of both systems are identical.

all different? reachable? score diff

3003 2665 1741 1601 (<)
140 (>)

924 (unreachable)
338 (identical)

Table 10: Forced decoding – an attempt of CH to
reach the test set translations produced by CH.

Out of the 2665 remaining sentences, Moses
was able to produce 1741 sentences (i.e., roughly
two thirds). This shows that TectoMT indeed pro-
vides many novel translations. This fact is partic-
ularly interesting when we consider the amount of
data available to Moses – this year, its translation
model was trained using over 52 million parallel
sentences. Still, many necessary word forms are
apparently missing in the phrase table (when lim-
ited to 100 options per source span).

For the reacheable sentences, we compared
their model scores according to CH. On aver-
age, the score of the CH original translation was
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slightly higher (by 1.11) than the score of the
forced translation – in 1601 cases, Moses pro-
duced a better-scoring translation. We can at-
tribute this difference to modelling errors: when
we compare BLEU scores of CH and CH on
these 1601 sentences, CH obtains a significantly
better result, 24.78 vs. 23.03 (even though the
model score according to CH is lower).

In 140 sentences, the model score of the forced
translation was higher than the score of the trans-
lation actually produced. Apparently, the quality
of CH’s output was harmed also by search errors.3

For completeness, we ran another variant of the
forced decoding setting. We collected all phrases
that were provided by the TectoMT phrase table
and used by CH when translating the test set. We
then ran constrained decoding for CH with these
phrases as input sentences. Our question was how
many of TectoMT’s phrases can CH in princi-
ple create by itself. Out of the 15607 TectoMT’s
phrases used for translating the test set, CH was
able to create 14057 of them. We looked at the
roughly 10 % of phrases which were unreachable
and found that some of them contained named en-
tities or unusual formulations (not necessarily cor-
rect), however most were valid translations. Note
that even if 90 % of the phrases are reachable, they
can still be overly costly (esp. when built from
multiple pieces) so Moses might prefer a segmen-
tation with fewer phrases, although they match to-
gether less well.

table limit 20 100 1000
unreachable phrases 2441 1550 1210

Table 11: The effect of phrase table limit on the
reachability of phrases in constrained decoding.

Table 11 illustrates the impact of phrase table
limit on the reachability of phrases in this setting.
The difference in coverage is significant between
the limits 20 (the default value for Moses) and 100,
which confirms our observations in Section 2.3.
It is somewhat surprising that even between the
100th and 1000th best phrase translation, there are
still phrases that can improve the coverage.

4.2 Long or Morphological LMs vs. TectoMT

In order to learn more about the interplay between
the TectoMT phrase table and our language mod-

3We also ran the same experiment with cube pruning pop
limit increased to 5000. The number of sentences with lower
model score decreased to 28.

els (LMs), we carried out an experiment where we
evaluated all (sensible) subsets of the LMs. For
each subset, we reran tuning (MERT) and evalu-
ated the system using BLEU.

As shown above, a significant part of the contri-
bution of TectoMT lies in improving morphologi-
cal coherence. Since the strong LMs (especially
the ones trained on morphological tags) should
have a similar effect, we were interested to see
whether they complement each other or whether
they are mutually replaceable.

In Table 12, we provide results obtained on the
WMT14 test set, sorted in ascending order by the
BLEU score with TectoMT included. It is immedi-
ately apparent that LMs cannot replace the contri-
bution of TectoMT – the best result in the first col-
umn (22.69) is noticeably worse than the weakest
result obtained with TectoMT included (22.93).

LMs -TectoMT +TectoMT ∆
long 21.32 22.93 +1.61
big 22.00 23.19 +1.19
long longm 22.14 23.31 +1.17
long morph 22.01 23.48 +1.47
long morph longm 22.00 23.52 +1.52
big longm 22.29 23.55 +1.26
big long 22.26 23.84 +1.58
big morph 22.21 23.89 +1.68
big morph longm 22.28 24.01 +1.73
big long longm 22.69 24.04 +1.35
big long morph 22.48 24.10 +1.62
all 22.59 24.24 +1.65

Table 12: Complementary effect of adding Tec-
toMT and language models.

Concerning the usefulness of LMs, it seems
that their effects are also complementary – we get
the best results by using all of them. It seems
that “big” and “long” capture different aspects of
the language – “big” provides very reliable statis-
tics on short n-grams while “long” models com-
mon long sequences (patterns). The morphologi-
cal LMs do seem correlated though. When adding
“longm”, our aim was to also capture long com-
mon patterns in sentential structure. However, it
seems that the n-gram order 10 already serves this
purpose quite well and extending the range pro-
vides only modest improvement.

5 Outstanding Issues

The current combination is quite complex and as
such, it results in non-trivial interactions between
the components which are hard to identify and de-
scribe. We would like to simplify the architecture
somehow, striving for a clean, principled design.
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However, as we have shown, we cannot simply re-
move any of the components without a significant
loss of translation quality, so this remains an open
question for further research.

5.1 Weaknesses of CH

On many occassions, we were surprised by the
low quality of CH’s translations. We consid-
ered this system a rather strong baseline, given the
LMs trained on billions of tokens and the factored
scheme, which specifically targets morphological
coherence. Yet we observed many obvious errors
both in lexical choice and morphological agree-
ment, which were well within the scope of the
phrase length limit and n-gram order. We believe
that more sophisticated statistical models, such as
discriminative classifiers which take source con-
text into account (Carpuat and Wu, 2007) or opera-
tion sequence models (Durrani et al., 2011), could
be applied to further improve CH.

5.2 Practical Considerations

As he have shown, our approach to system com-
bination has some unique properties and can cer-
tainly be an interesting alternative. Yet it can be
viewed as impractical – the models (the TectoMT
phrase table, specifically) actually require the in-
put to be known in advance. In this section, we
outline a possible solution which would allow for
using the system in an on-line setting.

The synthetic parallel data consist of the dev set
and test set. Our development data can be fixed in
advance so re-tuning the system parameters is not
required for new inputs.

The only remaining issue is ensuring that the
second phrase table contains the TectoMT trans-
lation of the input. We propose to first translate
the input sentence using TectoMT. Then for word
alignment, we can either use the alignment in-
formation directly from TectoMT or apply a pre-
trained word-alignment model, provided e.g. by
MGiza (Gao and Vogel, 2008). Phrase extraction
and scoring can be done quickly on the fly.

Phrase scores should ideally be combined with
the dev-set part of the phrase table. Moses has
support for dynamic updating of its phrase tables
(Bertoldi, 2014), so changing the scores or adding
new phrase pairs is possible at very little cost.

With pre-trained word alignment and dynamic
updating of the phrase table, we believe that our
approach could be readily deployed in practice.

6 Conclusion

We have carefully analyzed the system combina-
tion Chimera which consists of a statistical sys-
tem Moses (CH), a deep-syntactic transfer-based
system TectoMT and a rule-based post-processing
tool Depfix. We focused on the interaction be-
tween CH and CU-TECTOMT. We described sev-
eral techniques for inspecting this combination,
based on both automatic and manual evaluation.

We have found that the transfer-based compo-
nent provides a mix of useful, correct translations
and noise. Many of its translations are unavailable
to the statistical component, so its generalization
power is in fact essential. Moses is able to select
the useful translations quite successfully thanks to
strong language models, which are trained both on
surface forms and morphological tags.

Our experiment with forced decoding further
showed that translations which are reachable for
Moses are often not chosen due to modelling er-
rors. It is the extra prominence these translations
get thanks to CU-TECTOMT that helps to overcome
these errors.

We show that our approach to system combi-
nation (using translations from the transfer-based
system as additional training data) has several ad-
vantageous properties and that it might be an inter-
esting alternative to standard techniques. We out-
line a solution to the issue of the practical applica-
bility of our method.

Overall, we find that by adding the transfer-
based system, we obtain novel translations and im-
proved morphological coherence. The final trans-
lation quality is improved significantly over both
CH and CU-TECTOMT alone, setting the state of
the art for English→Czech translation for several
years in a row.
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Abstract 

The present article reports on efforts to im-

prove the translation accuracy of a corpus–

based hybrid MT system developed using the 

PRESEMT methodology. This methodology 

operates on a phrasal basis, where phrases are 

linguistically-motivated but are automatically 

determined via a dedicated module. Here, em-

phasis is placed on improving the structure of 

each translated sentence, by replacing the Ex-

ample-Based MT approach originally used in 

PRESEMT with a sub-sentential approach. Re-

sults indicate that an improved accuracy can be 

achieved, as measured by objective metrics.  

1 Introduction 

In the present article, a corpus-based methodolo-

gy is studied, which allows the creation of MT 

systems for a variety of languages using a com-

mon set of software modules. This methodology 

has been specifically designed to address the 

scarcity of parallel corpora needed to train for 

instance a Statistical Machine Translation system 

(Koehn, 2010), in particular for less widely-

resourced languages. Thus the main source of 

information is a large collection of monolingual 

corpora in the target language (TL). This collec-

tion is supplemented by a small parallel corpus 

of no more than a few hundred sentences, which 

the methodology employs to extract information 

about the structural transfer from the source lan-

guage (SL) to the target one. The aim in the pre-

sent article is to investigate how the translation 

quality can be improved over the best results re-

ported so far (Tambouratzis et al., 2014). Em-

phasis is placed on extracting the salient infor-

mation from the small parallel corpus, to most 

accurately define the structure of the sentences 

being translated. The efficacy of this effort is 

verified by a set of experiments.  

2 Summary of Translation Process  

The PRESEMT methodology studied here is de-

signed to address the very limited availability of 

parallel corpora (of a few hundred sentences at 

most) with large amounts of monolingual corpo-

ra, and achieve a competitive translation quality 

without explicit provision of linguistic 

knowledge. Instead, linguistic knowledge is ex-

tracted from the corpora available, via algorith-

mic means (Sofianopoulos et al., 2012). The par-

allel corpus comprises a number of aligned sen-

tences (these are referred to as ACS – Aligned 

Corpus Sentences).  

The PRESEMT methodology comprises two 

phases, which process the text to be translated on 

a sentence-by-sentence basis. The first phase de-

termines the structure of the translation (Phase 1– 

Structure selection phase) using the parallel cor-

pus. The second phase rearranges the sequence 

of tokens in each phrase and decides on the op-

timal translation of each token (Phase 2 – Trans-

lation equivalent selection). 

PRESEMT adopts a phrase-based approach, 

where the phrases are syntactically motivated 

and the text-to-be-translated is processed on the 

basis of the phrases contained. These phrases are 

determined in a pre-processing phase, just before 

the beginning of the translation process, via the 

Phrase Model Generator (PMG) module. PMG is 

trained on the small parallel corpus to port the 

phrasing scheme from the target language (in 

which a chunker is available) towards the source 

language. Thus PMG is able to chunk arbitrary 
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input sentences into phrases, in the process elim-

inating the need for a suitable SL chunker.  

As a result, in the first translation phase each 

input sentence (InS) is handled as a sequence of 

phrases. The reordering of these phrases in the 

TL translation is determined by comparing the 

InS structure to the SL-side structures of all sen-

tences of the parallel corpus. To this end, a Dy-

namic Time Warping (DTW) algorithm, as dis-

cussed in Myers et al. (1980), is used. The DTW 

implementation chosen is that of Smith et al. 

(1981), with all comparisons being performed on 

a phrase-by-phrase basis, on the SL-side. When 

the best-matching SL-side sentence structure is 

determined, the structure of the InS translation is 

defined by the corresponding TL-side sentence. 

This process is summarized in Fig.1. 

 

 
 

Figure 1: Schematic description of PRESEMT 

translation methodology. 

 

In turn, Phase 2 samples the indexed mono-

lingual TL corpus to determine the most likely 

token translations and sequence of tokens within 

the boundaries of each phrase, using the stable-

marriage algorithm (Mairson, 1992). The PRE-

SEMT translation methodology is of a hybrid 

nature, as Phase 1 is EBMT-inspired (Nagao, 

1984 & Hutchins, 2005), while Phase 2 is con-

ceptually much closer to SMT (Brown et al., 

1988).  

In the present article, emphasis is placed on 

improving specifically the first translation phase, 

aiming for an improvement in the resulting quali-

ty. The aim is to algorithmically establish rea-

lignment rules that cover sub-sentential seg-

ments. Conceptually, this possesses similarities 

to the preordering methods proposed for SMT 

systems (cf. Lerner et al., 2013 and Stymne, 

2009). In (Lerner et al., 2013) preordering is 

aimed to pre-process the input text so as to ren-

der the sequence in SL closer to the sequence in 

TL. This can simplify the translation process sig-

nificantly, and result in improved translation 

scores. However, a dependency parser in the SL-

side is assumed and preordering is performed 

prior to any processing of the input string to sim-

plify the training of the SMT.  

On the contrary, in the present article the aim 

is to determine sub-sentential re-orderings which 

are applied within the translation process. Fur-

thermore, in PRESEMT the SL-side parsing 

scheme is induced via the TL-side shallow parser 

and thus is not sufficiently detailed to provide 

subject-object relationships or to determine de-

pendencies as required by preordering algo-

rithms. Finally, as the parallel corpus only num-

bers a few hundred sentences, the SL-side infor-

mation is not sufficiently extensive to support the 

extraction of large numbers of rules as reported 

by e.g. Stymne (2009).  

 

3 Porting the Sentence Structure from 

SL to TL 

The structure selection phase serves to determine 

for each sentence to be translated the structure of 

the translation. For each phrase in the sentence, 

the following tuple is created: 

 

���� � 

����_�	�
�; ��
��
����; ��

��
�����   (1) 

 

where ���_�	�
� 	indicates the phrase-type of the 

���  phrase, ��
��
����  is the Part-of-Speech 

(PoS) tag of the phrase head, and ��

��
���� is 

the case of the phrase head. Then the ��� sen-

tence is expressed as an ordered sequence of j 

tuples: 

 


������

���� � �����; ����; . . ; �����	 (2) 

 

To determine the optimal structure of the trans-

lated sentence InS, the information existing in the 

small parallel corpus of N sentences is exploited. 

More specifically, this corpus contains a number 

of N aligned sentences ACS (Aligned Corpus 

Sentences), for which the SL and the TL sen-

tence are direct equivalents of each other (denot-

ed as ACS_SL and ACS_TL respectively). Then, 

the structure of the InS translation is the one of 

the cth sentence pair ACS, for which the follow-

ing expression is maximized: 

 

	 max
�#�#$

%
�&�'�
������(�)�, 
������+,)_)-��. 	�3� 
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In (3), simil expresses the phrase-wise structural 

similarity between sentences InS and ACS_SL 

determined via a phrase-by-phrase comparison 

(as discussed in Sofianopoulos at el., 2012). The 

similarity of two phrases is calculated as the 

weighted sum of three constituent similarities, (a) 

the phrase type, (b) the phrase head PoS tag and 

(c) the grammatical case of the phrase head. 

3.1 Analysing translation problems 

An analysis of PRESEMT results has shown that 

a large proportion of translation errors are due to 

the first phase of the translation process. In such 

cases, the structure of the translation of an input 

sentence InS fails to be accurately determined, 

and the translation quality suffers accordingly. It 

should be noted that within the PRESEMT sys-

tem, the diversity of sentences in the parallel 

corpus is limited. Due to the limited size of the 

parallel corpus, the number of archetypes sup-

porting the transfer of structures from SL to TL 

is smaller than is desirable.  

To indicate the effect of the limited coverage 

provided by the restricted number of parallel SL-

TL sentence pairs, an example is provided in 

Figure 2, based on the Greek-to-English transla-

tion pair. In this example only the phrase types 

are quoted, without any additional differentiation 

(such as case or PoS of the phrase head). In this 

example, the original sentence in Greek is shown 

in (1) while in (2) and (3) the translation is 

shown in terms of lemmas and tokens, when us-

ing the standard Structure selection algorithm of 

PRESEMT. In (4) and (5), the translation using 

our proposed novel structure selection algorithm 

is shown, which has an improved structure. 

 

(1) Initial Sentence 

PC2(Ο πατέρας της) VC6(προσπαθεί) 

ADVC8(μάταια) να PC11(τη) VC13(μεταπείσει) . 

Standard Structure Selection 

(2) Lemmas (3) Tokens 

PC2(her father) VC6(try) 

ADVC8(in vain) to 

PC11(her) VC13(dissuade). 

Her father tries in 

vain to her dissuade. 

Proposed Structure Selection 

(4) Lemmas (5) Tokens 

PC2(her father) VC6(try) 

ADVC8(in vain) to 

VC13(dissuade) PC11(her). 

Her father tries in 

vain to dissuade her. 

 

Figure 2: translation of input sentence (1) as gen-

erated by the standard PRESEMT structure se-

lection [cf.(2) and (3)] & the new one [cf.(4) and 

(5)] in terms of lemmas and tokens respectively. 

For this language pair, four phrase types exist 

(namely ADVC, PC, VC and ADJC), as deter-

mined by the Treetagger (Schmid, 1995) version 

for the English language. To simplify the analy-

sis, it is assumed that all sentences have a fixed 

structure size k (that is, they comprise exactly k 

phrases each). Then, the number of possible 

combinations, phrN depends on the number of 

phrase types ptype (not taking into account lin-

guistic constraints that may render certain com-

binations ungrammatical): 

 
k

phr ptypeN =    (4) 

 

In the case of only four phrase types and a se-

quence of ten phrases, the number of combina-

tions as determined by eqn. (1) is 410, which is 

approximately equal to 106. However, the size of 

the parallel corpus in PRESEMT is typically 

constrained to only 200 sentences. Consequently, 

for the EBMT approach used by PRESEMT, the 

maximum number of possible structural trans-

formations from SL to TL is at most 200. In real-

ity there are bound to be identical entries within 

the structures of the aligned sentences, ACS, 

with more than one sentence pairs having the 

same structure in terms of phrase sequences in 

both SL and TL. For instance, in the default par-

allel corpus of 200 sentences used in the Greek-

to-English PRESEMT system, the actual number 

of unique SL/TL phrase-based structures (de-

fined as a sequence of phrase types) is approxi-

mately 100. Hence, the population of archetypes 

covers the pattern space much more sparsely than 

is ideal, and the likelihood of a representative 

exemplar existing in the small parallel corpus is 

very low.  

On the basis of this observation, it is expected 

that for several input sentences InS a sub-optimal 

match will be established, as either no satisfacto-

ry match can be found or only a partial match 

will be determined, with conflicts occurring for 

one or more phrases. For instance, for a given 4-

phrase input sentence with structure {PC ; VC ; 

ADVC; PC} the closest match may well be ar-

chetype {PC ; VC ; PC ; PC}, resulting in a 

mismatch at the third element. As a result the 

structure of the translation is defined by making 

arbitrary approximations, due to the constrained 

corpus size. If the proportion of mismatches is 

very high, it might be preferable to disregard the 

structural transformations indicated by the cho-

sen template as they are probably inaccurate.  
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3.2 Replacing the classic structure selection  

Based on the aforementioned discussion, the 

question becomes how to use more effectively 

the information inherent in the small parallel 

corpus of SL-TL sentences, to determine rea-

lignments when translating sentences from SL to 

TL. In the original Structure selection algorithm 

an EBMT-type algorithm (Nagao, 1984) is used 

where a single sentence from the parallel corpus 

defines the structure of the translation, implicitly 

assuming an appropriate coverage of the pattern 

space. An alternative approach is investigated in 

the present article, where from each sentence pair 

of the parallel corpus, knowledge is extracted 

about realignments of phrases when transferring 

a sentence from SL to TL. Thus sub-sentential 

templates (hereafter termed realignment tem-

plates) are created which describe the necessary 

reorderings of phrases for relatively short se-

quences in preference to longer templates that 

operate on the entire sentence (as is the case in 

the standard Structure selection). The aim then 

becomes to extract a representative set of such 

templates that is applicable to the large majority 

of sentences.  

 

 
 

Figure 3: Sequence of steps to extract realign-

ment templates from a parallel corpus. 
 

The underlying assumption of this approach is 

that when translating from SL to TL, the struc-

ture should not be modified, in the absence of 

evidence that a realignment is required. Hence, 

the aim is to determine templates that model 

phrase realignments between the SL and TL 

sides, and which are then applied to the input 

sentence structure depending on certain criteria. 

An example of such phenomena includes the 

subject which in Greek may follow the corre-

sponding verb chunk, though in English this or-

der is reversed. What is needed is to determine 

realignments that consistently occur when transi-

tioning from SL to TL and to estimate their cor-

responding likelihood. Regarding the linguistic 

resources available, this information may only be 

extracted from the small parallel corpus. The cri-

teria for estimating the likelihood comprise: 

- the length of the realignment template in 

terms of phrases, 

- the frequency of occurrence of the tem-

plate in the small parallel corpus. 

A different realignment template is defined 

for each reordering of phrase sequences, from the 

SL and TL side sentences. To support direct 

comparisons with earlier results, each phrase is 

defined by the phrase type (e.g. verb phrase or 

noun phrase), the phrase head part-of-speech 

(PoS) tag and its case (if this exists for the given 

language). Of course, additional characteristics 

may also be chosen, depending on the specific 

language pairs studied, to attain a better perfor-

mance. 

The outline of the algorithm to create a set of 

realignment templates is depicted in Figure 3. 

Initially (in Step 1) every parallel sentence pair is 

scanned to find phrase realignments, and each 

realignment is recorded in a list. Then (in Step 

2), identical realignments (where sequences of 

phrases in both SL and TL match exactly) are 

assimilated to record the frequency of occurrence 

of each realignment template. In Step 3, a heuris-

tic is used to score each one of the templates and 

a new ordered list of templates is created. Based 

on the heuristic, a higher score indicates a higher 

likelihood of correct activation. Finally, a filter-

ing Step 4 is used to eliminate templates that are 

considered unlikely to be correct, based on their 

frequency of occurrence in the parallel corpus 

(more details on the heuristic function and filter-

ing process are provided in sub-section 3.4). The 

resulting list of templates is then used to define 

the structure of the input sentence InS when 

translated, by consecutively trying to apply each 

of the realignment templates, one at a time, start-

ing with the highest-ranked one, as discussed in 

the next sub-section. 

3.3 Application of realignment templates 

When ordering the realignment templates, two 

distinct cases are defined, depending on whether 

context beyond the realignment template is taken 

into account. In the first case, the algorithm iden-

tifies the realignment template by finding only 

the sequence of phrases that are realigned, with-
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out taking into account the identities of any 

neighbouring phrases (this being denoted as 

“Align-nC”, where nC stands for No Context).  

In the second case, the context of the realign-

ment template to the left and the right is also 

considered. Thus, one additional phrase to the 

left and to the right is recorded within an extend-

ed realignment template. In this approach, three 

distinct variants are considered, depending on the 

degree of the context match. More specifically: 

a. If the left and right contexts need to ful-

ly-match (i.e. the type of phrases need to coin-

cide but the PoS tag and case of the phrase heads 

also need to agree), this is termed as type-0 (and 

is denoted as “Align-C0”, where C0 stands for 

Context-type-0). This type of match is the most 

restrictive as it requires matching of all charac-

teristics but on the other hand it allows for more 

finely-detailed matching. 

b. If the left and right context need to be 

matched only in terms of the type of phrases (but 

not the PoS tag and case of the phrase heads), 

this is termed as type-1 (denoted as “Align-C1”). 

In contrast to context phrases, for the phrases 

within the realignment templates, matching ex-

tends to both the PoS tag and case of the phrase 

head. The alignment of type-1 is thus relaxed in 

comparison to that of type-0 in terms of context-

defining phrases, allowing a potentially larger 

number of matches of the alignment template to 

the parallel corpus, as observed in Table 1. 

c. If for both the context and realignment 

phrases, only the phrase-type is required to 

match, (i.e. not the head PoS tag or its case) then 

this is termed as type-2, (denoted as “Align-C2”) 

and corresponds to the least restrictive match in 

terms of the context, giving the largest number of 

matches, as seen in Table 1. However, this relax-

ation in matching might allow for realignment 

cases where the PoS tags of the phrases and their 

neighboring ones do not match, thus resulting in 

lower translation accuracy. 

 

Table 1: increase of realignments detected for 

different variations with context in comparison to 

the no-context (Align-nC) case, for the standard 

Greek-to-English parallel corpus. 

 

Realignment variations 

Align-nC Align-C0 Align-C1 Align-C2 

+0% +75% +150% +825% 

 

Two examples of realignment templates ex-

tracted from a small parallel corpus are depicted 

in Figure 4. For a specific realignment, the dif-

ferent realignment templates extracted with and 

without context are depicted in Figure 5.  

 

 
 

Figure 4: Examples of realignment templates. 

 

 
 

Figure 5: Types of realignment template without 

context and with context – the parallel SL/TL 

sentence is shown on top, followed by the differ-

ent templates that can be extracted. 

 

The optimal matching depends of course on 

the characteristics of the language pair being 

handled, as well as the amount of training data 

available. Thus more discriminative templates 

can be established, provided that the appropriate 

amount of training data is available. Else, it is 

likely that most templates will only be encoun-

tered once, and effectively a look-up table will be 

established for realignment templates found 

within the parallel corpus. In this case, no gener-

alization by the system will be possible and the 

translation accuracy can be expected to suffer. 

Comparative performances of the aforemen-

tioned variants will be discussed in the experi-

mental results’ section. 
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3.4 Heuristic function for ranking realign-

ment templates 

The heuristic function has a key role in determin-

ing the system behavior, by defining the appro-

priate ranking of the templates. As the system 

attempts to iteratively match the sequence of 

phrases in the chunked input sentences with each 

realignment template, it first applies the highest-

ranked templates and progressively moves to 

lower-ranked ones. A lower-ranked template is 

applied to a specific set of phrases provided that 

no higher-ranked template has been applied to 

any of these phrases. Thus, the ranking dictates 

the selection of one realignment template over 

another, and can affect the accuracy of the trans-

lation structure. 

Based on a preliminary study, it was decided 

to rank higher realignment templates which oc-

cur more frequently within the given training set 

(parallel corpus). Also, the application of larger 

templates is preferred over smaller ones. The 

actual heuristic function chosen for translation 

simulations is expressed by equation (5): 

 


���
� � 0�
1� + �� ∗ '
��  (5) 

 

Where 
���
� is the score of the i-th realign-

ment template, 0�
1� corresponds to the frequen-

cy of occurrence of the template in the training 

corpus and '
�� is the length of the realignment 

template in terms of phrases. Parameter �� is 

used to weigh the two factors appropriately.  

In addition, a number of constraints serve to 

eliminate cases where potentially spurious rea-

lignments may be chosen as valid ones. These 

constraints have been developed by studying ini-

tial translation results. For this description, a rea-

lignment between the SL and TL-sides is defined 

as �

145675. On the other hand, �

145 is used 

to denote only the part of the realignment in the 

SL-side of the parallel corpus. 

Constraint 1: If a realignment involving a se-

quence of phrases �

145675 is encountered very 

infrequently in comparison to the occurrences of 

the sequence in the SL-side of the parallel cor-

pus, �

145, then it is rejected. The aim of this 

constraint is to eliminate unlikely realignments, 

which are not applicable for the majority of SL-

side patterns 1. This is expressed by (6), where 

0�
1_�ℎ�

 is a user-defined threshold: 

                                                 
1 In contrast to training, where both SL and TL infor-

mation is available, during operation only the SL-side 

pattern is available and the TL-side one is unknown. 

89:;(9<:;=>?@>)

89:;(9<:;=> )
≥ 0�
1_�ℎ�

  (6) 

 

Constraint 2: If a realignment �

145675  oc-

curs in the parallel corpus only very rarely, then 

it is removed from the list of applicable realign-

ments. This is implemented by setting a mini-

mum threshold value min_freq for a realignment 

template to be retained, allowing the reorderings 

that are rarely applied to specific phrase se-

quences to be filtered out. 

Constraint 3 (hapax legomena): This con-

straint refines the elimination process of rea-

lignments dictated by Constraint 2. More specifi-

cally, it introduces an exception to Constraint 2, 

to prevent certain realignment templates from 

being filtered-out. If the filtering-out concerns a 

sequence �

145675 that appears only once in the 

parallel corpus SL-side, Constraint 3 is activated 

to retain this rare realignment. 

 

4 Experiments 

4.1 Experimental Setup 

In the present article, the Greek-to-English lan-

guage pair is used for experimentation. To ensure 

compatibility with earlier results, the standard 

language resources of PRESEMT are used, in-

cluding the basic parallel corpus of 200 sentences 

and the two test sets of 200 sentences each, de-

noted as testsetA and testsetB (all these resources 

have been retrieved from the www.presemt.eu 

website). Regarding the parameters related to the 

realignment templates, the value used for 

freq_thres is 0.50, while min_freq is set to 3. Fi-

nally, parameter �� of eqn (5) is set to 100 for the 

given experiments, indicating a strong preference 

to larger realignment templates. These parameter 

values have been chosen by performing trial 

simulations during the development phase. 

Different PMG modules resulting in different 

phrase sizes have been studied to investigate al-

ternative SL phrasing schemes applied on the 

sentences to be translated. This test is performed, 

to determine whether the proposed realignment 

method is robust. Comparative evaluation with a 

selection of PMG modules with different phrase 

sizes can indicate the effectiveness of realign-

ment templates in this MT methodology. Exper-

iments are performed by considering or not the 

context (cases: Align-nC, Align-C) or by varying 

                                                                          
Thus an infrequent realignment cannot be relied upon 

to provide structure-defining information.  
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the type of match when Align-C is applied (cas-

es: Align-C0, Align-C1, Align-C2). The best rea-

lignments have been compared to the baseline 

i.e. the case when the classic Structure selection 

algorithm is used (Tambouratzis et al., 2014).  

Regarding the PMG modules, the first ver-

sion, termed PMG-s gives the highest reported 

translation accuracy (Tambouratzis, 2014), split-

ting sentences into smaller phrases2. The alterna-

tive PMG (PMG-b) evaluated, favours larger 

phrases than PMG-s and results in smaller aver-

age sentence lengths expressed in terms of 

phrases. The average sentence sizes for each 

phrasing scheme in both testsets can be seen in 

Table 2, while the numbers of realignment tem-

plates applied to the input sets for testsets A and 

B are detailed in Table 3. The difference in rea-

lignments between the two testsets reflects the 

fact that TestsetA has smaller sentences of on 

average 15.3 words per sentence, while for Test-

setB this is 22.6 words (the sentence size being 

increased by 48% in terms of words). Hence, the 

occurrence of realignments is higher for Test-

setB. 

 

Table 2: Average sentence sizes in terms of 

phrases for the two evaluation testsets when dif-

ferent PMG modules are applied. 

 

 PMG-s PMG-b 

TestsetA 6.90 6.21 

TestsetB 10.64 9.66 

 

Table 3: Total number of realignments recorded 

per testset, for different realignment variations. 

 

TestsetA 
Realignment variations 

Align-nC Align-C0 Align-C1 Align-C2 

PMG-s 4 7 10 37 

PMG-b 11 11 14 38 

TestsetB 
Realignment variations 

Align-nC Align-C0 Align-C1 Align-C2 

PMG-s 7 9 18 76 

PMG-b 7 10 16 59 

 

MT setups are evaluated regarding the trans-

lation quality, based on a selection of widely-

                                                 
2  Based on the experiments reported in (Tambouratzis, 

2014) both PMG-s and PMG-b correspond to criterion CF, 

the differentiation being that PMG-b (PMG-s) allows (pre-

vents) the formation of phrases containing multiple cases. 

used MT metrics: BLEU (Papineni et al., 2002), 

NIST (NIST, 2002), Meteor (Denkowski et al., 

2011) and TER (Snover et al., 2006). For BLEU, 

NIST and Meteor, the score measures the transla-

tion accuracy and a higher score indicates a bet-

ter translation. For TER the score counts the er-

ror rate and thus a lower score indicates a more 

successful translation. For reasons of uniformity, 

when comparing scores, an improvement in a 

metric is depicted as a positive change (for all 

metrics, including TER). 

4.2 Experimental Results 

Fig. 6 depicts the BLEU scores for different 

phrasing schemes when the different cases and 

variations of the realignments are applied (cases: 

Align-nC, Align-C0, Align-C1, Align-C2). As 

observed, the PMG-s variant achieves the highest 

score in general and especially when neighboring 

phrases are not taken into account (Align-nC 

BLEU score = 0.3626), thus not limiting the rea-

lignments to specific environments.  

 

   
Figure 6: BLEU scores for the different re-

alignment cases, for both PMGs and Testset A. 
 

Figure 7 indicates how translation quality is 

improved when the best realignment case (Align-

nC) is applied compared to the baseline, for dif-

ferent PMGs, using TestsetA. The use of re-

alignments improves metric scores in both 

PMGs, indicating the improved robustness of the 

MT system towards this choice. The highest im-

provement of 1.63% observed for the BLEU 

score is obtained with PMG-s, which leads to 

sentences of larger length (with more phrases but 

of fewer words each). 

When applying the best realignment variant 

(Align-nC) to TestsetB with the two phrasing 

schemes (i.e. PMG-s, PMG-b) a substantial im-

provement is achieved, reaching 1.12% for 

BLEU (cf. Figure 8). As before, PMG-s achieves 

the greatest improvement, showing that the rea-

lignment template algorithm benefits to a greater 

degree phrasing schemes that generate larger 

numbers of phrases per sentence.  
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Figure 7: Improvement in scores for the Align-

nC case compared to the baseline, for the two 

phrasing schemes when applied to TestsetA. 
 

A further evaluation effort has involved ex-

amining how the proposed realignment template 

method compares to a zero-baseline, where the 

SL structure is retained without change in TL. In 

this case, the improvement amounts to 0.53% in 

terms of the BLEU score. 

 

 
Figure 8: Improvement in scores for Align-nC 

case compared to the baseline, when the two 

phrasing schemes are applied to TestsetB. 

 

To compare against another benchmark, 

TestSetA was translated with a MOSES-based 

SMT (trained with a parallel corpus of approx. 

1.2 million sentences - the parallel corpus is 4 

orders of magnitude larger than that used by 

PRESEMT) and resulted in BLEU and NIST 

scores of  0.3795 and 7.039 respectively. These 

MOSES scores are comparable to the scores 

achieved by PRESEMT with Align-nC (0.3626 

and 7.086 for BLEU and NIST respectively). 

 

4.3 Statistical Analysis of Results 

To determine whether the results are statistically 

significant, paired-sample T-tests were applied at 

a sentence level. Comparing the use of realign-

ment templates with and without context (Align-

nC versus Align-C2), the scores for each of the 

200 sentences were used to form two distinct 

populations for TestsetA. By comparing the two 

populations, for both PMG-b and PMG-s, a sta-

tistically significant difference is found at a con-

fidence level of 95%, showing that Align-nC 

gives a significantly better translation quality 

over Align-C2. On the other hand, the improve-

ment of Align-nC compared to the baseline sce-

nario is small, thus not resulting in statistically 

significant differences. 

 

5 Conclusions and Future Work 

The proposed method of applying realignments 

to sentence structure has been shown to provide a 

useful increase in translation accuracy over the 

best configurations established in earlier experi-

ments. Still, a number of possible extensions of 

the work presented here have been identified. 

These focus primarily on how to extract a more 

comprehensive set of templates from the limited-

size parallel corpus available. To achieve this, 

one method would be to integrate linguistic 

knowledge. For instance, by identifying gram-

matical categories (i.e. different PoS tags) which 

are equivalent, it is possible to extend knowledge 

to introduce new realignment templates based on 

known ones and thus cover more cases.  

Also, it is possible to concatenate different re-

alignment templates to larger groups, in order to 

make more accurate calculations of the statistics 

underlying each template. For instance, it may be 

assumed that whether the PoS tag of the phrase 

head is a noun or pronoun, the template remains 

the same and such cases can be grouped together. 

By extrapolating these new templates, an in-

crease in the pattern space coverage can be ex-

pected, leading to an improved translation accu-

racy. 

A point which is of interest is applicability to 

other language pairs. As is the case for the PRE-

SEMT MT methodology as a whole, a key deci-

sion was not to design the methodology for one 

specific language pair. For instance, initial exper-

imentation has shown that the application of rea-

lignment templates has correctly generated tem-

plates for the case of split verbs when German is 

the TL (here the Greek-to-German language 

pair). This is important, as split verbs have been 

identified as one of the key problems when trans-

lating into German. Of course, more experimen-

tation is needed in terms of the generalisation 

abilities of such realignment templates to cover 

more cases than those encountered in the training 

set, and to efficiently model the shift of the sec-

ond part of the verb to the end of the relevant 

sentence. Still, the ability of the proposed rea-

lignment template method to identify such occur-

rences is promising.  
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Abstract

There are two primary approaches to the
use bilingual dictionary in statistical ma-
chine translation: (i) the passive approach
of appending the parallel training data
with a bilingual dictionary and (ii) the per-
vasive approach of enforcing translation as
per the dictionary entries when decoding.
Previous studies have shown that both ap-
proaches provide external lexical knowl-
edge to statistical machine translation thus
improving translation quality. We empir-
ically investigate the effects of both ap-
proaches on the same dataset and provide
further insights on how lexical informa-
tion can be reinforced in statistical ma-
chine translation.

1 Introduction

Statistical Machine Translation (SMT) obtains the
best translation, ebest, by maximizing the condi-
tional probability of the foreign sentence given the
source sentence, p(f|e), and the a priori probability
of the translation, pLM (e) (Brown, 1993).

ebest = argmax
e

p(e|f)

= argmax
e

p(f |e) pLM(e)

State-of-art SMT systems rely on (i) large bilin-
gual corpora to train the translation model p(f|e)
and (ii) monolingual corpora to build the language
model, pLM (e).

One approach to improve the translation model
is to extend the parallel data with a bilingual dic-
tionary prior to training the model. The primary
motivation to use additional lexical information
for domain adaptation to overcome the out-of-
vocabulary words during decoding (Koehn and
Schroeder, 2007; Meng et al. 2014; Wu et al.
2008). Alternatively, adding in-domain lexicon to

parallel data has also shown to improve SMT. The
intuition is that by adding extra counts of bilin-
gual lexical entries, the word alignment accuracy
improves, resulting in a better translation model
(Skadins et al. 2013; Tan and Pal, 2014; Tan and
Bond, 2014).

Another approach to use a bilingual dictio-
nary is to hijack the decoding process and force
word/phrase translations as per the dictionary en-
tries. Previous researches used this approach to
explore various improvements in industrial and
academic translation experiments. For instance,
Tezcan and Vandeghinste (2011) injected a bilin-
gual dictionary in the SMT decoding process and
integrated it with Computer Assisted Translation
(CAT) environment to translate documents in the
technical domain. They showed that using a dic-
tionary in decoding improves machine translation
output and reduces post-editing time of human
translators. Carpuat (2009) experimented with
translating sentences in discourse context by us-
ing a discourse specific dictionary annotations to
resolve lexical ambiguities and showed that this
can potentially improve translation quality.

In this paper, we investigate the improvements
made by both approaches to use a bilingual dic-
tionary in SMT. We refer to the first approach of
extending the parallel data with dictionary as the
passive use and the latter approach of hijacking
the decoding process as the pervasive use of dic-
tionary in statistical machine translation.

Different from the normal use of a dictionary
for the purpose of domain adaptation where nor-
mally, a domain-specific lexicon is appended to a
translation model trained on generic texts, we are
investigating the use of an in-domain dictionary in
statistical machine translation.

More specifically, we seek to understand how
much improvement can be made by skewing the
lexical information towards the passive and per-
vasive use of the dictionary in statistical machine
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translation.

2 Passive vs Pervasive Use of Dictionary

We view both the passive and the pervasive use
of a dictionary in statistical machine translation as
a type of lexically constrained statistical hybrid
MT where in the passive use, the dictionary acts
a a supplementary set of bi-lexical rules affect-
ing word and phrase alignments and the resulting
translation model and in the pervasive use, the dic-
tionary constraints the decoding search space en-
forcing translations as per the dictionary entries.

To examine the passive use of a dictionary, we
explore the effects of adding the lexicon n number
of times to the training data until the performance
of the machine translation degrades.

For the pervasive use of a dictionary, we assign
a uniform translation probability to possible trans-
lations of the source phrase. For instance, accord-
ing to the dictionary, the English term ”abnormal
hemoglobin” could be translated to 異常ヘモグ
ロビン or異常血色素, we assign the translation
probability of 0.5 to both Japanese translations, i.e.
p(異常ヘモグロビン | abnormal hemoglobin) =
p(異常血色素 | abnormal hemoglobin) = 0.5. If
there is only one translation for a term in the dic-
tionary, we force a translation from the dictionary
by assigning the translation probability 1.0 to the
translation.

One issue with the pervasive use of dictionary
translations is the problem of compound phrases
in the test sentence that are made up of component
phrases in the dictionary. For instance, when de-
coding the sentence, “Here was developed a phase
shift magnetic sensor system composed of two sets
of coils , amplifiers , and phase shifts for sensing
and output .”, we fetch the following entries from
the dictionary to translate the underlined multi-
word term:

• magnetic =磁気

• sensor = センサ, センサー, 感知器, 感知
部,感応素子,検出変換器,変換素子,受感
部,感覚器,センサー

• system =組織体制,制度,子系,系列,シス
テム, 体系, 方式, 系統, 秩序, 体制, 組織,
一方式

• magnetic sensor =磁気センサ

• sensor system = センサシステム, センサ
系,センサーシステム

In such a situation, where the dictionary does
not provide a translation for the complete multi-
word string, we set the preference for the dictio-
nary entry with the longest length in the direction
from left to right and select “magnetic sensor” +
“system” entries for forced translation.1

Finally, we investigate the effects of using the
bilingual dictionary both passively and perva-
sively by appending the dictionary before training
and hijacking the decoding by forcing translations
using the same dictionary.

3 Experimental Setup

We experimented the passive and pervasive uses
of dictionary in SMT using the Japanese-English
dataset provided in the Workshop for Asian Trans-
lation (Toshiaki et al. 2014). We used the Asian
Scientific Paper Excerpt Corpus (ASPEC) as the
training corpus used in the experiments. The AS-
PEC corpus consists of 3 million parallel sen-
tences extracted from Japanese-English scientific
abstracts from Japan’s Largest Electronic Journal
Platform for Academic Societies (J-STAGE). In
our experiments we follow the setup of the WAT
shared task with 1800 development and test sen-
tences each from the ASPEC corpus.

We use the Japanese-English (JA-EN) transla-
tion dictionaries (JICST, 2004) from the Japan
Science and Technology Corporation. It con-
tains 800,000 entries2 for technical terms extracted
from scientific and technological documents. Both
the parallel data and the bilingual dictionary are
tokenized with the MeCab segmenter (Kudo et al.
2004).

Dataset Japanese English
Train 86M 78M
Dev. 47K 44K
Test 47K 44K
Dict. 2.1M 1.7M

Table 1: Size of Training (Train), Development
(Dev.) and Test (Test) Dataset from the ASPEC
Corpus and JICST Dictionary (Dict.).

Table 1 presents the number of tokens in the AS-
PEC corpus and the JICST dictionary. On average
3-4 dictionary entries are found for each sentence

1Code to automatically convert sentences into XML-input
with pervasive dictionary translations for the Moses toolkit is
available at http://tinyurl.com/pervasive-py.

22.1M JA and 1.7M EN tokens
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in the WAT development set.
For all experiments we used the phrase-based

SMT implemented in the Moses toolkit (Koehn et
al, 2007) with the following experimental settings:

• MGIZA++ implementation of IBM word
alignment model 4 with grow-diagonal-
final-and heuristics for word alignment and
phrase-extraction (Och and Ney, 2003;
Koehn et al., 2003; Gao and Vogel, 2008)

• Bi-directional lexicalized reordering model
that considers monotone, swap and discon-
tinuous orientations (Koehn et al., 2005 and
Galley and Manning, 2008)

• Language modeling is trained using KenLM
with maximum phrase length of 5 with
Kneser-Ney smoothing (Heafield, 2011;
Kneser and Ney, 1995)

• Minimum Error Rate Training (MERT) (Och,
2003) to tune the decoding parameters.

• For English translations, we trained a true-
casing model to keep/reduce tokens’ capi-
talization to their statistical canonical form
(Wang et al., 2006; Lita et al., 2003) and we
recased the translation output after the decod-
ing process

Addtionally, we applied the following methods to
optimize the phrase-based translation model for
efficiency:

• To reduce the size of the language model and
the speed of querying the model when decod-
ing, we used the binarized trie-based quan-
tized language model provided in KenLM
(Heafield et al. 2013, Whittaker and Raj,
2001)

• To minimize the computing load on the trans-
lation model, we compressed the phrase-table
and lexical reordering model using the cmph
tool (Junczys-Dowmunt, 2012)

For the passive use of the dictionary, we sim-
ply appended the dictionary to the training data
before the alignment and training process. For
the pervasive use of the dictionary, we used the
xml-input function in the Moses toolkit to
force lexical knowledge in the decoding process3.

3http://www.statmt.org/moses/?n=Advanced.Hybrid#ntoc1

4 Results

Table 2 presents the BLEU scores of the Japanese
to English (JA-EN) translation outputs from the
phrase-based SMT system on the WAT test set.
The leftmost columns indicate the number of times
a dictionary is appended to the parallel training
data (Baseline = 0 times, Passive x1 = 1 time). The
rightmost columns present the results from both
the passive and pervasive use of dictionary trans-
lations, with exception to the top-right cell which
shows the baseline result of the pervasive dictio-
nary usage without appending any dictionary.

- Pervasive + Pervasive
Baseline 16.75 16.87
Passive x1 16.83 17.30∗∗

Passive x2 17.31∗∗ 16.87
Passive x3 17.26∗ 17.06
Passive x4 17.14∗ 17.38∗∗
Passive x5 16.82 17.29∗∗

Table 2: BLEU Scores for Passive and Pervasive
Use of the Dictionary in SMT (Japanese to En-
glish)

By repeatedly appending the dictionary to the
parallel data, the BLEU scores significantly4 im-
proves from 16.75 to 17.31. Although the sys-
tem’s performance degrades when adding the dic-
tionary passively thrice, the score remains signif-
icantly better than baseline. The pervasive use of
the dictionary improves the baseline without the
passive of the dictionary. The best performance
is achieved when the dictionary is passively added
four times with the pervasive use of the dictionary
during decoding.

The fluctuations in improvement from coupling
the passive and pervasive use of an in-domain dic-
tionary give no indication of how both approaches
should be used in tandem. However, using either
or both the approaches improves the translation
quality of the baseline system.

Table 3 presents the BLEU scores of the En-
glish to Japanese (EN-JA) translation outputs from
the phrase-based SMT system on the WAT test
set. Similarly, the passive use of dictionary out-
performs the baseline but the pervasive use of dic-
tionary consistently reported worse BLEU scores
significantly.

Different from the JA-EN translation the perva-
sive use of dictionary consistently performs worse

4*: p-value<0.1, **: p-value<0.001
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- Pervasive + Pervasive
Baseline 23.91 23.14∗∗

Passive +1 24.12∗ 23.13∗∗

Passive +2 23.79 22.86∗∗

Passive +3 24.14∗ 23.29∗∗
Passive +4 24.13∗ 23.16∗∗

Passive +5 23.67 22.71∗∗

Table 3: BLEU Scores for Passive and Pervasive
Use of Dictionary in SMT (English to Japanese)

than the baseline. Upon random manual checking
of the MT output, there are many instances where
the technical/scientific term in the dictionary is
translated correctly with only the passive use of
the dictionary. However, it unclear whether the
overall quality of the translations have degraded
from the pervasive use of the dictionary given
the slight, though significant, decrease in BLEU
scores.

5 Conclusion

Empirically, both passive and pervasive use of a
in-domain dictionary to extend statistical machine
translation models with lexical knowledge mod-
estly improve translation quality.

Interestingly, the fact that adding the in-domain
dictionary information multiple times to the train-
ing data improves MT suggests that there may be a
critical probability mass that a lexicon can impact
the word and phrasal alignments in a corpus. This
may provide insight on optimizing the weights of
the salient in-domain phrases in the phrase table.

Although the pervasive use of dictionary infor-
mation provides minimal or no improvements to
the BLEU scores in our experiments, it remains
relevant in industrial machine translation where
terminological standardization is crucial in ensur-
ing consistent translations of technical manuals or
legal texts where incorrect use of terminology may
have legal consequences (Porsiel, 2011).

The reported BLEU improvements from the
passive information use of dictionary are good in-
dication of improved machine translation quality
but BLEU scores deterioration in the pervasive use
only indicates that the output is not the same as
the reference translation. Further manual evalua-
tion is necessary to verify the poor performance
of the pervasive use of dictionary information in
machine translation.
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Abstract 

This discussion paper presents and analyses the 
main conceptual differences and similarities be-
tween the human task of simultaneous interpre-
tation and the statistical approach to machine 
translation. A psycho-cognitive model of the 
simultaneous interpretation process is reviewed 
and compared with the phrase-based statistical 
machine translation approach. Some interesting 
differences are identified and their possible im-
plications on machine translation methods are 
discussed. Finally, the most relevant research 
problems related to them are identified.  

1. Introduction  

Nowadays, translation has become an important 
element of daily life. Indeed, the emergence of 
modern information and communication technolo-
gies and the resulting globalization phenomenon 
are continuously boosting the need for translation 
services and applications. Within the context of 
professional translation, three different types of 
human translation tasks can be identified:  

Document translation. This task refers to the 
situation in which the professional translator is re-
quired to generate a target-language-version of a 
given source document. In this kind of situations, 
full understanding of the source material is re-
quired and full generation of the target must be 
accomplished. In general, free translations are ac-
ceptable, no specific time constraints are imposed, 
and the best translation quality is expected. 

Consecutive interpretation. This task refers to 
the situation in which the professional translator is 
required to mediate the communication between 

two persons that speaks different languages. The 
basic communication protocol in this case is based 
in a turn-taking strategy, in which interlocutors 
must speak one at a time when they are given the 
right to speak. In this kind of situations, full under-
standing of the source material is required and full 
generation of the target must be ideally accom-
plished, while a ‘shared’ time constrains exists. 

Simultaneous interpretation. This task refers to 
the situation in which the professional translator is 
required to translate on-the-fly what other person is 
saying in a different language. In this case no turn-
taking is allowed as the translator is expected to 
produce the translated speech while the main 
speaker continues speaking. In these situations, full 
understanding and full generation is not mandato-
ry, as the interpreter must keep the main speaker’s 
pace because ‘concurrent’ time constraints exist. 

Current machine translation technologies have 
been theoretically and empirically designed under 
assumptions related to the first and second catego-
ries defined above. As far as we know, only few 
attempts have been done to apply machine transla-
tion to the specific problem of simultaneous inter-
pretation. Indeed, previous research in this area can 
be traced back to the Vermobil1

The main objective of this discussion paper is to 
highlight the differences and similarities between 
the human task of simultaneous interpretation and 
statistical machine translation aiming at proposing 

 project, as well as 
to work from Kitano (1991) and Furuse and Iida 
(1996), who proposed the use of incremental trans-
lation. Later on, Mima et al. (1998) developed the 
idea of example-based incremental transfer. 

                                                           
1 https://en.wikipedia.org/wiki/Verbmobil 
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a research agenda for problems related to automat-
ed simultaneous interpretation. The rest of this dis-
cussion paper is structured as follows. First, in 
section 2, a recently proposed psycho-cognitive 
model of human simultaneous interpretation is pre-
sented along with its possible implications on ma-
chine translation. Then, in section 3, a cognitive 
framework for machine translation based on the 
described psycho-cognitive model is proposed. 

2. Comparative Analysis 

Although the translation process might slightly 
vary from person to person depending on a wide 
variety of factors, according to recently proposed 
psychological models of memory and attention 
(Padilla-Benítez and Bajo 1998), during a simulta-
neous interpretation task five different subtasks are 
conducted by the human brain: listening, segmen-
tation, translation, reordering, and utterance pro-
duction. 

2.1 A Model of Simultaneous Interpretation 

According to the aforementioned process, a human 
interpreter segments the input utterance into mean-
ing units, which constitute basic semantic units that 
can be represented and manipulated at the cogni-
tive level (Oleron and Nanpon 1965). An interest-
ing, and also curious, fact about these meaning 
units is that the average human brain is able to pro-
cess 7 + 2 of such units at a time (Miller 1956). 
This seems to be indicating some sort of cognitive 
buffer size which happens to be independent of the 
language.  

In parallel to the segmentation process, each 
meaning unit is translated by taking into account 
the surrounding 7 + 2 unit context, and after having 
translated several units reordering and post-edition 
procedures are performed; producing, in this way, 
the output utterance. All these parallel processes 
are continuously operating while the input utter-
ance is being received and the output utterance is 
being emitted; this last one with a corresponding 
latency of some few words.  

2.2 Main Differences with SMT 

Based on the information above, some important 
observations can be derived. 

First, notice that the processes of translation and 
reordering are conducted sequentially, in the sense 
that reordering and utterance production are con-

ducted after some meaning units have been trans-
lated. So, differently from the SMT framework, in 
which translation and reordering are performed 
simultaneously during decoding; in the human in-
terpretation case, reordering is performed after 
translation. This means that reordering decisions 
do not affect unit selection. 

Second, unit selection is made by taking into ac-
count a 7 + 2 meaning unit context, which includes 
both preceding and subsequent semantic infor-
mation. As each meaning unit is composed of sev-
eral words, the considered contexts in this case are 
larger than the ones considered in SMT, as well as 
they span over subsequent words. 

No complex search strategy seems to be applied 
by the human interpreters. Indeed, the search strat-
egy seems to be much simpler than in the case of 
SMT decoding. By decomposing the decoding task 
into two separated processes: translation and reor-
dering, a simpler search strategy can be utilized. 

2.3 Automated Simultaneous Interpretation 

The three basic observations described above have 
very important implications on the way state-of-
the-art SMT operates, and on the possible avenues 
of research for adapting this kind of systems to the 
specific task of simultaneous interpretation. These 
implications are described below. 

The translation strategy is indeed very simple: a 
1-to-1 mapping between meaning units which is 
context dependent. In the ideal case, the context 
and the source meaning unit must almost uniquely 
define the corresponding target meaning unit. 

Although meaning units are not clearly defined 
by psychologists, they can be thought of as a set of 
optimal units for information representation and 
transference, which admit translation. According to 
this, meaning units should not be either generated 
or deleted during translation (i.e. for a given input, 
the corresponding translation must have the same 
number of meaning units). 

Although reordering continues to be a NP-
complete problem, the search space can be strongly 
reduced as meaning unit mapping should be able to 
produce a much reduced set of candidate transla-
tion units. In the ideal scenario, stacks of size 1 
would be produced and reordering can be reduced 
to a simple permutation strategy of meaning units 
rather than words. 

Source context plays a very important role in the 
human simultaneous interpretation framework, and 
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human translation in general. This means that both 
semantics and pragmatics have a preponderant role 
in the process of translation production, which 
moves a step ahead from current state-of-the-art 
technologies that make a very limited use of source 
context information. 

Based on these important implications and the 
corresponding observations they were derived 
from, in the following section, we will attempt to 
define a research agenda for the problem under 
consideration. In such a research agenda, we define 
the main challenges and subtasks that must be ad-
dressed for successfully applying current state-of-
the-art machine translation technologies to the 
problem of automatic simultaneous interpretation. 

3. A Cognitive Framework for SMT 

By taking into account the psycho-cognitive model 
for simultaneous interpretation described in the 
previous section, we can propose a SMT frame-
work for automated simultaneous interpretation. In 
such an approach, the following four basic sub-
tasks must be considered: 

Segmentation. This subtask is responsible for 
segmenting the input data stream into meaning 
units which admit translation. Such meaning units 
must be minimal in the sense that not subunits can 
be contained into them, and must be maximal in 
the sense that, given a semantic context, translata-
bility for every unit is guaranteed. 

Translation or target unit selection. This sub-
task is responsible for selecting (or generating) the 
most appropriate target meaning unit for translat-
ing each input meaning unit within the current 
block of data under consideration. Target unit se-
lection must be done by taking into account both 
the source unit to be translated and its context. 

Reordering. This subtask is responsible for gen-
erating appropriate reordering for target units. No-
tice that this kind of reordering accounts only for 
long reordering (chunk reordering), as short reor-
dering (word reordering) has been already ac-
counted for in the unit selection stage. Reordering 
decisions in this task must be mainly done based 
on target language information. 

Post-edition. This subtask is responsible for 
concatenating the reordered target units. This sub-
task must deal with two specific types of problems: 
boundary overlapping, where consecutive units are 
to be merged by resolving possible word overlap-

ping; and boundary gaps, where consecutive units 
are to be concatenated by filling-in possible gaps. 

The proposed strategy allows for concurrently 
generating a target output stream while a source 
input stream is being received. The four aforemen-
tioned subtasks are to be pipelined so they sequen-
tially process a given block of data. However, they 
are concurrently operating over a buffered stream 
of data. As a logical consequence of the pipeline, 
the overall system exhibits some latency, which 
must be in the range between 5 to 15 words if the 
automatic system is intended to mimic human sim-
ultaneous interpretation (Padilla-Benítez and Bajo 
1998). 

3.1 Source Input Segmentation   

The main challenges of this subtask include the 
definition and operationalization of meaning units, 
as well as the definition of contextual boundaries. 
According to the previous discussion, a meaning 
unit must satisfy the following constraints: 

Informative. The meaning unit must constitute a 
self-contained and elementary unit of information, 
which should be understandable within its context 
but without the need for specific informational el-
ements from the surrounding units. 

Translatable. The meaning unit must have an 
equivalent representation in the target language. If 
the complete source message is to be transmitted 
through the translation process, all individual 
source units must have a corresponding target unit. 
Source and target meaning units in a parallel sen-
tence pair should admit one-to-one alignments. 

Minimal. A meaning unit should not contain 
sub-units that are coherently both informative and 
translatable. 

Although there is not a clear definition on what 
psychologists refer to as a meaning unit, the above 
described properties make it clear their utility as 
basic elements for information transmission and 
understanding. From these properties and the spe-
cific characteristics of the problem under consider-
ation, a pragmatic definition for meaning units can 
be grounded on a translation optimality criterion, 
such as a unique segmentation which minimizes 
the translation effort and maximizes the translation 
quality. 

Research work on this specific subtask must be 
supported by and would certainly benefit from re-
cent research in the areas of collocation extraction, 
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multiword expression identification, name entity 
recognition and shallow parsing. 

A recent study (Williams et al. 2013) explored 
the task of meaning unit segmentation by human 
annotators in languages such as English and Chi-
nese. The result of this study suggested that no op-
timal solution seems to exist for this problem. 
Although any random segmentation is definitively 
not acceptable, it seems to be some preferential but 
variable trends on how humans perform meaning 
unit segmentation. 

3.2 Target Unit Selection   

One of the most interesting observations derived 
from the psycho-cognitive model is that the trans-
lation of a given meaning unit seems to be unique-
ly determined by its surrounding context. This fact 
allows for a theoretical justification on decoupling 
the problem of unit selection from the problem of 
reordering (long reordering, actually), as the prob-
lem of target unit selection becomes independent 
from the target language structure, which can be 
dealt with afterwards by means of reordering strat-
egies that should only use target language infor-
mation. The main properties that are desirable for 
target unit selection according to the proposed 
methodology are as follows: 

Completeness. One source meaning unit should 
be translated by means of one target meaning unit 
which conveys an equivalent amount and type of 
information. 

Unambiguousness. The available context in-
formation must be used to resolve ambiguity prob-
lems at this stage. According to this, the possible 
options for a target meaning unit, given a source 
meaning unit, should be restricted to a very small 
set of equivalent meaning units. 

Different from state-of-the-art SMT, in which a 
large number of possible translations are consid-
ered and filtered by means of frequency-based cri-
terions, the main objective of the proposed target 
unit selection approach is to fully use the context 
information to resolve ambiguity and produce a 
restricted set of candidate units. This reduction of 
target unit candidates should guarantee a better 
overall lexical selection as well as reduce the com-
putational complexity of the decoding process. 

Research work on this specific subtask of target 
unit selection can be supported by and would cer-
tainly benefit from recent research in the areas of 
word sense disambiguation, distributional seman-

tics, syntax-based machine translation, and cross-
language information retrieval. 

Significant effort on using source-context in-
formation to improve target unit selection has been 
reported during the last few years for both domain 
adaptation and lexical semantics (Carpuat and Wu 
2005, España-Bonet et al. 2009, Haque et al. 2010, 
Banchs and Costa-jussà 2011)    

3.3 Target Unit Reordering   

Reordering is probably one of the most important 
challenges in SMT research, as well as it is the key 
factor responsible for decoding being an NP-
complete problem (Zaslavskiy et al. 2009). The 
significant reduction of candidate hypothesis re-
sulting from the use of source context information 
during target unit selection certainly reduces the 
computational burden for reordering. According to 
this, a more exhaustive search of the solution space 
can be afforded, which should also help improving 
the quality of the resulting translations. 

Notice that, in this specific subtask, we are deal-
ing with chunk-based reordering rather than word-
based reordering. Indeed, word-reordering is as-
sumed to be accounted for during the phase of tar-
get unit selection, in which each target meaning 
unit should already incorporate the corresponding 
word-reordering that is required to convey the de-
sired meaning. 

Valuable research related to this area includes 
lexicalized reordering as well as class-based reor-
dering, dependency parsing and syntax based ma-
chine translation (Li et al. 2007, Nagata et al 2006, 
Zhang et al. 2007, Costa-jussa and Fonollosa 2006, 
Wang et al. 2007). 

3.4 Output Post-Edition   

The final subtask in our proposed framework has 
to do with the specific problem of merging the re-
sulting sequence of output meaning units. After 
meaning unit selection and reordering, a simple 
concatenation strategy does not guarantee a fluid 
and grammatically correct output utterance.  

Specific problems at the boundaries of the con-
secutive meaning units can be expected to occur, 
which can be basically grouped into two catego-
ries: boundary overlapping and boundary gaps. In 
this sense, the post-edition subtask can be thought 
of as a smoothing procedure for making the con-
catenation of consecutive meaning units more fluid 
and grammatical. 
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Research work on this specific subtask of output 
post-edition can be supported by and would cer-
tainly benefit from recent research in areas such as 
language modeling, syntactic- and semantic-based 
grammatical correction, and paraphrasing.  

4. Conclusions 

This paper discussed the main conceptual differ-
ences and similarities between the human task of 
simultaneous interpretation and the statistical ap-
proach to machine translation. A psycho-cognitive 
model of the simultaneous interpretation process 
was reviewed and compared with the statistical 
machine translation approach. Based on this, a re-
search agenda for cognitive-based automated sim-
ultaneous interpretation has been discussed. 

The most important application of automated 
simultaneous interpretation would be in the area of 
speech-to-speech translation; and more specifically 
in the case computer-mediated cross-language dia-
logue or discourse. 
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Abstract
Machine Translation (MT) quality is
typically assessed using automatic eval-
uation metrics such as BLEU and
TER. Despite being generally used in
the industry for evaluating the use-
fulness of Translation Memory (TM)
matches based on text similarity, fuzzy
match values are not as widely used
for this purpose in MT evaluation.
We designed an experiment to test if
this fuzzy score applied to MT out-
put stands up against traditional meth-
ods of MT evaluation. The results ob-
tained seem to confirm that this metric
performs at least as well as traditional
methods for MT evaluation.

1 Introduction
In recent years, Machine Translation Post-
Editing (MTPE) has been introduced in real
translation workflows as part of the production
process. MTPE is used to reduce production
costs and increase the productivity of profes-
sional translators. This productivity gain is
usually reflected in translation rate discounts.
However, the question of how to assess Ma-
chine Translation (MT) output in order to de-
termine a fair compensation for the post-editor
is still open.
Shortcomings of traditional metrics, such

as BLEU (Papineni et al., 2001) and TER
(Snover et al., 2006), when applied to MTPE
include unclear correlation with productivity
gains, technical difficulties for their estimation
by general users and lack of intuitiveness. A
more common metric already used in transla-
tion tasks for evaluating text similarity is the
Translation Memory (TM) fuzzy match score.
Based on the fuzzy score analysis, rate dis-
counts due to TM leverage are then applied.

We designed an experiment to test if this fuzzy
score applied to MT output stands up against
traditional methods of MT evaluation.
The remainder of this paper is structured

as follows: Section 2 presents the rationale be-
hind the experiment. Section 3 explains the
pilot experiment itself. Section 4 reports the
results obtained and what they have revealed,
and finally Section 5 summarizes our work and
discusses possible paths to explore in the light
of our findings.

2 Rationale

As far as MT evaluation is concerned, a well-
established evaluation metric is BLEU, al-
though it has also received criticism (Koehn,
2010). It is usually considered that BLEU
scores above 30 reflect understandable transla-
tions, while scores over 50 are considered good
and fluent translations (Lavie, 2010). How-
ever, the usefulness of “understandable” trans-
lations for MTPE is questionable. Contrary to
other MT applications, post-editors do not de-
pend on MT to understand the meaning of a
foreign-language sentence. Instead, they ex-
pect to re-use the largest possible text chunks
to meet their client’s requirements, regardless
of the meaning or fluency conveyed by the raw
MT output. This criticism also holds true
for human annotations on Adequacy and Flu-
ency1.
Other metrics more focused in post-editing

effort have been developed, such as TER. How-
ever, how should one interpret an improve-
ment in BLEU score from 45 to 50 in terms
of productivity? Likewise, does a TER value
of 35 deserve any kind of discount? Most
likely, the vast majority of translators would

1For details of these scores see, for example, the
TAUS adequacy and fluency guidelines at https://
www.taus.net/.
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be unable to answer these questions and yet
they would probably instantly acknowledge
that fuzzy text similarities of 60% are not
worth editing, while they would be happy to
accept discounts for 80% fuzzy scores based on
an analogy with TM matches. Organizations
such as TAUS have already proposed alterna-
tive models which use fuzzy matches for MT
evaluation, such as the “MT Reversed analy-
sis”.2
In order to compare alternative measures

based on fuzzy matches with BLEU and TER
scores, we designed an experiment involving
both MTPE and translating from scratch in
a real-life translation scenario. It is worth
noting that the exact algorithm used by each
Computer Assisted Translation (CAT) tool for
computing the fuzzy score is unknown3. In
this paper, we use the Sørensen-Dice coeffi-
cient (Sørensen, 1948; Dice, 1945) for fuzzy
match scores, unless otherwise specified.

3 Pilot experiment settings
Following similar works (Federico et al., 2012),
the experiment aimed to replicate a real pro-
duction environment. Two in-house trans-
lators were asked to translate the same file
from English into Spanish using one of their
most common translation tools (memoQ4).
This tool was chosen because of its feature
for recording time spent in each segment.
Other tools which also record this value and
other useful segment-level indicators, such as
keystrokes5, or MTPE effort6, were discarded
due to them not being part of the everyday
resources of the translators involved in the ex-
periment. Translators were only allowed to
use the TM, the terminology database and the
MT output included in the translation pack-
age. Other memoQ’s productivity enhancing
features were disabled (especially, predictive
text, sub-segment leverage and automatic fix-
ing of fuzzy matches) to allow better com-
parisons with translation environments which

2See the pricing MTPE guidelines at https://www.
taus.net.

3It is believed that most are based on some ad-
justment of Levenshtein’s edit distance (Levenshtein,
1965).

4The version used was memoQ 2015 build 3.
5For example, PET (Aziz et al., 2012) and iOmegaT

(Moran et al., 2014).
6For example, MateCat (Federico et al., 2012).

may not offer similar features.

3.1 Text selection
The file to be translated had to meet the fol-
lowing requirements:

1. Belong to a real translation request.
2. Originate from a client for which our com-

pany owned a customized MT engine.
3. Have a word volume capable of engaging

translators for several hours.
4. Include significant word counts for each

TM match band (i.e., exact matches,
fuzzy matches and no-match segments7).

The original source text selected contained
over 8,000 words and was part of a software
user guide. All repetitions and internal lever-
age segments were filtered out to avoid skewing
due to the inferior typing and cognitive effort
required to translate the second of two similar
segments. During this text selection phase,
we studied the word counts available for all
past projects of this client, which were already
generated using a different tool (SDL Trados
Studio8) than the one finally used in the ex-
periment (memoQ). Table 1 shows the word
counts of our text according to both tools.

memoQ Trados Studio
TM match Words Seg. Words Seg.

100% 1226 94 1243 95
95-99% 231 21 1044 55
85-94% 1062 48 747 43
75-84% 696 42 608 42

No Match 3804 263 3388 233
Total 7019 468 7030 468

Table 1: Final word counts.

As Table 1 shows, CAT tools may differ
greatly in the word counts and fuzzy match
distribution. As Studio showed significant
word volumes for every band, the file used
for the test seemed appropriate. However,
when using memoQ one of the fuzzy match
bands (95-99%) ended up with significantly
less words than the other bands. At the same
time, there was an increase in no-match seg-
ments. This provided a more solid sample

7In general, any TM fuzzy match below 75% is con-
sidered a no-match segment due to the general accep-
tance that such leverage does not yield any productiv-
ity increase.

8The version used was SDL Trados Studio 2014 SP1.
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for comparing MTPE and translation through-
puts, increasing the count to 3804 words, half
of which were randomly selected for MTPE
using the test set generator included in the
m4loc package9. Table 2 shows word counts
after this division.

Origin Words Segments
No Match (MTPE) 1890 131

No Match (Translation) 1914 132
Total 3804 468

Table 2: No-match word count distribution af-
ter random division.

3.2 MT engine
The system used to generate the MT out-
put was Systran’s10 RBMT engine. This is
the system normally used in our company
for post-editing machine translated texts from
this client. It can be considered a mature en-
gine, since at the time of the experiment it had
been subject to ongoing in-house customiza-
tion for over three years via dictionary entries,
software settings, and pre- and post-editing
scripts, as well as having a consistent record
for productivity enhancement. Although Sys-
tran includes a Statistical Machine Translation
(SMT) component, this was not used in our
experiment because in previous tests it pro-
duced a less adequate MT output for MTPE.

3.3 Human translators
Both translators involved had five years’ ex-
perience in translation. However, Translator
2 also had three years’ experience in MTPE
and had been involved in previous projects of
this client. Translator 1 did not have any ex-
perience either in MTPE or with the client’s
texts. They were assigned a hand-off package
which included all necessary files and settings
for the experiment. They were asked to trans-
late the file included in the package performing
all necessary edits in the MT output and TM
matches to achieve the standard full quality
expected by the client.

4 Results and discussion
Once the translation and MTPE task was de-
livered by both translators, we analyzed their

9https://code.google.com/p/m4loc/
10Systran 7 Premium Translator was used. No lan-

guage model was applied.

output using different metrics:

1. Words per hour: Amount of words
translated/post-edited per hour, accord-
ing to memoQ’s word count and time
tracking feature.

2. Fuzzy match: Based on the Sørensen-
Dice coefficient, this metric is a statis-
tic used to compare the similarity of two
samples. We used the Okapi Rainbow li-
brary11. The comparison is based in 3-
grams.

3. BLEU: Widely used for MT evaluation.
It relies on n-gram overlapping.

4. TER: Another widely used metric, based
on the number of edits required to make
the MT output match a reference.

5. Productivity gain: Based on the num-
ber of words translated/post-edited per
hour, we estimated the productivity gain
for each band when compared to unaided
translation throughput.

For the metrics involving a comparison, we
compared the TM match suggestion or MT
raw output against the final delivered text by
the translators. The results of our evaluation
are reported in Table 3.

W/h Fuzzy BLEU TER Prod.
gain %

Trans.1
100% 1542 97.50 91.96 4.64 65.20

95-99% 963 92.43 87.91 6.91 3.14
85-94% 1158 90.92 80.19 13.02 24.12
75-84% 1120 87.93 73.94 19.08 20.03

PE 910 88.53 69.57 18.89 -2.46
TRA 933 - - - -

Trans. 2
100% 2923 97.91 92.38 3.99 121.61

95-99% 2625 92.76 89.35 6.37 99.05
85-94% 2237 91.19 81.00 12.69 69.61
75-84% 1585 85.21 71.98 21.03 20.17

PE 1728 87.74 66.37 20.98 31.00
TRA 1319 - - - -

Table 3: Results obtained for both translators.

Both translators had unusually high
throughputs for MTPE and unaided trans-
lation, especially when compared to the
standard reference of 313-375 words per hour
(2500-3000 words per day). Taking this as
reference, Translator 1 would have experi-
enced more than 140% productivity increase,
while Translator 2 would have translated at
least 350% faster. However, despite this high
MTPE speed, Translator 1 did not experience

11http://okapi.opentag.com/

42



any productivity gain (quite the contrary),
while Translator 2 saw a productivity increase
of “just” 31%. This may point out that the
faster texts to translate are also the fastest
to post-edit. Thus the importance of having
an unaided translation reference for each
sample instead of relying on standard values
(Federico et al., 2012).

Figure 1: Productivity in words per hour of
both translators.

The difference between the MT benefit for
both translators might be due to the little
MTPE experience of Translator 1. Further-
more, Translator 2 was already familiarized
with the texts of this client, while it was the
first time Translator 1 worked with them. Pre-
sumably, Translator 1 had to spend more time
acquiring the client’s preferred terminology
and performing TM concordance lookups to
achieve consistency with previously translated
content. This seems to have negated part of
the benefits of fuzzy matching and MT out-
put leverage (see the flatness of Translator 1’s
throughputs for fuzzy, MTPE and translation
bands in Figure 1). Translator 2 does show a
distinct throughput for each category.
Another possible explanation for Translator

1’s performance would be that the quality of
the raw MT output is low. However, Transla-
tor 2’s productivity gains and comparison with
past projects’ performance contradict this. We
therefore concluded that the most probable ex-
planation to the difference in terms of produc-
tivity might be due to the MTPE experience of
both translators. In fact, studies about impact
of translator’s experience agree that more ex-
perienced translators do MTPE faster (Guer-
berof Arenas, 2009), although they do not usu-
ally distinguish between experience in transla-
tion and experience in MTPE.

Figures 2 and 3 plot the productivity for
each band against the different evaluation
measures discussed for Translator 1 and 2, re-
spectively. TER has been inverted for a more
direct comparison.

Figure 2: Productivity vs. automated mea-
sures for Translator 1.

Figure 3: Productivity vs. automated mea-
sures for Translator 2.

It is remarkable that Translator 2’s MTPE
throughput was even higher than the one for
the lowest fuzzy match band. According to
BLEU (66.37 vs. 71.98), the situation should
have been the opposite, while according to
TER both throughputs should have been more
or less the same (20.98 vs. 21.03). The fuzzy
match value (87.74 vs. 85.21) is the only one
from the chosen set of metrics to reflect the
higher throughput of the MTPE sample over
the 75-84% band.
Despite this fact, all three metrics showed a

strong correlation with productivity for Trans-
lator 2, while the fuzzy score had the strongest
correlation for Translator 1 (see Table 4).
Based on the results obtained, the fuzzy score
could be used in MTPE scenarios as a valid
alternative metric for evaluating MT output.
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Despite not being used often in research, we
have found out that it could give a good in-
sight on the translation quality of MT output,
as it performs as good as or even better than
the other metrics evaluated. At the same time,
as it is a well-established metric in translation
business, it might be easier for translators to
understand and assess MTPE tasks.

rfuzzy rBLEU rTER

Trans. 1 0.785 0.639 0.568
Trans. 2 0.975 0.960 0.993

Table 4: Pearson correlation between produc-
tivity and evaluation measures.

Finally, another advantage of the fuzzy met-
ric is the fact that it does not depend on to-
kenization. It is a well known-fact that de-
pending on the tokenization applied to the
MT output and the reference, differences in
BLEU arise. This is illustrated in Table 5,
which reports the BLEU scores obtained for
the MT post-edited text as estimated by dif-
ferent tools: Asiya (Giménez and Màrquez,
2010), Asia Online’s Language Studio12, and
the multibleu script included in the SMT sys-
tem MOSES (Koehn et al., 2007). As can be
observed, there are significant differences in
BLEU scores for the same band for both trans-
lators.

BLEU
(Asiya)

BLEU
(Asia Online)

BLEU
(MOSES)

Trans. 1
100% 91.96 91.94 91.96
95-99% 87.91 87.77 87.20
85-94% 80.19 80.12 80.20
75-84% 73.94 74.27 74.09
PE 69.57 68.93 69.37
Trans. 2
100% 92.38 92.37 92.39
95-99% 89.35 89.22 89.19
85-94% 81.00 80.94 80.97
75-84% 71.98 72.55 72.12
PE 66.37 65.66 66.16

Table 5: BLEU results as computed by differ-
ent evaluation tools.

5 Conclusion and Future work
In this paper, we have reported a pilot exper-
iment based on a real-life translation project.
The translation job was analyzed with the
usual CAT tools in our company to ensure
the project included samples of all TM match
bands. All matches below 75% TM fuzzy

12http://www.asiaonline.net/EN/Default.aspx

leverage were then split into two parts: one
was used for MTPE, and the other half was
translated from scratch. The raw MT out-
put was generated by a customized Systran
RBMT system and integrated in the CAT en-
vironment used to run the experiment.
We have discovered that MT quality may

also be assessed using a fuzzy score mirroring
TM leverage (we used 3-gram Sørensen-Dice
coefficient). It correlates with productivity as
well as or even better than BLEU and TER, it
is easier to estimate13, and does not depend on
tokenization. Moreover, this metric is more fa-
miliar to all parties in the translation industry,
as they already work with fuzzy matches when
processing translation jobs via CAT tools.
Another interesting finding is that MTPE

might result in an increased productivity ra-
tio if the translator already has MTPE ex-
perience and is familiarized with the client’s
texts. However, further research on this mat-
ter is needed to confirm the impact of each
factor separately.
The results of this pilot study reveal that

a “fuzzier” approach might be a valid MTPE
evaluation measure. In future work we plan to
repeat the experiment with more translators
to see if the findings reported here replicate.
We believe that the proposed fuzzy-match ap-
proach, if proven valid, would be more easily
embraced in MTPE workflows than more tra-
ditional evaluation measures.
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Abstract 

Dictionary extraction using parallel cor-

pora is well established. However, for 

many language pairs parallel corpora are 

a scarce resource which is why in the 

current work we discuss methods for dic-

tionary extraction from comparable cor-

pora. Hereby the aim is to push the boun-

daries of current approaches, which typi-

cally utilize correlations between co-oc-

currence patterns across languages, in se-

veral ways: 1) Eliminating the need for 

initial lexicons by using a bootstrapping 

approach which only requires a few seed 

translations. 2) Implementing a new ap-

proach which first establishes alignments 

between comparable documents across 

languages, and then computes cross-ling-

ual alignments between words and mul-

tiword-units. 3) Improving the quality of 

computed word translations by applying 

an interlingua approach, which, by rely-

ing on several pivot languages, allows an 

effective multi-dimensional cross-check. 

4) We investigate that, by looking at for-

eign citations, language translations can 

even be derived from a single monolin-

gual text corpus. 

1 Introduction 

The aim of this paper is to suggest new methods for 

automatically extracting bilingual dictionaries, i.e. 

dictionaries listing all possible translations of words 

and multiword units, from comparable corpora. 

With comparable corpora we mean sets of text col-

lections which cover roughly the same subject area 

in different languages or dialects, but which are not 

translations of each other. Their main advantages 

are that they don't have a translation bias (as there 

is no source language which could show through) 

and are available in by far larger quantities and for 

more domains than parallel corpora, i.e. collections 

of translated texts.  

The systems to be developed are supposed to 

have virtually no prior knowledge on word trans-

lations. Instead, they induce this knowledge sta-

tistically using an extension of Harris’ distribu-

tional hypothesis (Harris, 1954) to the multilin-

gual case. The distributional hypothesis states 

that words occurring in similar contexts have re-

lated meanings. Its application led to excellent 

automatically created monolingual thesauri of re-

lated words. Our extension of Harris’ distribu-

tional hypothesis to the multilingual case claims 

that the translations of words with related mean-

ings will also have related meanings. From this it 

can be inferred that if two words co-occur more 

frequently than expected in a corpus of one lang-

uage, then their translations into another lang-

uage will also co-occur more frequently than ex-

pected in a comparable corpus of this other lang-

uage. This is the primary statistical clue which is 

the basis for our work. Starting from this our aim 

is to develop a methodology which is capable of 

deriving good quality bilingual dictionaries in a 

language independent fashion, i.e. which can be 

applied to all language pairs where comparable 

corpora are available. In future work, to exem-

plify the results achieved with this method, we 

will generate large dictionaries comprising single 

words and multiword units for the following lan-

guage pairs: English–German; English–French; 

English–Spanish; German–French; German–Spa-

nish; French–Spanish, German–Dutch, and Spa-

nish–Dutch. 

Bilingual dictionaries are an indispensable re-

source for both human and machine translation. For 
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this reason, in the field of lexicography a lot of ef-

fort has been put into producing high quality dic-

tionaries. For example, in rule-based machine 

translation producing the dictionaries is usually by 

far the most time consuming and expensive part of 

system development. But as the dictionaries are 

crucial in ensuring high coverage and high transla-

tion quality, a lot of effort has to be invested into 

them, and there are many examples where the man-

ual creation of comprehensive dictionaries has been 

an ongoing process over several decades. Now that 

some high quality dictionaries exist, why do we 

suggest further research in this field? The reasons 

are manifold:  
 

1) High quality dictionaries are only available for a 

few hundred common language pairs, usually 

involving some of the major European and 

Asian languages. But there exist about 7000 

languages worldwide (Gordon & Grimes, 2005; 

Katzner, 2002), of which 600 have a written 

form. In the interest of speakers or learners of 

lesser used languages, at least for all possible 

pairs of written languages high quality dictionar-

ies would be desirable, which means a total of 

600 * (600 – 1) = 359,400 translation directions. 

But in practice this is impossible for reasons of 

time, effort, and cost. So the companies working 

in the field tend to concentrate on their major 

markets only. 

2) The usage and meanings of words are adapted 

and modified in language of specialized do-

mains and genres. To give an example, the word 

memory is used differently in the life sciences 

and in computer science. This means that in 

principle for each domain specific dictionaries 

would be desirable. Again, for a few common 

language pairs and commercially important sub-

ject areas such as medicine or engineering such 

dictionaries have been developed. But if we 

(conservatively) assumed only 20 subject areas, 

the total number of required dictionaries increa-

ses from 359,400 to 143,988,000. 

3) Languages evolve over time. New topics and 

disciplines require the creation or borrowing 

(e.g. from English) of new terms (a good exam-

ple is mobile computing), other terms become 

obsolete. This means that we cannot create our 

dictionaries once and forever, but need to con-

stantly track these changes, for all language 

pairs, and for all subject areas. 

4) Even if some companies such as specialized 

publishing houses (e.g. Collins and Oxford Uni-

versity Press), translation companies (e.g. Sys-

tran and SDL) or global players (e.g. Google 

and Microsoft) can afford to compile diction-

aries for some markets, these dictionaries are 

proprietary and often not available for other 

companies, institutions, academia, and individu-

als. This is an obstacle for the advancement of 

the field. 
 

Given this situation, it would be desirable to be 

able to generate dictionaries ad hoc as we need 

them from corpora of the text types we are inter-

ested in. So a lot of thought has been spent on how 

to produce bilingual dictionaries more efficiently 

than manually in the traditional lexicographic way. 

From these efforts, two major straits of research 

arose: The first is based on the exploitation of par-

allel corpora, i.e. collections of translated docu-

ments, as suggested by Brown et al. (1990 and 

1993) in their seminal papers. They automatically 

extracted a bilingual dictionary from a large paral-

lel corpus of English-French Canadian parliamen-

tary proceedings, and then built a machine transla-

tion system around this. The development of such 

systems has not been without setbacks, but finally, 

after 15 years of research, it led to a revolution in 

machine translation technology and provided the 

basis for machine translation systems such as Mo-

ses, Google Translate and Microsoft’s Bing Trans-

lator which are used by millions of people world-

wide every day. 

The second strait of research is based on com-

parable rather than parallel corpora. It was first 

suggested by Fung (1995) and Rapp (1995). The 

motivation was that parallel corpora are a scarce re-

source for most language pairs and subject areas, 

and that human performance in second language 

acquisition and in translation shows that there must 

be a way of crossing the language barrier that does 

not require the reception of large amounts of trans-

lated texts. We suggest here to replace parallel by 

comparable corpora. Comparable (written or spo-

ken) corpora are far more abundant than parallel 

corpora, thus offering the chance to overcome the 

data acquisition bottleneck. This is particularly true 

as, given n languages to be considered, n compara-

ble corpora will suffice. In contrast, with parallel 

corpora, unless translations of the same text are 

available in several languages, the number of re-

quired corpora c increases quadratically with the 

number of languages as c = (n
2
 – n)/2.  

However, the problem with comparable corpora 

is that it is much harder to extract a bilingual dic-

tionary from comparable corpora than from parallel 

corpora. As a consequence, despite intensive re-

search carried out over two decades (to a good part 

taking place in international projects such as AC-
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CURAT, HyghTra, PRESEMT, METIS, Kelly, and 

TTC) no commercial breakthrough has yet been 

possible. 

However, we feel that in recent years some re-

markable improvements were suggested (e.g. dic-

tionary extraction from aligned comparable docu-

ments and dictionary verification using cross 

checks based on pivot languages). They cannot 

solve the problem when used in isolation, but when 

amended and combined they may well have the 

potential to lead to substantial improvements. In 

this paper we try to come up with a roadmap for 

this. 

2 Methodology 

Although, if at all, it is more likely that the mecha-

nisms underlying human second language acquisi-

tion are based on the processing of comparable 

rather than parallel corpora, we do not attempt to 

simulate the complexities of human second lan-

guage acquisition. Instead we argue that it is possi-

ble by purely technical means to automatically ex-

tract information on word- and multiword-transla-

tions from comparable corpora. The aim is to push 

the boundaries of current approaches, which often 

utilize similarities between co-occurrence patterns 

across languages, in several ways:  
 

1. Eliminating the need for initial dictionaries. 

2. Looking at aligned comparable documents 

rather than at comparable corpora. 

3. Utilizing multiple pivot languages in order to 

improve dictionary quality. 

4. Considering word senses rather than words in 

order to solve the ambiguity problem. 

5. Investigate in how far foreign citations in 

monolingual corpora are useful for dictionary 

generation. 

6. Generating dictionaries of multiword units. 

7. Applying the approach to different text types. 

8. Developing a standard test set for evaluation. 

Let us now look point by point at the above list 

of research objectives with an emphasis on meth-

odological and innovative aspects.  

2.1 Eliminating the need for initial   

dictionaries 

The standard approach for the generation of dictio-

naries using comparable corpora operates in three 

steps: 1) In the source language, find the words 

frequently co-occurring with a given word whose 

translation is to be determined. 2) Translate these 

frequently co-occurring words into the target lan-

guage using an initial dictionary. 3) In the target 

language, find the word which most frequently co-

occurs with these translations. 

There are two major problems with this ap-

proach: Firstly, an already relatively comprehen-

sive initial dictionary of typically more than 10,000 

entries (Rapp, 1999) is required which will often be 

a problem for language pairs involving lesser used 

languages or when existing dictionaries are copy-

right protected or not available in machine readable 

form. Secondly, depending on the coverage of this 

dictionary, quite a few of the requested translations 

may not be known. For these reasons a method not 

requiring an initial dictionary would be desirable. 

Let us therefore outline our proposal for a novel 

bootstrapping approach which requires only a few 

seed translations. The underlying idea is based on 

multi-stimulus associations (Rapp, 1996; Rapp, 

2008; Lafourcade & Zampa, 2009; Rapp & Zock, 

2014). There is also related work in cognitive sci-

ence. It often goes under the label of the remote 

association test, but essentially pursues the same 

ideas (Smith et al., 2013). 

As experience tells, associations to several 

stimuli are non-random. For example, if we present 

the word pair circus – laugh to test persons and ask 

for their spontaneous associations, a typical answer 

will be clown. Likewise, if we present King – 

daughter, many will respond with princess. Like 

the associative responses to single words, the asso-

ciative answers to pairs of stimuli can also be pre-

dicted with high precision by looking at the co-oc-

currences of words in text corpora. A nice feature 

about the word pair associations is that the number 

of possible word pairs increases with the square of 

the vocabulary size considered. For a vocabulary of 

n words, the number of possible pairwise combina-

tions (and likewise the number of associations) is n 

* (n – 1) / 2. This means that for a vocabulary of 10 

words we have 45, for a vocabulary of 100 words 

we have 4,950, and for a vocabulary of 1000 words 

we have 499,500 possible word pairs, and each of 

these pairs provides valuable information.
1
 

                                                 
1
 As will become later on, this is actually one of the rare 

cases where large numbers work in favour of us, thus 

making the method well suited for the suggested boots-

trapping approach. This behavior is in contrast to most 

other applications in natural language processing. For 

example, in syntax parsing or in machine translation the 

number of possible parse trees or sentence translations 

tends to grow exponentially with the length of a sen-

tence. But the higher the number of possibilities, the 

more difficult it gets to filter out the correct variant. 
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To exemplify the suggested approach, let us 

assume that our starting vocabulary consists of 

the four words circus, laugh, King, and daughter. 

We assume that their translations into the target 

language are known. If our target language is 

German, the translations are Zirkus, lachen, Kö-

nig, and Tochter. Separately for the source and 

the target language, based on corpus evidence we 

compute the multi-stimulus associations for all 

possible word pairs (compare Rapp, 2008): 

 

English: 

circus – laugh → clown 

circus – King → lion 

circus – daughter → artiste 

laugh – King → jester 

laugh – daughter → joke 

King – daughter → princess 

 

German: 

Zirkus – lachen → Clown 

Zirkus – König → Löwe 

Zirkus – Tochter → Artistin 

Lachen – König → Hofnarr 

lachen – Tochter → Witz 

König – Tochter → Prinzessin 

 

Now our basic assumption is that the corresponding 

English and German multi-stimulus associations 

are translations of each other. This means that to 

our initial four seed translations we can now add a 

further six newly acquired translations, namely 

clown → Clown, lion → Löwe, artiste → Artistin, 

jester → Hofnarr, joke → Witz, princess → Prinz-

essin. Together with the four seed translations, this 

gives us a total of ten known translations. With 

these ten translations we can restart the process, 

this time with a much higher number of possible 

pairs (45 pairs of which 35 are new). Once this step 

is completed, ideally we would have 45 * (45 – 1) / 

2 = 990 known translations. In continuation, with a 

few more iterations we cover a very large vocabu-

lary. 

Of course, for the purpose of demonstrating the 

approach we have idealized matters here. In reality, 

many word pairs will not have salient associations, 

so the associations which we compute can be 

somewhat arbitrary. This means that our underlying 

assumption, namely that word pair associations are 

equivalent across languages, may not hold for non-

salient cases, and even when the associations are 

salient there can still be discrepancies caused by 

cultural, domain-dependent and other differences. 

For example, the word pair pork – eat might evoke 

the association lunch in one culture, but forbidden 

in another. But non-salient associations can be id-

entified and eliminated by applying a significance 

test on the measured association strengths. And 

cultural differences are likely to be small in com-

parison to the commonalities of human life as ex-

pressed through language. Would this not be true, it 

should be almost impossible to translate between 

languages with different cultural backgrounds, but 

experience tells us that this is still possible (though 

more difficult).  

It should also be noted that the suggested ap-

proach, like most statistical approaches used in 

NLP, should show a great deal of error tolerance. 

The iterative process should converge as long as 

the majority of computed translations is correct. 

Also, the associative methodology implies that in-

correct translations will typically be caused by 

mixups between closely related words, which will 

limit the overall negative effect.  

If required to ensure convergence, we can add 

further levels of sophistication such as the follow-

ing: a) Compute salient associations not only for 

word pairs, but also for word triplets (e.g. pork – 

eat – Muslim → forbidden; pork – eat – Christian 

→ ok). b) Use translation probabilities rather than 

binary yes/no decisions. c) Use pivot languages to 

verify the correctness of the computed translations 

(see section 2.4 below). d) Look at aligned compa-

rable documents (see below). 

2.2 Looking at aligned comparable docu-

ments rather than at comparable corpora 

Here we investigate an alternative approach to the 

above. It also does not require a seed lexicon, but 

instead has higher demands concerning the compa-

rable corpora to be used. For this approach the 

comparable corpora need to be alignable at the doc-

ument level, i.e. it must be possible to identify cor-

respondences between the documents in two com-

parable corpora of different languages. This is 

straightforward e.g. for Wikipedia articles where 

the so-called interlanguage links (created manually 

by the authors) connect articles across languages. 

But there are many more common text types which 

are easily alignable, among them newspaper cor-

pora where the date of publication gives an impor-

tant clue, or scientific papers whose topics tend to 

be so narrow that a few specific internationalisms 

or proper names can be sufficient to identify the 

correspondences. 

Once the alignment at the document level has 

been conducted, the next step is to identify the most 

salient keywords in each of the documents. There 

are a number of well established ways of doing so, 

among them Paul Rayson’s method of comparing 
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the observed term frequencies in a document to the 

average frequencies in a reference corpus using the 

log-likelihood ratio, or - alternatively - the Likely-

system as developed by Paukkeri & Honkela 

(2010). By applying these keyword extraction 

methods the aligned comparable documents are 

converted to aligned lists of keywords. Some im-

portant properties of these lists of aligned keywords 

are similar to those of aligned parallel sentences, 

which means that there is a chance to successfully 

apply the established statistical machinery devel-

oped for parallel sentences. We conducted a pilot 

study using a self-developed robust alternative to 

GIZA++, with promising results (Rapp, Sharoff & 

Babych, 2012). In principle, the method is applica-

ble not only to the problem of identifying the trans-

lations of single words, but also of identifying the 

translations of multiword units, see section 2.6 be-

low.  

2.3 Utilizing multiple pivot languages in   

order to improve dictionary quality 

We propose to systematically explore the possibil-

ity of utilizing the dictionaries’ property of transi-

tivity. What we mean by this is the following: If we 

have two dictionaries, one translating from lan-

guage A to language B, the other from language B 

to language C, then we can also translate from A to 

C by using B as the pivot language (also referred to 

as bridge language, intermediate language, or inter-

lingua). That is, the property of transitivity, al-

though having some limitations due to the ambigu-

ity problem, can be exploited for the automatic ge-

neration of a raw dictionary with mappings from A 

to C. On first glance, one might consider this un-

necessary as our corpus-based approach allows us 

to generate such a dictionary with higher accuracy 

directly from the respective comparable corpora. 

However, the above implies that we have now 

two ways of generating a dictionary for a particular 

language pair, which means that in principle we 

can validate one with the other. Furthermore, given 

several languages, there is not only one method to 

generate a transitivity-based dictionary for A to C, 

but there are several. This means that by increasing 

the number of languages we also increase the pos-

sibilities of mutual cross-validation. In this way a 

highly effective multi-dimensional cross-check can 

be realized. 

Utilizing transitivity is a well established tech-

nique in manual dictionary lookup when people in-

terested in uncommon language pairs (where no 

dictionary is available) use two dictionaries involv-

ing a common pivot language. Likewise, lexico-

graphers often use this concept when manually cre-

ating dictionaries for new language pairs based on 

existing ones. However, this has not yet been ex-

plored at a large scale in a setting like ours. We 

propose to use many pivot languages in parallel, 

and to introduce a voting system where a potential 

translation of a source word is ranked according to 

the number of successful cross-validations. 

2.4 Considering word senses rather than 

words in order to solve the ambiguity 

problem 

As in natural language most words are ambiguous, 

and as the translation of a word tends to be am-

biguous in a different way than the original source 

language word (especially if we look at unrelated 

languages belonging to different language fami-

lies), our extension of Harris’s distributional hy-

pothesis which says that the translations of two re-

lated words should be related again (see Section 1) 

is only an approximation but not strictly applicable. 

But in principle it would be strictly applicable and 

therefore lead to better results if we conducted a 

word sense disambiguation on our comparable cor-

pora beforehand. Hereby we assume that the sense 

inventories for the languages to be considered are 

similar in granularity and content.
2
 We therefore 

propose to sense disambiguate the corpora, and to 

apply our method for identifying word translations 

on the senses. As a result, we will not only obtain a 

bilingual dictionary, but also an alignment of the 

two sense inventories.  

As versions of WordNet are available for all five 

languages mentioned in Section 1 (English, French, 

German, Spanish, Dutch), we intend to use these 

WordNets as our sense inventories. Regarding 

some criticism that they are often too fine grained 

for practical applications (Navigli, 2009), we will 

consider attempts to automatically derive more 

coarse-grained sense inventories from them (Na-

vigli et al., 2007). Given the resulting sense inven-

tories, we will apply an open source word sense 

disambiguation algorithm such as Ted Pedersen’s 

SenseRelate software (alternatives are BabelNet, 

UKB and other systems as e.g. used in the SemEval 

word sense disambiguation competitions). 

Relying on the WordNet senses means that the 

methodology is not applicable to languages where a 

version of WordNet is not available. As this is a 

serious shortcoming, we have looked at methods 

for generating corpus-specific sense inventories in 

an unsupervised way (Pantel & Lin, 2002; Bordag, 

                                                 
2
 Similar sense inventories across languages can be 

expected under the assumption that the senses reflect 

observations in the real world. 
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2006; Rapp, 2003; SemEval 2007 and 2010 task 

“Word sense induction”). In an attempt to come up 

with an improved algorithm, we propose a novel 

bootstrapping approach which conducts word sense 

induction and word sense disambiguation in an 

integrated fashion. It starts by tagging each content 

word in a corpus with the strongest association that 

occurs nearby. For example, in the sentence "He 

gets money from the bank", the word bank would 

be tagged with money as this is the strongest asso-

ciation occurring in this neighborhood. Let us use 

the notation [bank < money] to indicate this. From 

the tagged corpus a standard distributional thesau-

rus is derived (Pantel & Lin, 2002). This thesaurus 

would, for example, show that [bank < money] is 

closely related to [bank < account], but not to [bank 

< river]. For this reason, all occurrences of [bank < 

money] and [bank < account] would be replaced by 

[bank < money, account], but [bank < river] would 

remain unchanged. Likewise for all other strongly 

related word/tag combinations. Subsequently, in a 

second iteration a new distributional thesaurus is 

computed, leading to further mergers of word/tag 

combinations. This iterative process is to be re-

peated until there are no more strong similarities 

between any entries of a newly created thesaurus. 

At this point the result is a fully sense tagged cor-

pus where the granularity of the senses can be con-

trolled as it depends on the similarity threshold 

used for merging thesaurus entries. 

2.5 Investigating in how far foreign citations 

in monolingual corpora can be utilized 

for dictionary generation 

Traditional foreign language teaching, where the 

teacher explains the foreign language using the na-

tive tongue of the students, has often been criti-

cized. But there can be no doubt that it works at 

least to some extent. Apparently, the language mix 

used in such a teaching environment is non-ran-

dom, which is why we start from the hypothesis 

that it should be possible to draw conclusions on 

word translations given a corpus of such classroom 

transcripts. We suggest that the translations of 

words can be discovered by looking at strong asso-

ciations between the words of the teaching lan-

guage and the words of the foreign language. In a 

2nd-language teaching environment the words of 

the foreign language tend to be explained using 

corresponding words from the teaching language, 

i.e. these two types of words tend to co-occur more 

often than to be expected by chance.  

However, as it is not easy to compile tran-

scripts of such classroom communications in 

large enough quantities, we assume that the use 

of foreign language citations in large newspaper 

or web corpora follows similar principles (for a 

pilot study see Rapp & Zock, 2010b). The fol-

lowing two citations from the Brown Corpus 

(Francis & Kuςera, 1989) are meant to provide 

some evidence for this (underscores by us): 

 
1. The tables include those for the classification angles 

, refractive indices , and melting points of the vari-

ous types of crystals . Part 2 of Volume /1 , and 

Parts 2 and 3 of Volume /2 , contain the crystal de-

scriptions . These are grouped into sections accord-

ing to the crystal system , and within each section 

compounds are arranged in the same order as in 

Groth 's CHEMISCHE KRYSTALLOGRAPHIE . 

An alphabetical list of chemical and mineralogical 

names with reference numbers enables one to find a 

particular crystal description . References to the data 

sources are given in the crystal descriptions . 

 

2. On the right window , at eye level , in smaller 

print but also in gold , was Gonzalez , Prop. , and 

under that , Se Habla Espanol . Mr. Phillips took 

a razor to Gonzalez , Prop. , but left the promise 

that Spanish would be understood because he 

thought it meant that Spanish clientele would be 

welcome . 

 

In the first example, the German book title "Chemi-

sche Krystallographie"
3
 (meaning Chemical Crys-

tallography) is cited. In its context the word chemi-

cal occurs once and the word forms crystal and 

crystals occur five times. In the second example, 

the phrase "Se Habla Espanol" is cited (meaning: 

Spanish spoken or We speak Spanish), and in its 

context we find "Spanish would be understood" 

which comes close to a translation of this phrase. 

(And a few words further in the same sentence the 

word "Spanish" occurs again.) 

Although foreign language citations are usually 

scarce in standard corpora, lexicon extraction from 

monolingual corpora should still be feasible for 

heavily cited languages such as English. For other 

languages lexicon construction should be possible 

via pivot languages, see Section 2.3 above. The 

problem that the same word form can occur in sev-

eral languages but with different meanings (called 

“homograph trap” in Rapp & Zock, 2010b) can be 

approached by looking at several source languages 

at the same time and by eliminating interpretations 

which are not consistent with several of the lan-

guages. We intend to apply this method to all lan-

guage pairs, and use it in a supplementary fashion 

to enhance the other approaches. This looks prom-

                                                 
3
 Note that Krystallographie is an old spelling. The mod-

ern spelling is Kristallographie. 
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ising as the method provides independent statistical 

clues from a different type of source.  

2.6 Generating dictionaries of multiword 

units 

Due to their sheer numbers, the treatment of multi-

word units is a weakness of traditional lexicogra-

phy. Whereas a reasonable coverage of single 

words may require in the order of 100,000 diction-

ary entries, the creation of multiword units is highly 

productive so that their number can be orders of 

magnitude higher, making it infeasible to achieve 

good coverage using manual methods. In contrast, 

most automatic methods for dictionary extraction, 

including the ones described above, can be applied 

to multiword units in a straightforward way. The 

only prerequisite is that the multiword units need to 

be known beforehand, that is, in a pre-processing 

step they must be identified and tagged as such in 

the corpora. There exist numerous methods for this, 

most of them relying on measures of mutual infor-

mation between neighbouring words (e.g. Smadja, 

1993; Paukkeri & Honkela, 2010). Our intention is 

to adopt the language independent “Likely” system 

for this purpose (Paukkeri & Honkela, 2010). Us-

ing the methods described in Sections 2.1 to 2.5, 

we will generate dictionaries of multiword units for 

all language pairs considered, i.e. involving Eng-

lish, French, German, Spanish, and Dutch, and then 

evaluate the dictionaries as outlined in section 2.8.  

Our expectation is that the problem of word 

ambiguity will be less severe with multiword 

units than it is with single words. There are two 

reasons for this, which are probably two sides of 

the same medal: One is that rare words tend to be 

less ambiguous than frequent words, as appar-

ently in human language acquisition a minimum 

number of observations is required to learn a 

reading, and the chances to reach this minimum 

number are lower for rare words. As multiword 

units are less frequent than their rarest constitu-

ents, on average their frequencies are lower than 

the frequencies of single words. Therefore it can 

be expected that they must be less ambiguous on 

average. The other explanation is that in multi-

word units the constituents tend to disambiguate 

each other, so fewer readings remain.  

2.7 Applying the approach to different text 

types 

By their nature, the dictionaries generated using 

the above algorithms will always reflect the con-

tents of the underlying corpora, i.e. their genre 

and topic. This means that if the corpora consist 

of newspaper articles on politics, the generated 

dictionaries will reflect this use of language, and 

likewise with other genres and topics. It is of in-

terest to investigate these effects. However, as 

for a reasonable coverage and quality of the ex-

tracted dictionaries we need large corpora (e.g. 

larger than 50 million words) for all five lan-

guages, we feel that for a first study it is only 

realistic to make just a few rough distinctions in 

a somewhat opportunistic way: a) newspaper 

articles; b) parliamentary proceedings; c) ency-

clopaedic articles; d) general web documents. 

The resulting dictionaries will be compared 

qualitatively and quantitatively. However, in the 

longer term it will of course be of interest to aim 

for more fine-grained distinctions of genre and 

topic.  

2.8 Developing a standard test set for evalua-

tion 

As previous evaluations of the dictionary extraction 

task were usually conducted with ad hoc test sets 

and thus were not comparable, Laws et al. (2010) 

noted an urgent need for standard test sets. In re-

sponse to this, we intend to work out and publish a 

gold standard which covers all of our eight lan-

guage pairs and will ensure that words of a wide 

range of frequencies are appropriately represented. 

All results on single words are to be evaluated us-

ing this test set. 

Little work has been done so far on multiword 

dictionary extraction using comparable corpora (an 

exception is Rapp & Sharoff, 2010), and no widely 

accepted gold standard exists. A problem is that 

there are many ways how to define multiword 

units. To explore these and to provide for different 

needs, we aim for five types of test sets of at least 

5000 multiword units and their translations. The 

test sets are to be generated semi-automatically in 

the following ways:  

a) Multiword units connected by Wikipedia inter-

language links. 

b) Multiword units extracted from a parallel cor-

pus which was word-aligned using GIZA++. 

c) Multiword units extracted from phrase tables 

as generated using the Moses toolkit. 

d) Multiword units extracted with a co-occurrence 

based system such as Likely (Paukkeri & Hon-

kela, 2010) and redundantly translated with 

several translation systems, using voting to se-

lect translations. 

e) Multiword named entities taken from JRC-

Names (as provided by the European Commis-

sion's Joint Research Centre). 
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The results on the multiword dictionary extrac-

tion task are to be evaluated using each of these 

gold standards. 

3 Discussion 

In this section we discuss the relationship of the 

suggested work to the state of the art of research 

in the field. Hereby we concentrate on how the 

previous literature relates to the eight subtopics 

listed above. A more comprehensive survey of 

the field of bilingual dictionary extraction from 

comparable corpora can be found in Sharoff et 

al. (2013).  

1) Eliminating the need for initial dictionaries: 

This problem has been approached e.g. by 

Rapp (1995), Diab & Finch (2000), Haghighi 

et al. (2008), and Vulic & Moens (2012). None 

of the suggested solutions seems to work well 

enough for most practical purposes. Through 

its multilevel approach, the above methodology 

aims to achieve this. 

2) Looking at aligned comparable documents 

rather than at comparable corpora: Previous 

publications concerning this are Schafer & 

Yarowsky (2002), Hassan & Mihalcea (2009), 

Prochasson & Fung (2011) and Rapp et al. 

(2012). In our view, the full potential has not 

yet been unveiled.  

3) Utilizing multiple pivot languages in order to 

improve dictionary quality: The (to our knowl-

edge) only previous study in such a context 

was conducted by ourselves (Rapp & Zock, 

2010a), and uses only a single pivot language. 

In contrast, here we suggest to take advantage 

of multiple pivot languages.
4
 

4) Considering word senses rather than words in 

order to solve the ambiguity problem: Gaussier 

et al. (2004) use a geometric view to decom-

pose the word vectors according to their sen-

ses. In contrast, we will use explicit word sense 

disambiguation based on the WordNet sense 

inventory. Annotations consistent with human 

intuitions are easier to verify and thus the sys-

tem can be better optimized. 

5) Investigating in how far foreign citations in 

monolingual corpora can be used for diction-

ary generation: To our knowledge, apart from 

our own (see Rapp & Zock, 2010b) there is no 

other previous work on this. 

                                                 
4
 We use here the term pivot language as the potentially 

alternative term bridge language is used by Schafer 

&Yarowsky (2002) in a different sense, relating to or-

thographic similarities. 

6) Generating dictionaries of multiword units: 

Robitaille et al. (2006) and the TTC project 

(http://www.ttc-project.eu/) dealt with this in a 

comparable corpora setting but did not make 

their results available. In contrast, the intention 

here is to publish the full dictionaries. 

7) Applying the approach to different text types: 

Although different researchers used a multi-

tude of comparable corpora, to our knowledge 

there exists no systematic comparative study 

concerning different text types in the field of 

bilingual dictionary extraction. 

8) Developing a standard test set for evaluation: 

Laws et al. (2010) pointed out the need for a 

common test set and provided one for the lan-

guage pair English – German. Otherwise in 

most cases ad hoc test sets were used, and to 

our knowledge no readily available test set ex-

ists for multiword units. 

4 Conclusions 

A core problem in NLP is the problem of ambi-

guity in a multilingual setting. Entities in natural 

language tend to be ambiguous but can be inter-

preted as mixtures of some underlying unambigu-

ous entities (e.g. a word’s senses). The problem in 

simulating, understanding, and translating natural 

language is that we can only observe and study the 

complicated behavior of the ambiguous entities, 

whereas the presumably simpler behavior of the 

underlying unambiguous entities remains hidden. 

The proposed work shows a way how to deal with 

this problem. This is relevant to most other fields in 

natural language processing where the ambiguity 

problem is also of central importance, such as MT, 

question answering, text summarization, thesaurus 

construction, information retrieval, information 

extraction, text classification, text data mining, 

speech recognition, and the semantic web.  

The suggested work investigates new methods 

for the automatic construction of bilingual diction-

aries, which are a fundamental resource in human 

translation, second language acquisition, and ma-

chine translation. If approached in the traditional 

lexicographic way, the creation of such resources 

has often taken years of manual work involving nu-

merous subjective and potentially controversial 

decisions. In the suggested framework, these hu-

man intuitions are replaced by automatic processes 

which are based on corpus evidence. The devel-

oped systems will be largely language independent 

and will be applied to eight project language pairs 

involving the five European languages mentioned 

in Section 1. The suggested approach is of interest 
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as the recent advances in the field concerning e.g. 

bootstrapping algorithms, alignment of comparable 

documents, and word sense disambiguation were 

conducted in isolated studies but need to be 

amended, combined, and integrated into a single 

system.  

For human translation, by preparing the result-

ing dictionaries in XML they can be made com-

patible for use with standard Translation Memory 

systems. This way they are available for profes-

sional translation (especially in technical transla-

tion, technical writing, and interpreting) where 

there is a high demand in specialized dictionaries, 

thus supporting globalization and internationaliza-

tion. 

The work is also of interest from a cognitive 

perspective, as a bilingual dictionary can be seen as 

a collection of human intuitions across languages. 

The question is if these intuitions do find their 

counterpart in corpus evidence. Should this be the 

case, this would support the view that human lan-

guage acquisition can be explained by unsuper-

vised learning on the basis of perceived spoken and 

written language. If not, other sources of informa-

tion available for language learning would have to 

be identified, which may, for example, include an 

equivalent of Chomsky’s language acquisition de-

vice. 
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Abstract

Chinese and Spanish have different mor-
phology structures, which poses a big
challenge for translating between this pair
of languages. In this paper, we analyze
several strategies to better generalize from
the Chinese non-morphology-based lan-
guage to the Spanish rich morphology-
based language. Strategies use a first-step
of Spanish morphology-based simplifica-
tions and a second-step of fullform gen-
eration. The latter can be done using a
translation system or classification meth-
ods. Finally, both steps are combined ei-
ther by concatenation in cascade or inte-
gration using a factored-based style. On-
going experiments (based on the United
Nations corpus) and their results are de-
scribed.

1 Introduction

The structure of Chinese and Spanish differs at
most linguistic levels, e.g. morphology, syntax
and semantics. In this paper, we are focusing
on reducing the gap between both languages at
the level of morphology. On the one hand, Chi-
nese is an isolating language, which means hav-
ing a low morpheme per word ratio. On the other
hand, Spanish is a fusional language, which means
having a tendency to overlay many morphemes.
The challenge when translating between Chinese
and Spanish is bigger in the direction from Chi-
nese to Spanish, given that the same Chinese word
can generate multiple Spanish words. For exam-
ple, the Chinese word fàn (in transcribed Pinyin)
can be translated by comer, como, comı́, comeré1

which correspond to several tense flexions of the
same verb and also by comes, comiste, comerás2,

1to eat, I eat, I ate, I will eat
2you eat, you ate, you will eat

all of which also correspond to several person flex-
ions of the same verb. This poses a challenge
in Statistical Machine Translation (SMT) because
translations are learnt by co-ocurrence of words in
both languages. When a word has multiple transla-
tions, it generates sparsity in the translation model.

In this study, we experiment with different
strategies to add morphology knowledge in a stan-
dard phrase-based SMT system (Koehn et al.,
2003) for the Chinese-to-Spanish translation di-
rection. However, the presented techniques could
be used for other pairs involving isolating and fu-
sional languages. The rest of the paper is or-
ganized as follows. Section 2 reports a brief
overview of the related work both in using mor-
phology knowledge in SMT and in translating
from Chinese-to-Spanish. Section 3 explains the
theoretical framework of phrase-based SMT at a
high level and the details of each strategy to intro-
duce morphology in the mentioned system. Sec-
tion 4 describes the experiments and first results
obtained for each theoretical strategy presented.
Finally, Section 5 concludes this ongoing research
and outlines the future research directions.

2 Related Work

There are numerous studies which deal with mor-
phology in the field of SMT. Without aiming at
completeness, we cite works that:

• Preprocess the data to make the structure of
both languages more similar by means of en-
riching (Avramidis and Koehn, 2008; Ueffing
and Ney, 2003) or segmentation techniques in
agglutinative (S.Virpioja et al., 2007) or fu-
sional languages (Costa-jussà, 2015a)

• Modify models (Koehn and Hoang, 2007)

• Post-process the data (Toutanova et al., 2008;
Bojar and Tamchyna, 2011; Formiga et al.,
2013).
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The research work in this area is being very ac-
tive, e.g. PhD proposals using strategies based on
deep learning (Gutierrez-Vasques, 2015).

Previous works on the Chinese-Spanish lan-
guage pair focus on compiling corpus and us-
ing pivot stategies (Costa-jussà et al., 2012) and
on building a Rule-Based Machine Translation
(RBMT) system (Costa-jussà and Centelles, In
Press 2015). A high-level description of the state-
of-the-art of the translation on this language pair
is detailed in (Costa-jussà, 2015b).

Our work mixes several strategies but basically
it goes in the direction of (Formiga et al., 2013)
that focuses on solving the challenge of mor-
phology as a post-processing classification prob-
lem. The idea is to translate from Chinese to a
morphology-based simplified Spanish and, then,
re-generate the morphology by means of classi-
fication algorithms. The competitive advantage
from this strategy is the rise of algorithms based
on deep learning techniques that can achieve high
success rates, e.g. (Collobert et al., 2011).

3 Theoretical Framework

The phrase-based SMT system (Koehn et al.,
2003) is trained on a parallel corpus at the level of
sentences. It learns co-ocurrences and each token
in the training set is considered as a different one
no matter if it is morphologically related. There-
fore, in the extreme case where the word canto3

is in the training set and the inflection of the same
verb canté4 is not, the latter is going to be consid-
ered an out-of-vocabulary word.

Strategy 1. One well-known strategy to face this
challenge is to add a part-of-speech (POS) lan-
guage model which evaluates the probability of the
POS-sequences instead of the word sequences.

Strategy 2. This second strategy consists on do-
ing a cascade of systems: first, translate from
source to morphology-based simplified target; sec-
ond, translate from this simplified target to full-
form target as shown in Figure 3.

One straightforward simplification in morphol-
ogy can be adopting lemmas as shown in Table 1.

Strategy 3. This third strategy is based on
factored-based translation (Koehn and Hoang,
2007), which uses linguistic information of words,

3I sing
4I sang

Figure 1: Illustration of the cascade strategy.

e.g. lemmas and POS. The idea is that the trans-
lation model based on words is used if the trans-
lation of the word is available, and if not, lemmas
and POS are used in combination with a model to
generate the final word. Figure 3 shows a typical
representation of this factored strategy.

Figure 2: Illustration of the factored strategy.

Strategy 4. This fourth strategy is based on pre-
vious work like (Formiga et al., 2013), where the
idea is to do a first translation from source to
a morphology-based simplified target and then,
use a classifier to go from this simplified target
to the fullform target. See the schema of this
classification-based strategy in 3.

The main challenges in the last strategy are:

1. Explore different simplifications of the target
language in order to use the one with a higher
trade-off between the highest oracle and the
lowest classification complexity.

2. Explore several classification algorithms.
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Eslemmas decidir examinar el cuestión en el perı́odo de sesión el tema titular “ cuestión relativo a el derecho humano “
EsN

lemmas Decide examinar la cuestión en el perı́odo de sesión el tema titulado “ cuestión relativas a los derecho humanos ” .
EsV

lemmas decidir examinar la cuestión en el perı́odo de sesiones el tema titulado “ Cuestiones relativas a los derechos humanos ” .
EsD

lemmas Decide examinar el cuestión en el perı́odo de sesiones el tema titulado “ Cuestiones relativas a el derechos humanos ” .
EsP

lemmas Decide examinar la cuestión en el perı́odo de sesiones el tema titulado “ Cuestiones relativas a los derechos humanos ” .
EsA

lemmas Decide examinar la cuestión en el perı́odo de sesiones el tema titular “ Cuestiones relativo a los derechos humano ” .
Estags VMIP3S0 VMN0000 DA0MS0 NCFS000 SPS00 DA0MS0 NCMS000 SPS00 NCFP000 DA0MS0 NCMS000 AQ0MS0 Fp

NCFP000 AQ0FP0 SPS00 DA0MS0 NCMP000 AQ0MP0 Fp Fp
Esnum decidir[VMIP3N0] examinar[VMN0000] el[DA0MN0] cuestión[NCFN000] en[SPS00] el[DA0MN0] perı́odo[NCMN000] de[SPS00]

sesión[NCFN000] el[DA0MN0] tema[NCMN000] titular[AQ0MN0] “[Fp] cuestión[NCFN000] relativo[AQ0FN0] a[SPS00] el[DA0MN0]
derecho[NCMN000] humano[AQ0MN0] “[Fp] .[Fp]

Esgen decidir[VMIP3S0] examinar[VMN0000] el[DA0GS0] cuestión[NCGS000] en[SPS00] el[DA0GS0] perı́odo[NCGS000] de[SPS00]
sesión[NCGS000] el[DA0GS0] tema[NCGS000] titular[AQ0GS0] “[Fp] cuestión[NCGS000] relativo[AQ0GS0] a[SPS00] el[DA0GS0]
derecho[NCGS000] humano[AQ0GS0] “[Fp] .[Fp]

Esnumgen decidir[VMIP3N0] examinar[VMN0000] el[DA0GN0] cuestión[NCGN000] en[SPS00] el[DA0GN0] perı́odo[NCGN000] de[SPS00]
sesión[NCGN000] el[DA0GN0] tema[NCGN000] titular[AQ0GN0] “[Fp] cuestión[NCGN000] relativo[AQ0GN00] a[SPS00] el[DA0GN0]
derecho[NCGN000] humano[AQ0GN0] “[Fp] .[Fp]

Es Decide examinar la cuestión en el perı́odo de sesiones el tema titulado “ Cuestiones relativas a los derechos humanos ” .

Table 1: Example of Spanish simplification into lemmas and different variations
.

Figure 3: Illustration of the classification-based
strategy.

In this paper, we study the first challenge of ex-
ploring different simplifications. However, we do
not face the classification challenge, which is left
to further work. It would be interesting to use deep
learning knowledge which is leading to large im-
provements in natural language processing (Col-
lobert et al., 2011).

4 Ongoing Experiments

In this section we show experiments and results
with the four strategies proposed in the previous
section.

As discussed in the literature, there are not
many parallel corpora available for Chinese-
Spanish (Costa-jussà et al., 2012). In this work,
we use the data set from the United Nations
(Rafalovitch and Dale, 2009). The training cor-
pus contains about 60,000 sentences (and around
2 million words) and the development and test cor-
pus contain 1,000 sentences each one. The base-

line system is standard phrase-based SMT trained
with Moses (Koehn et al., 2007), with the default
parameters.

Table 2 shows results for the strategies 1, 2 and
3 in terms of BLEU (Papineni et al., 2002). From
the BLEU scores, we see that strategy 1 gives
slight improvements, but strategies 2 and 3 do not.

Strategy System BLEU
Baseline 32.29

1 +LMpos 32.54
2 Cascade 31.80

Zh2Eslemmas 36.40
Eslemmas2Es 71.79

3 +Generation 32.11

Table 2: BLEU scores for Zh2Es translation task
and different morphology strategies.

Table 3 shows several oracles for strategy 4
with different morphology-based simplifications
of Spanish. Best oracles are for lemmas. Then, we
explore other simplifications, including lemmatiz-
ing only: nouns (N), verbs (V), determiners (D),
posesives (P) or adjectives (A). Non of these alter-
natives approach the best oracle from lemmatizing
all words.

However, the interesting results are obtained
when simplifying by number (num) and/or gen-
der (gen). When simplifying number or gender,
note that we use the information of lemmas and
tags. When generalizing number, note that instead
of using the information of singular (S) or plural
(P) in the POS tag with the respective S or P, we
use the generic N. Therefore, we generalize the in-
formation of number. Similarly when generalizing
gender or both (numgen).
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Oracles get closer to the lemmas simplification
when only simplifying both number and gender in
Spanish. This finding is relevant in the sense that
it simplifies the classification task in the further
work that we are considering.

System Oracles
Baseline 32.29
Zh2Eslemmas 36.40
Zh2EsN

lemmas 32.44
Zh2EsV

lemmas 33.07
Zh2EsD

lemmas 33.53
Zh2EsP

lemmas 32.22
Zh2EsA

lemmas 24.50
Zh2Esnum 34.05
Zh2Esgen 33.36
Zh2Esnumgen 35.80

Table 3: Oracles for different generalizations. In
bold, the most interesting finding.

Table 1 shows examples of all simplifications
presented in previous Table 3. Note that simpli-
fications in number and gender use lemmas plus
POS tags to omit just the corresponding informa-
tion that will need to be recovered in the classifi-
cation stage.

5 Conclusions and Further Work

This paper presents an ongoing work on enhacing
a standard phrase-based SMT system by dealing
with morphology. We have reported several strate-
gies including adding POS language modeling, ex-
perimenting with cascade systems and factored-
based translation models. Only the first one re-
ported improvements over the baseline. An addi-
tional strategy consists of studying different Span-
ish simplifications and then, generating the full-
form with classification techniques. Experiments
show that simplification only in gender and num-
ber almost achieves improvements as good as the
simplification on lemmas. This is an interesting
result that reduces the level of complexity for the
classification task. As further work, we will use
classification techniques based on deep learning.
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Baidu Translate: Research and Products
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1 Overview

In this presentation, I would like to introduce the
research and products of machine translation in
Baidu. As the biggest Chinese search engine,
Baidu has released its machine translation system
in June, 2011. It now supports translations among
27 languages on multiple platforms, including PC,
mobile devices, etc.

Hybrid translation approach is important for
building an Internet translation system. As
we know, the translation demands on the Inter-
net come from various domains, including news
wires, patents, poems, idioms, etc. It is difficult for
a single translation system to achieve high accu-
racy on all domains. Therefore, hybrid translation
is practically needed. Generally, we build a sta-
tistical machine translation (SMT) system, using
the training corpora automatically crawled from
the web. For the translation of idioms (e.g. “有
志者，事竟成,where there is a will, there is a
way”), hot words/expressions (e.g. “一带一路,
One Belt and One Road ”), example-based trans-
lation methods are used. To improve the transla-
tion of date (e.g. “2012年7月6日, July 6, 2012”),
numbers (e.g. “三千五百万, thirty-five million),
etc, rule-based methods are used as pre-process.

To improve translation quality for the resource-
poor language pairs, we used pivot-based meth-
ods. Wu and Wang (2007) proposed the triangu-
lation method that combines the source-pivot and
the pivot-target phrase tables to induce a source-
target phrase table. To fill up the data gap between
the source-pivot and pivot-target corpora, Wu and
Wang (2009) employed a hybrid method combin-
ing RBMT and SMT systems. We also proposed a
method to use a Markov random walk to discover
implicit relations between phrases in the source
and target languages (Zhu et al., 2013), thus to
improve the coverage of phrase pairs. We uti-
lized the co-occurrence frequency of source-target

phrase pairs to estimate phrase translation proba-
bilities (Zhu et al., 2014).

On May 20th this year, we have launched
a neural machine translation (NMT) system for
Chinese-English translation. The system conducts
end-to-end translation with a source language en-
coder and a target language decoder. Both the en-
coder and decoder are recurrent neural networks.
The strength of NMT lies in that it can learn se-
mantic and structural translation information by
taking global contexts into account. We further
integrated the SMT and NMT system to improve
translation quality.

We also released off-line translation packs for
NMT system on mobile devices, providing trans-
lation services in case that the Internet is unavail-
able. So far as we know, this is the first NMT sys-
tem supporting off-line translation on mobile de-
vices.

We also investigate the problem of learning a
machine translation model that can simultaneously
translate sentences from one source language to
multiple target languages (Dong et al., 2015). Our
solution is inspired by the recently proposed neu-
ral machine translation model which generalizes
machine translation as a sequence learning prob-
lem. We train a unified neural machine transla-
tion model under the multi-task learning frame-
work where the encoder is shared across different
language pairs and each target language has a sep-
arate decoder. This model gets faster and better
convergence for both resource-rich and resource-
poor language pairs under the multi-task learning
framework.

Based on the above techniques, we have re-
leased translation products for multiple platforms,
including web translation on PC, APP on mo-
bile devices, as well as free API for the third-
party developers. Our system now support trans-
lations among 27 languages, not only including
many frequently-used foreign languages, but also
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including the traditional Chinese poem and Chi-
nese dialects, for example, Cantonese. In or-
der to make people communicate conveniently in
foreign countries, the Baidu Translate APP sup-
ports speech-to-speech translation, object transla-
tion, instance full-screen translation, image trans-
lation, etc. Object translation enables users to
identify objects and translate them into both Chi-
nese and English. For the users who cannot speak
and write foreign languages, the APP allows im-
age as the input. For example, if you aim the cell-
phone camera at a menu written in a language you
do not know, the translation will be displayed on
the screen. Furthermore, rich information related
to the food will also be displayed, including the
materials, the taste, etc.

2 Outline

1. Introduction

• Brief Introduction of Baidu MT

2. Hybrid Translation

• SMT, EBMT and RBMT
• Pivot-based Method for Resource-Poor

Languages

3. Neural Machine Translation System

• RNN Encoder-Decoder
• Multi-task Learning

4. Products

• Web
• App
• API

3 About the Speakers

Zhongjun He is a senior researcher in machine
translation at Baidu. He received his Ph.D. in 2008
from Institute of Computing Technology, Chinese
Academy of Sciences (ICT, CAS). He has more
than ten years of research and development expe-
riences on statistical machine translation.
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On Improving the Human Translation Process by Using MT Technologies under 
a Cognitive Framework 
 
Geng Xinhui 
CTO of CCID TransTech 
Beijing, China 
gengxh@ccidtrans.com  
http://www.ccidtrans.com/  
 
 
The translation process is regarded as a complex cognitive process and one of the core 
topics in cognitive translatology. Unlike how machine translation post-editing works, 
which only needs a machine translation result, we divide the translation process into 
several cognitive subtasks and use the technology in MT to help  the implementation 
of each subtask. We aim to make each subtask completed automatically or semi-
automatically and evaluate the improvement of cognitive effort cost by adopting the 
cognitive measure approach. In this way, a cognitive framework is expected to be 
built for the use and development of MT technology.	
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In	
  the	
  Lingenio	
  analysis	
  systems,	
  the	
  sentences	
  are	
  analyzed	
  into	
  syntactic	
  slot	
  
grammar	
  representations	
  from	
  which	
  so	
  called	
  'dependency	
  trees'	
  are	
  derived	
  
which	
  reduce	
  the	
  analyses	
  to	
  the	
  semantically	
  relevant	
  nodes	
  and	
  decorate	
  these	
  
by	
  information	
  from	
  the	
  semantic	
  lexicon.	
  Slot	
  grammar	
  is	
  a	
  unification-­‐based	
  
dependency	
  grammar	
  (cf.	
  McCord	
  89).	
  It	
  has	
  been	
  used	
  in	
  the	
  Logic	
  based	
  
Machine	
  Translation	
  project	
  (LMT)	
  of	
  IBM	
  and	
  underlies	
  the	
  commercial	
  (rule-­‐
based)	
  MT	
  systems	
  that	
  developed	
  from	
  this	
  project	
  as	
  spin-­‐off:	
  Personal	
  
Translator	
  (linguatec	
  Sprachtechnologien	
  GmbH),	
  translate	
  (Lingenio	
  GmbH)	
  
and	
  the	
  (rule-­‐based)	
  systems	
  of	
  Synthema.	
  IBM	
  uses	
  slot	
  grammar	
  for	
  deep	
  
analysis	
  in	
  IBM's	
  Watson.	
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