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Abstract

In this paper, deep learning framework is propdsedext sentiment classification in Arabic.
Four different architectures are explored. Threekased on Deep Belief Networks and Deep
Auto Encoders, where the input data model is basethe ordinary Bag-of-Words, with fea-
tures based on the recently developed Arabic Sentirhexicon in combination with other
standard lexicon features. The fourth model, basedhe Recursive Auto Encoder, is pro-
posed to tackle the lack of context handling infitet three models. The evaluation is carried
out using Linguistic Data Consortium Arabic TreenBalataset, with benchmarking against
the state of the art systems in sentiment classific with reported results on the same dataset.
The results show high improvement of the fourth elaaver the state of the art, with the ad-
vantage of using no lexicon resources that aresaard costly in terms of their development.

1 Introduction Many methods have been suggested in litera-
ture to address automated sentiment analysis.

With the revolution of web 2.0 and the One of the prominent approaches is the use of
amount of opinionated data generated by onlinfachine learning (ML) techniques, where senti-
users, personal views and opinions are no longeéhent analysis is formalized as a classification
constrained to authors in newspapers or custopask. The predicted classes are typically chosen
opinion surveys. Instead, almost anyone can exe be positive or negative sentiment. The classi-
press opinions through social media. The aburfication tasks range from classifying the senti-
dance of these opinions and their availability anenent of words, phrases, sentences, or sometimes
accessibility gave birth to automated applicadocuments. Deep learning has been recently
tions that use sentiment analysis (opinion minconsidered for sentiment analysis (Socher et al.
ing) as a key factor in predicting stock market2013). Socher et al. 2013 worked on phrase level
evaluating products, surveying the public, etcsentiment classification using the Recursive
However, automated sentiment analysis is stilNeural Tensor Network (RNTN) over a fine
far from producing output with quality compara- grained phrase level annotated corpus (Stanford
ble to humans due to the complexity of the seSentiment Tree Bank). Other deep learning
mantics. Furthermore, the Arabic language addsodels that can potentially be used in sentiment
another dimension of difficulty to automatedanalysis include deep neural networks (DNN),
sentiment analysis due to its morphological richconvolutional neural networks (CNN) (LeCun et
ness, ambiguity, and the large number of dialecal. 1995), Deep Belief Networks (DBN) with
tal variants. These challenges add to the confast inferencing of the model parameters (Hinton
plexity of the required natural languageet al. 2006), and recurrent neutral network
processing (NLP). (RNN) (Socher et al. 2013).
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We aim in this work to investigate the merit of The rest of the paper is organized as follows:
using deep models for sentiment analysis irSection 2 overviews the work related to senti-
Arabic, focusing on the sentence level sentimennent classification in Arabic. Section 3 de-
classification. To the best of our knowledge, thiscribes the features employed from ArSenL.
is the first attempt to explore deep learning modSection 4 includes a description of the proposed
els for sentiment classification in Arabic. For thedeep learning models. Section 5 presents the re-
vector space representation of text, we utilizesults of the evaluation on LDC ATB, and section
ArSenL (Badaro et al. 2014), a recently pub-6 concludes the paper.
lished sentiment lexicon. Each word in the lex-
icon is associated with three sentiment scored Related Work
indicating levels of positivity, negativity, and
neutrality. ArSenL includes 28,780 Arabic lem-
mas with the corresponding number of 157,96
synsets. We explore four deep learning model
DNN, DBN, Deep Auto Encoder (DAE), and

combined DAE with DBN. DNN applies back Word n-grams are considered the most com-

propagation 1o a conventional ne_ural netwo_rkmon features that have been used, with different
but with several layers. DBN applies generative . . .
jPreprocessing and representation settings, to

train classification models. In general, using

model representation for the original but Witﬁt‘ngher-order n-grams (bigrams ar_1d trigrams) —
represented with term-frequency inverse-

e oSt s e, pogpcumentieqency (TFDF) weghts acieved
P 9 ?)etter results compared to unigrams (Rushdi et

order that minimizes the reconstruction error o )
re-generating the same sentence words in iy 23\ HONPASSEE S BT, THECE TR LS
same order; in other words, it aims at discover-

. - with support vector machines (SVM) achieving
ing the best parse tree that maximizes the proba- )
bility of the input data. Better performances (Rushdi et al. 2011, Aly and

Both DAE and RAE models aim at providing Attiya 2013, Al-Kabi et al. 2013, Shoukry et al.

: : 2013) with a few exceptions where Naive Bayes
a compact representation of the input sentence, o superior (Mountassir et al. 2012,

Both models are based on unsupervised learnin .
; R L L lawady et al. 2014). Ensemble techniques were
where their objective is the minimization of re- . I .
also utilized for additional performance im-

construction error of the input, so no manual an- :
notation is needed. The main difference is thatproye_ment (Omar et "’.ll' 2013). The |mpact_of
.~ stylistic features was introduced in (Abbasi et al.

: : : %008). These features were found beneficial
of the sentence. This recursion enables parsing - " ised along with syntactic features

variable length sentences. While the DAE is . . .
Arabic sentiment lexicons are also used to en-

parsing the whole sentence words at once in the

first layer, with no consideration of the order ofg:n%%rlzatg:i%?(?zgéﬁ_arae /:Sjegz_ é:BaZdoa{i)Et
parsing of words, and keep feeding the represerz-hd ArSéLEX (Ibrahim et al 29015) Deel learn-
tation forward in the deep architecture on the " : P
hope that useful features are extracted at eath? models have recently gained popularity, and

: . Can potentially be used in sentiment analysis.
layer of depth. This property makes it mandator%.hesg modelsyinclude DNN, CNN (LeCun e%/al
to have fixed length features vector, which pro- ' '

1995), DBN, DBN with fast inference of the
motes the Bag-of-Words (BoW) model. ' ’ X
Both DAE and RAE models require a classifi-rg%dcile?a;?mjterzsogHS')nt%qeiteﬁli zoggzhae?deFfNa'T'
er on top of their obtained representation. In Cas&ocher ot al '2013) vvbrked ony’hrase level sen.-
of DAE, the classifier is the DBN, while in case L on pn ;
of RAE, the classifier is a softmax layer. timent classification in English using Recursive

The Linguistic Data Consortium Arabic Tree Nﬁ ural ;FenTor Netwo(rjks over aS fm? %raéned_
Bank (LDC ATB) dataset is used to evaluate th@rase leve annotated corpus (Stanford Senti-
proposed models. The input data to the first thre@ent Tree Bank).
models depend on the BoW model, with the uti-
lization of lexicon scores. In our case it is Ar-

SenlL, as special sentiment features.

This section presents an overview of different
g@lpproaches proposed to perform opinion mining
dn Arabic focusing on practices pertaining to
preprocessing, feature engineering, maodeling,
and evaluation methods.

10



Raw sentenc

32 G ) Jm Al a el

sl

Al

o sl

pealld

Binarized inpul
(variable length)

130¢

104¢

24

25¢€

10z

Semantic word
embedding re-
presentation

Lb

oo™

Lb..,

&)

oo™

Lb ,

oo™

Lb, , OO

Lb

oo™

RAE represn- ranlnk

tation

Table 1 Example of parsing a sentence from itswawds into their embedding representation

Lastly, a variety of corpora have been used for 1) Vocabulary vector build: parse the whole

evaluation such as OCA (Opinion Corpus for dataset to obtain the encountered vocabu-
Arabic) (Rushdi-Saleh 2011), LABR (Large- lary words. No stop words removal or
scale Arabic Book Reviews) (Mountassir et al. stemming is done.

2012), sentences from the Penn Arabic Treebank 2) Each sentence is represented as list of
(PATB) part 1, version 3.0 (Abdul-Mageed et al. word indicesh,, OO, where|V |is

word
2011) and many other self-created corpora. the size of the vocabulary, in our case for
the LDC ATB dataset, it is 31850 words.
Each word in a sentence is looked up in
In the first three deep learning models (DNN, the tableL O O™ where N is the size
DBN and DAE), we employ features based on of the resulting embedding representation
ArSenL where the words in each sentence are vector (|n our experiments itis set to 50)

represented in a vector of length equal to the 3) The resulting sequence of representations
number of entries in 'ghe lexicon. Instegd, of us- is fed forward in the parse tree of the RAE
ing TFIDF scores or binary representations of the i A N

words, we focus the evaluation on the impact of to obtain one representatianl]l L1~ for
sentiment lexicon features due to their demon- the whole sentence.

strated relevance in past literature. In ArSenL,

there are 3 scores for each lemma (denoting posi- An example of a parsed sentence is described
tive, negative and neutral polarity). The sum ofn Table 1

the 3 scores adds up to 1. As a result, the feature . .

vector will be three times the size of the selecte# Deep Learning Models for Sentiment

text in the corpus. For the LDC ATB dataset, Analysisin Arabic

3795 entries are matched to in ArSenL, resulting
in a feature vector of length 11385. It is worth
noting that this vector representation is spars

3 Data Feeding Deep Learning

Three models are proposed under deep learn-
ing framework: DNN, DBN, and a combined

. %uto Encoder with DBN. The network architec-
and we refer to '.t aarsenl_lemmawe aiso use ture in terms of depth, breadth, and hyper para-
aggregated sentiment score for the whole S€lheters settings are set based on the recommenda-

tence, thus obtaining three scores per sentenge < i (Bengio et al. 2009) and (Bengio et al
for positive, negative and neutral polarities. In2012) ' '

this case, the feature vector is of length thrak an

. For the DNN architecture, the number of neu-
we refer to it agrsenl_sentence

. rons in each layer is selected to yield the best
For the forth and last model (RAE), the IrlIOmaccur<'alcy for a selected development data set. For

is the raw words indices that constitute each Se@ﬁe considered data. the number of neurons came

tence, hence, the length of input is variable Pt at, 40 per layer. The depth of the DNN net-

ientence. TBeI Wordst |_nd|gefs are drawn ftrom %ork is selected by iteratively incrementing the
hown vocabulary obtained 1rom a separate ang, mper of layers one at a time while evaluating

independent training set. Test set words that a e accuracy at every increment. The depth of 3

not encountered in training are considered “UN; : ;
. I layers was found to yield the best accuracy with
KNOWN” and are given a special index. Stop y y y

d i q the selected data set. A decision softmax layer
wo; S ?rr]e anAEmt%\le . , ¢ composed of two neurons was then added on top
are'or © » (N€ Main preprocessing SI€P3¢ the three network layers. For training the

11




model, we used supervised back propagation.
The objective of the model is to minimize the
error of the network output versus the true senti- 5

P (1=2 1
ment class label for each training case. The re- 2\
maining settings for DNN model are: (1) conju- "
gate gradient algorithm is used for gradient up-
dates with three line searches; (2) weights are |
randomly initialized from Gaussian distribution
of 0 mean and standard deviation of 1; and (3) B —
the activation function of each neuron is taken as | AN
hyperbolic tangent activation. Training is con- | |
ducted in batches of size 100 cases for 50 '

Phase 2

Softmax decision layer

(1=1)

40 neurons

40 neurons |

40 neurons |
-

epochs. The resulting architecture of the DNN- . _.""asel :
model is shown in Figure 1. ‘ e ‘ 1
| 40 neurons J
argmax
‘/ Softmax decision layer ‘ ‘ 40 neurons | p(F(x{t)=X|x{t)=X)
1 X \ 40 neurons \
P(Y; 1% = ZexpQw, x4, (), jU{1.2..T} =
=) (2 Z=3 exp(Xw, x4, (x) R |
4

T Figure 2. DBN Architecture

‘/ DNN

| For the third model, a generative deep auto
encoder model is first trained with the objective
| 40 neurons | of minimizing the error between the applied and
1 the reconstructed vectors. The result of the auto-
— ﬁf‘g’fﬂ[o\”s/ﬁ — encoder is then followed by a model similar to
T =\ / ’ the DBN model, with pre-training and fine tun-
‘ SNy ‘ ing phases. The error function is taken as the dif-
ference between the applied features vector and
Figure 1. DNN Architecture the reconstructed vector in the reverse order of
the deep auto encoder. The auto encoder archi-

The second model is based on the DBN moddgcture is taken as 100-50-20 in three respective
described in (Hinton et al. 2006). The learnind@yers. The idea is to obtain a reduced dense di-
process is performed in two phases. First, a gdl€nsion vector with accurate representation of
nerative unsupervised pre-training phase is ddhe input data. Since the input vector is sparse,
veloped based on stacked Restricted Boltzmari§® cannot directly consider its dimension as the
Machine wake-sleep algorithm at each |aye|real d_|men5|on representing the input _data, as it
(Hinton et al. 2006). In the second phase, th€ontains many zeros. Hence, we consider the 40
weights of the network are used to initialize a'€urons, which were taken in the first two mod-
discriminative supervised model similar to DNN. €IS as the hidden layers dimensions, and we tar-
The difference with the conventional DNN is theg€t 50% reduction in the deep auto encoder. To
addition of the pre-training phase, which wasachieve this reduction ratio, we start at 100 neu-
found to avoid model over fitting (Bengio et al.Fons and reduce the number of neurons by 50%
2012). The same network architecture of DNN itS We go deeper in the model. The resulting ar-
used for both, pre-training and fine-tuning phaschltecture is shovv_n in Figure 3. The figure shows
es. Both phases undergo 50 epochs of weighEQe unfolded architecture of the employed encod-

updates. The resulting DBN model architectur&’- The encoded data representing the input is
is depicted in Figure 2. taken from the third activation layer. The recon-

structed output is then taken from th® l&yer,
which is equivalent to the®layer by symmetry
of the proposed architecture.

After the deep auto encoder is derived, the
training data is fed to the encoder to obtain the
representative 20 dimension codes for each entry

\ 40 neurons
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of the dataset. The new obtained codes are thevord is perspective dependent. For example:
used as training data for another DBN. This timejteam A has beaten team B” is a positive context
no pre-training is run in the DBN model sincefor team A, but negative for team B. This renders
pre-training already happened during the deethe absolute lexicon scores useless or even mis-
auto encoder training. The obtained 20 dimenleading in some cases if taken without the con-
sion vectors are dense, unlike the original featursideration of the context.
vectors of the training set. Hence different archi- The fourth and last model is the Recursive Au-
tecture needs to be employed in the DBN to ado Encoder (RAE). The RAE is a member of the
count for different combinations of the denserecursive family of deep learning models (Socher
data inside the code vectors. The best archite@011, 2013). The main advantage of the RAE is
ture of the layers for the DBN in this case waghat; it is unsupervised, so it does not require
found to be three layers with 400 neurons in eacparse tree annotation like other members of this
layer family, like Recurrent Neural Networks (RNN).
Reconstructedoutput ——— Flx{t}=X w) ————— The basic block of the RAE is the normal auto
* encoder described earlier, where the objective is
100neurons to minimize the error between the original raw
{} input vector and the reconstructed one, called the
reconstruction error. They have been used for
dimensionality reduction and hash space search.
Thecode representing the ? argmax In NLP, the input is usually the BoW vector,

50 neurons

o ! neuons pFIXw)=XIxt)=X)  with 1’s at the positions where a word of the vo-
ilelarer cabulary is encountered in the current sentence at
hand, leaving many irrelevant zeros at the rest of

the vector positions. This hurts badly the recon-

50 neurons

{} struction capability of the AE and makes its con-

100 neurons vergence harder. Also, no context is captured in

this model. To address this, the second compo-

ﬁ nent of the RAE model is the recursion parse
w —— )X tree, where the sentence words are parsed/visited

in a certain order that captures their semantic
meaning, and how they influence and sometimes
inflect the meanings of each other. For example,

So far, the input data to the first three model§he meaning of “good” is the opposite of *not

depend on the BoW, with the utilization of lex- 900 . L .
icon scores, in our case it is ArSenL, as special The basic block of recursion is the AE, which

sentiment features. The BoW suffers two mairf> 2 binary_ encoder in our case. The goal of auto
issues: 1) Poor representation of features, whicﬂnfc’dﬁqs ISI to I_?I?rn_a rSeprﬁsenE[atllc)nz(c))fléh_elrdln-
generates sparse vectors of words, where most 8\"% q € Sgc:,”h m ”jAt oc herte a.f > 1S tﬁ-
its encoded information and features are not r&x°"! Et mf tﬂe b er_e.AE eac Sdept Od parsm?, €
levant to the classification of the current case af.c'd'ts Of the basic aré updated so as to mi-

hand. This sparseness hurts the reconstruction gymize the r'econstructlon error (see Figure 5).
However, this procedure assumes that the parse

the DAE and causes high errors resulting in poor der is K hich | t A Dror Step |
representations of the input. 2) No consideratioff €€ Order is known, which Is not. A prior step Is

of context. where the words are encoded irres.r_equired to discover the best parse tree firsts Thi

pective to their order in the original sentence'> done through a greedy breadith first algorithm.

The BoW model renders the lexicon scores uséb-‘t each recursion step, all the possible remair)ing

less, and sometimes misleading, because it dra rds of th? sentence are_attempted; generating a
then’1 out of context. In other wo’rds a word canlePresentation and associated reconstruction er-
not be absolutely positive or absolutely negativer.or' The next node to be included in the tree is

However, the sentiment of a word is usually con:(he one that generatgd thg minimum reconstruc-
ion error. This algorithm is greedy because it

text dependent. For example, the word “beat” i . )
usually a negative word. However, in the contex[:o.nSIOIerS th(_a b(_ast solution at t.he current step
' ithout considering the global situation, which

of “We have beaten the other team”, it becomes lf lculati q q th
positive one. Also, positivity and negativity of g S!mpimes - caiculations — an reduces €
processing time.

Figure 3 DAE Architecture.
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Figure 4 Training procedure of RAE with greedy (

Raw words indices

discovery of the best parse tree

Word 1
index

Wo rdTL

index

WordTL
index |

So the RAE learning process with tree structure
discovery shall go as follows (shown in Figure
4).

1) Initialize the RAE weights and word em-
beddings L with zero mean Gaussian sam-
ples

2) Forward path:

a. Initialize the parents node list to
null

b. At each step, try all possible ex-
tension leaves to the tree from the
list of all candidate leaves

c. For each extension, evaluate theF
reconstruction error

d. Choose the leaf that minimizes the
error and add it to the parents list

3) Backward path:

a. Once the tree is constructed, the
weights of RAE can be adjusted
same as done in the normal train-
ing of the AE described

4) Repeat 2 and 3 for each training case

At this step, we have obtained a RAE that is
able to provide a sentence wide representation by
recursively parsing its words in the best order.
However, to build a sentiment classifier using
this learnt network two components are missing.
The first one is concerned with handling the raw
input words, and obtaining a good representation
out of it that encodes the context of the word.
This is often referred to as the word embedding.
In our approach, this block is implemented as a

lookup tableL OO™! where N is the size of
the resulting embedding representation. In our
setting, this block is initialized by sampling it
from a zero mean Gaussian distribution. During

a.

a.

a.

b.

Figure 5 Word embedding matrix update in
the training process of RAE.

The other missing block, is the classifier on
top of the RAE representation. This is the super-
vised part of the system, where it is trained based
on the sentiment annotations given to each train-
ing case. It could be any supervised machine
learning classifier. In our case, it was a simple
softmax layer.

The full architecture of the system is shown in
igure 6. The main steps are as follows:

1) Build the word embedding matrix L.

The input are the raw sentences
represented as sequence of its
constituting words indices.

The output is the semantic repre-
sentation, i.e. the result of look up
of each word index in the matrix

L

2) Construct the RAE parse tree and update
its weights for best reconstruction.

The input is the sequence of se-
mantic representations obtained
from the word embedding block.
The output is the top level com-
pact representation of the parsed
sentence.

3) Train a classifier on top of the RAE repre-
sentations. In our case this is just a soft-
max (MaxEnt) layer.

The input is the representation ob-
tained from the RAE

The output is the classification
decision. In our case; positive or
negative.

the learning process described, the weights ofhe RAE model has the following advantages: 1)
this block are learnt from the unsupervised data.The phase of RAE construction and parse tree
discovery is completely unsupervised, while the

14



only supervised part is the fine tuning phaseinto 944 training sentences and 236 test sen-
This property enables the adaptation and ertences. Only positive and negative classes are
hancement of the system on any un-annotatetbnsidered for the data represented Ay
dataset. 2) The input is completely raw wordsenl_lemmaandArsenl_sentencéatures sepa-
indices, with no lexicon required, which are arately.

hard to build language resource in terms of effort The results in Table 2 show that both, DBN

and cost. and Auto Encoder (models 2 and 3) do not suffer
+ over fitting while model 1 does. This is in line

lassificatipn decision with the observation in (Bengio et al. 2012)

Softmax ) which indicates that pre-training provides kind of

regularization on the learned weights of the net-
work. This is expected because deep auto encod-
er output provides good generalization of the
§ input data, and has even less tendency to over-fit
RAS training data. With selected architectures, and in
most cases, the F1 measures were close to SVM,
and sometimes superior. The accuracy measures
Semantic representatiTon of individual words were not superior.

| The input representation in the first three
models is based on the BoW encoding of the Ar-
SenL scores, which makes the features vector
£ ’ very sparse with too many zeros. This hurts bad-
ly the reconstruction capability of the network,
e s > because slight errors around zeros add up. This
effect is reduced when the features vectors are
, first fed to a DAE to obtain a compact represen-
Figure 6 Sentiment classification using RAE ~ tation rather than a sparse one.

A better representation would be to select only

The problem of context handling is partially the vocabulary words that are encountered in the

solved by the RAE model, where the order ofentence under focus. However, this will make
parsing is variable with each new sentence, anipe features vector.length variable. A recursive
hence a different representation is obtained fomodel addresses this problem by parsing the sen-
each sentence according to its semantics. HoWence words recursively to obtain sentence wide
ever, as far as the task of sentiment classifinatiod€Presentation considering only the vocabulary
is concerned, the sentimental context is not capvords that exist in the sentence. This is one of
tured, but the semantic context is depicted. I41€ reasons why the RAE is superior to the other
other words, the parse tree is discovered accoréiree models.

ing to which n-grams sequence are valid or form The RAE model outperforms all the other
a meaningful constituent, and hence the parg®0dels by a large margin of around 9%. As
tree is formed. However, the sentiment contexPointed out earlier, in this model, semantic con-
of such n-grams is not considered. To tackle thi§xt and the parsing order of words are consi-
issue, a different parse tree is needed; a senfiéred. In the same time, no lexicon is used, and
ment parse tree. An example of which, is thd0 _speC|aI features are used, but only raw words
Stanford sentiment Tree Bank (Socher et a@S input. Table 3 shows the result of benchmark-
2013), which requires a huge and specialize!9 the deep learning models proposed against
annotation effort for the whole parse tree of th@ther systems in literature, like linear SVM ap-
sentence not the overall sentence sentiment. THR&€d to ArSenL scores (Badaro el al. 2013) and
classification is then based on RNN. This is conSIFAAT (Abdul-Mageed et al. 2011), which
sidered as a future work due to the unavailabilityéPresent the state of the art results on the LDC

of such sentiment tree bank as a required |arATB dataset in ArabiC Sentiment C|aSSificati0n.
guage resource for this type of networks. RAE outperformed SIFAAT by around 14%,

5 Evaluation while it outperformed linear SVM on ArSenL

scores by around 9%.
To evaluate the models, LDC ATB dataset is

used for training and testing. The dataset is split

Semantic representation on the whole sentence

Word embedding lookup (L)

15



RAE Linear SVM DNN (model DBN (model 2)) Deep auto —
1) DBN (model 3)
Feature Accuracy F1 Accuracy | F1 Accuracy | F1 Accuracy | F1 Accuracy | F1
(%) score (%) score (%) score (%) score (%) score
(%0) (%0) (%0) (%) (%0)
Arsenl_lemma - - 66.1 59.2 55.5 44.5 57.5 46.8 60.4 60.5
Ar- - - 61.4 62.8 534 44.3 534 401 56.1 43.5
senl_sentence
Raw words 74.3 735 45.2 44.1 39.5 39.1 41.3 4015 43.% 43.7
Table 2. Evaluation results on LDC ATB
RAE SIFAAT| Linear SVM DNN DBN DAE - DBN
- ArsenL | (model 1)| (model 2)| (model 3)
Average F1 score 735 59.2 64.5 44.5 46.8 60.5
(%) (Pos/Neg)

Table 3. Benchmark results on LDC ATB
on the same LDC ATB dataset in the sentiment
In our experiments on RAE we focus on theclassification task for Arabic.
idea of obtaining a representation that takes into Future work includes: 1) the enhancement of
consideration the context of the word. At thethe word embedding block by employing large
same time, we want to take advantage of the unmnsupervised corpus, and 2) enhancing the way
supervised nature of RAE that avoids the use dhe parse tree is constructed by improving the
sentiment lexicon. Another future direction will search method and its objective, so that it could
be to consider using ArSenL lexicon to creatde more directed towards semantic and syntactic
better representation of word embeddings. Thisorrectness of the resulting parse tree, rather tha
can be done by creating special word embeddingepending on the reconstruction error alone.
blocks with the objective of generating the Ar-
SenL sentiment scores, and then use this repié_cknowledgement
sentation as input to the RAE. This is considered This work was made possible by NPRP 6-716-
as a pre-training step to the embedding block-138 grant from the Qatar National Research
rather than random initialization or n-gram valid-Fund (a member of Qatar Foundation). The
ity task. Also, the pre-training using ArSenL statements made herein are solely the responsi-
enables the consideration of the individual wordsility of the authors.
sentiment in addition to the semantic words con-
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