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Abstract

We propose visually-verifiable textual en-
tailment as a challenge task for the emerg-
ing field of combining language and vi-
sion. This task is a variant of the well-
studied NLP task of recognizing textual
entailment (Dagan et al., 2006) where
every entailment judgment can be made
purely by reasoning with visual knowl-
edge. We believe that this task will spur
innovation in the language and vision field
while simultaneously producing inference
algorithms that can be used in NLP.

1 Introduction

It has long been acknowledged by the NLP com-
munity that extensive world knowledge and in-
ference capabilities are necessary to perform ba-
sic language understanding tasks, such as read-
ing a children’s story (Minsky, 1975). Shallow
knowledge representation techniques relying on
only textual information have proven difficult to
apply to complex inference problems because (1)
much world knowledge is too obvious to be ex-
pressed in text, and (2) it is difficult to capture the
complex structure of the real world within logical
knowledge representations. Meanwhile, recent ad-
vances in computer vision have made it possible to
train accurate object detectors (Russakovsky et al.,
2014), suggesting that visual knowledge from im-
ages may be used to solve these natural language
inference problems. However, many open prob-
lems must be addressed to successfully perform
this combination, suggesting the need for a com-
prehensive challenge task to measure progress.

We propose that visually-verifiable textual en-
tailment is a promising challenge task for combin-
ing language and vision. The task is to predict,
given two texts, known as the text (T ) and the hy-
pothesis (H), whether the text entails the hypoth-
esis (T � H). T is said to entail H if, typically, a

human reading T would infer that H is most likely
true (Dagan et al., 2006). For example:

Text: A man is flying a kite.
Hypothesis: It is not raining

This example is an entailing pair because people
typically do not fly kites in the rain. In visually-
verifiable textual entailment, every entailment de-
cision can be made purely on the basis of visual
knowledge, i.e., knowledge that can be extracted
from a large corpus of natural images. This cri-
terion is satisfied by the above example – an im-
age search for “man flying kite” returns no images
where it is raining.

We believe that the task of visually-verifiable
textual entailment is an exciting task for both the
NLP and vision communities. From the NLP
perspective, this task encourages the development
of deep knowledge representation and inference
techniques. These techniques may be able to solve
more sophisticated inference problems than the
shallow techniques – such as learning lexical sub-
stitution rules – currently in use (Giampiccolo et
al., 2007). Recent work has also demonstrated
the promise of using visual knowledge for entail-
ment (Young et al., 2014). Furthermore, many
NLP problems, such as coreference resolution and
prepositional phrase attachment, can be posed as
textual entailment problems; thus, this task pro-
vides a natural pathway for incorporating any de-
veloped techniques into downstream applications.

From the computer vision perspective, success-
fully performing this task requires developing ac-
curate detection models of not just individual
objects, but rather entire situations possibly un-
seen during training. The natural algorithm for
visually-verifiable textual entailment is, given text
T and hypothesis H , to first identify two sets of
images, IT and IH , where the text and the hy-
pothesis are true, respectively. Then, predict “en-
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eating pizza eating spaghetti eating an apple
holding pizza/a slice 3 enjoying spaghetti/meal 4 holding a fruit/apple 3
enjoying pizza 2 slurping spaghetti 2 thinking about things/apple 2
chewing pizza/food 2 holding a spoon/fork 2 posing with apple 2
consuming pizza 1 posing with spaghetti 1 biting apple 2

Table 1: Situation descriptions generated by Mechanical Turkers for three “eating” situations in prelimi-
nary data collection experiments. The descriptions are sorted by verb occurrence frequency.

tails” if IH ⊆ IT and “not entails” otherwise.1

Implementing this algorithm requires the ability
to detect a wide variety of not just individual ob-
jects, but also attributes, relationships and events
in images. Furthermore, it must be possible to
compose these individual detectors in novel ways
to form detectors for complete sentences. The
variety problem has been partially addressed by
webly-supervised algorithms for objects (Divvala
et al., 2014; Chen et al., 2013) and subject-verb-
object phrases (Sadeghi et al., 2015). The compo-
sition problem has also been examined, albeit with
a very limited set of detectors (Matuszek et al.,
2012; Krishnamurthy and Kollar, 2013). Progress
on the proposed task requires improving on and
combining these techniques.

2 Data Set

We propose to construct a data set for visually-
verifiable textual entailment. As a starting point,
we propose to focus on entailments between sim-
ple situations, given by a verb and optionally a
subject and/or a direct object. This choice is mo-
tivated the fact that these situations are linguisti-
cally simple, yet can have complex entailments.
For example, “eating an apple” � “holding an
apple.” However, “eating spaghetti” 2 “holding
spaghetti;” rather “eating spaghetti” � “holding a
fork.” In the future, this data set can be expanded
by including more complex language, e.g., prepo-
sitional modifiers.

To collect this data, we propose to use web im-
age search and Mechanical Turk. First, we will
manually identify a set of visual verbs and col-
lect common arguments for them using a large cor-
pus of syntactically parsed sentences. Combining
these verb/argument pairs will produce a collec-
tion of situations. Second, we will feed these sit-
uations to an image search engine to retrieve mul-
tiple images depicting each situation. Third, we
will construct a Mechanical Turk task for each im-
age/situation pair, asking the worker to generate

1This algorithm is unlikely to work in practice because it
does not account for noise in the detections.

additional descriptions of the image. The design
of this task will be tuned to generate more spe-
cific or general variants of the prompt situation
(as in the example above). Because the genera-
tion occurs in the context of a particular image,
not all of the generated situations will be entailed
by the prompt situation. A final Mechanical Turk
task will determine which situation pairs are en-
tailments, thereby generating a data set with both
positive and “near-miss” negative examples.2

We performed some preliminary experiments
with this Mechanical Turk pipeline generating 18
situation descriptions for each of three “eating”
phrases. The most frequent generations (sorted by
verb) for each phrase are shown in Table 1. The
resulting generations – though somewhat noisy –
contain interesting structure: for example, both
apples and pizza are held while being eaten. Ap-
ples are described with “biting,” while spaghetti is
described with “slurping.”

3 Conclusion

We propose the task of visually-verifiable textual
entailment as a challenge task for the field of com-
bining language and vision. The object of this task
is, given a text and a hypothesis, to predict whether
the text entails the hypothesis. Crucially, the task
design guarantees that each entailment decision
can be made purely on the basis of visual knowl-
edge. As a starting point, we propose to construct
a data set of entailments between situations, i.e.,
verb/argument pairs, which appear to be the sim-
plest case where nontrivial inference is required.
Solving this entailment problem can require com-
plex reasoning about real world situations, such as
“eating pizza” � “holding pizza,” whereas “eat-
ing spaghetti” 2 “holding a fork.” We propose a
data set collection methodology and present some
preliminary data that demonstrates the potential of
this task.

2If a binary yes/no entailment decision proves too am-
biguous, we may also consider a ranking variant of the entail-
ment task. In this variant, given a text and two hypotheses,
the object is to predict which of the two hypotheses is more
likely to be true.
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