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Preface

The Sixth International Workshop on Health Text Mining and Information Analysis provides an
interdisciplinary forum for researchers interested in automated processing of health documents.
Health documents encompass electronic health records, clinical guidelines, spontaneous reports
for pharmacovigilance, biomedical literature, health forums/blogs or any other type of health
related documents. The Louhi workshop series fosters interactions between the Computational
Linguistics, Medical Informatics and Artificial Intelligence communities. It started in 2008 in
Turku, Finland and has been organized five times: Louhi 2010 was co-located with NAACL in
Los Angeles, CA; Louhi 2011 was co-located with Artificial Intelligence in Medicine (AIME)
in Bled, Slovenia; Louhi 2013 was held in Sydney, Australia during NICTA Techfest; and Louhi
2014 was co-located with EACL in Gothenburg, Sweden.

The aim of the Louhi 2015 workshop is to bring together research work on topics related to
text mining of health documents, particularly emphasizing multidisciplinary aspects of health
documentation and the interplay between nursing and medical sciences, information systems,
computational linguistics and computer science. The topics include, but are not limited to, the
following Natural Language Processing techniques and related areas:

• Techniques supporting information extraction, e.g. named entity recognition, negation
and uncertainty detection

• Classification and text mining applications (e.g. diagnostic classifications such as ICD-10
and nursing intensity scores) and problems (e.g. handling of unbalanced data sets)

• Text representation, including dealing with data sparsity and dimensionality issues

• Domain adaptation, e.g. adaptation of standard NLP tools (incl. tokenizers, PoS-taggers,
etc) to the medical domain

• Information fusion, i.e. integrating data from various sources, e.g. structured and narrative
documentation

• Unsupervised methods, including distributional semantics

• Evaluation, gold/reference standard construction and annotation

• Syntactic, semantic and pragmatic analysis of health documents

• Anonymization / de-identification of health records and ethics

• Supporting the development of medical terminologies and ontologies

• Individualization of content, consumer health vocabularies, summarization and simplifi-
cation of text
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• NLP for supporting documentation and decision making practices

• Predictive modeling of adverse events,e.g. adverse drug events and hospital acquired in-
fections

The call for papers encouraged authors to submit papers describing substantial and completed
work but also focus on a contribution, a negative result, a software package or work in progress.
We also encouraged to report work on low-resourced languages, addressing the challenges of
data sparsity and language characteristic diversity.

We received 39 submissions, an unprecedented high number for the LOUHI series. Each sub-
mission went through a double-blind review process which involved three program committee
members. Based on comments and rankings supplied by the reviewers, we accepted 19 papers
(11 long papers and 8 short papers). The overall acceptance rate is 49% and the acceptance
rate for long papers is 50%. During the workshop, 8 papers have been presented orally, and 11
papers have been presented as posters.

Finally, we would like to thank the members of the program committee for the quality of theirs
reviews in a very short period. We are very grateful to Marie-Francine Moens for accepting to
give an invited talk. We would also like to thank the authors for their submissions and the quality
of their work.

Cyril Grouin, Thierry Hamon, Aurélie Névéol, Pierre Zweigenbaum
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Abstract

Cancer stages, which summarizes extent
of cancer progression, is an important
tool for evidence-based medical research.
However, they are not always recorded in
the electronic medical record. In this pa-
per, we describe work for annotating a
medical text corpus with the goal of pre-
dicting patient level liver cancer staging in
hepatocellular carcinoma (HCC) patients.

Our annotation consisted of identify-
ing 11 parameters, used to calculate liver
cancer staging, at the text span level as
well as at the patient level. Also at
the patient level, we annotated stages for
three commonly-used liver cancer stag-
ing schemes. Our inter-rater agreement
showed text annotation consistency 0.73
F1 for partial text match and 0.91 F1 at the
patient level.

After annotation, we performed sev-
eral document classification experiments
for the text span annotations using stan-
dard machine learning classifiers, includ-
ing decision trees, maximum entropy,
naive Bayes and support vector machines.
Thereby, we identified baseline perfor-
mances for our task at 0.63 F1 as well as
strategies for future improvement.

1 Introduction

Despite their importance in research, cancer stages
are not always recorded in the electronic medical
record (EMR) in structured or unstructured format
(Evans et al., 1998). Even when collected they are
often inaccurate (Yau et al., 2002)(Sexton et al.,
2006). On the other hand, review of patient notes
for medical conditions is both time-consuming
and expensive. One strategy to minimize these
costs is to leverage natural language processing
(NLP) to automate the process.

In this paper, we describe work for annotating
a corpus with the goal of predicting patient level
liver cancer staging in hepatocellular carcinoma
(HCC) patients. Our group took a detailed anno-
tation approach, which included text span level
and patient level annotation of parameters used
in staging, as well as patient level annotation of
stages for three liver cancer staging schemes. In
our results we present our inter-rater agreements
and our analysis from studying our domain
experts’ annotations. Finally, in our last section
we deliver preliminary information extraction
baselines using several standard machine learning
classifiers.

Clinically relevancy for this task is especially
well exemplified by HCC for which has many
competing treatment options but no universally
accepted clinical guidelines (Han et al., 2011).
Moreover, HCC progresses differently across
various age groups, ethnicities, lifestyles, and
associated co-mordidities (McGlynn and London,
2011). Automatic staging may facilitate evidence-
based research for targeted disease management
by leveraging the EMR for best outcomes. Its
scaleable nature would allow the process to be
adapted for volumes of historical data, efficiently
unlocking more information than comparable
prospective trial studies.

2 Background

Cancer staging is used to summarize the extent
of disease for cancer patients. Each cancer do-
main may have different criteria for its stages.
For example, ovarian cancer stages differentiates
between whether one ovary is invaded, both, or
the entire pelvic region (American Cancer Soci-
ety, 2014).

For liver cancers, in addition to tumor morphol-
ogy and spread, patient performance status as well
as liver function variables are incorporated into
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Figure 1: BCLC staging logic

various staging schemes. However, because there
are various measures of tumor growth, liver fail-
ure, and overall patient well-being, over six dif-
ferent international liver cancer staging schemes
exist (Sirivatanauksorn and Tovikkai, 2011). For
our project we focus on capturing the parameters
and classifications for three commonly used stag-
ing schemes: the American Joint Committee on
Cancer (AJCC), the Barcelona Clinic Liver Can-
cer (BCLC), and the Cancer of the Liver Italian
Program (CLIP) staging schemes (França et al.,
2004). Figure 1 shows an example of the stage
parameters, e.g. ECOG, and the decision logic for
classifying BCLC stages, e.g. Stage A1.

In all, there are a total of 11 text parameters and
4 structured data laboratory parameters among the
3 staging schemes. Because Child-Pugh, one of
the text parameters, is itself a classification sys-
tem for severity of liver disease, when necessary,
it must be calculated according to Table 1 logic.

The purpose of annotating stage parameters, in
addition to overall stages, is two-fold. Firstly,
more detailed annotation can presumably help
with performance. Secondly, stage parameters

Variable
Points

1 2 3
Albumin (g/dL) > 3.5 2.8-3.5 < 2.8

Ascites None Mild/Moderate Severe
Bilirubin (mg/dL) < 2 2-3 > 3

Hepatic Encephalopathy None Grade 1-2 Grade 3-4
Prothrombin INR < 1.7 1.7-2.3 > 2.3

Table 1: Child-Pugh parameters. Adding up the
points for all variables, stage is assigned where
Child-Pugh A: 5-6 points, Child-Pugh B: 7-9
points, and Child-Pugh C: 10-15 points.

may be used in more than one staging scheme, or
may be re-used if a staging classification algorithm
changes, given some little additional annotation.

3 Related work

We describe previous work by grouping systems
by those that predict a cancer stage and those that
extract cancer characteristics which make up stage
parameters.

3.1 Cancer stage prediction
Previous work in automatic cancer staging from
clinical documents focused on TNM cancer stage
classification using document classification. A
brief explanation: T, N, and M represent tumor
size, lymph node spread, and metastasis, respec-
tively. Each parameter takes different values de-
pending on spread. For example T0 means no tu-
mor, while T1-T4 are increasingly larger sizes. An
example TNM stage for a patient is T2 N1 M0.

Nguyen et al. (2007) predicted patient TNM
stage by using multi-class document classification
of concatenated records with support vector ma-
chines (SVM). They tested various hierarchical
set-ups, i.e. binary for each variable vs. all ver-
sus all, etc, achieving accuracies of 64% and 82%
for T and N sub-stages. The same group, Mc-
Cowan et al. (2007) divided the document classi-
fication problem into a number of sentence-level
classifications, in which a sentence is first clas-
sified for a particular parameter, e.g. T2, N1,
etc. After predicting a value for each sentence,
using SVM or some rules, the final stages were
determined by post-processing heuristics. This
strategy improved T and N accuracy to 74% and
87%. In their latest work, Nguyen et al. (2010)
used a symbolic logic approach. Rules leveraged
concept-normalization, negation, and normaliza-
tion through the SNOMED-CT hierarchy. Their
accuracy using these methods improved to 72%,
78%, and 94% for T, N, and M, respectively.
Martinez and Li (2011) classified report level TN
and ACPS stages, testing a mixture of document
classification, sentence-level extraction, and rule-
based methods and arrived at best F1 scores of
82%, 81%, and 75% for T, N, and ACPS staging,
respectively.

Viewed from a larger scope, patient cancer stage
prediction may be framed as a special case of clin-
ical phenotype identification, which similarly in-
volves distilling a patient’s multiple clinical data
sources, free-text and structured, to identify a spe-
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cific disease or set of conditions. We will not dis-
cuss this with regards to our work here, but shall
point the reader to an excellent review on pheno-
type cohorts using EMRs (Shivade et al., 2014).

3.2 Cancer information extraction

Two previous works focused specifically on liver
cancer information extraction. One was a 2013
rule-based system (Ping et al., 2013) that ex-
tracted elements of liver cancer diagnosis, tumor
characteristics, staging (BCLC and Child-Pugh),
co-morbidities, and treatments using regular
expression and rules. They captured concepts
and relations in a diverse set of report types, with
performances ranging 92-99% F1.

The other study was a 2014 hybrid system,
Wang et al. (2014), in which HCC information
was extracted from operation notes. First, relevant
sentences of interest for a parameter were iden-
tified with keyword look-ups, then information
was structured using a conditional random field
algorithm. They achieved a 64% F1 performance.

A plethora of general cancer information
extraction systems exist, concentrating on param-
eters such as tumor size, number and metastasis.
Many use dictionary-based methods (Coden,
2009)(Ashish et al., 2014) for extracting entities
before structuring them using specific algorithms.
However statistical named entity recognition
methods (Ou and Patrick, 2014) and document
classification methods are also used (Jouhet et al.,
2012)(Kavuluru et al., 2013).

Our annotation approach combines previous meth-
ods. Similar to McCowan et al. (2007) we an-
notated for stage parameters at a sub-document
level before making an overall staging classifica-
tion. However, we additionally annotated liver
cancer specific information and marked at a text
span level, as in Ping et al. (2013) and Wang et
al. (2014). Unlike previous information extrac-
tion approaches, we annotated stage parameters at
a patient level in addition to text span levels. Un-
like previous cancer stage prediction systems, we
classify over various report types instead of only
histology and pathology reports.

4 Corpus Creation

4.1 Data and Processing

A cohort was drawn from new patients visiting the
University of Washington (UW) Medical Center

primary liver cancer clinic from 1/2011-12/2013
with approval by the UW Human Subjects Com-
mittee of Institutional Review Board. Included
data for each patient comprised of: (1) all clinical
notes from the day of visit to the clinic, including
surgery, admit notes etc, (2) all laboratory results
within 30 days prior to and following the visit day,
and (3) radiology reports within 3 months prior to
and 1 month following the visit day.

Patient records were manually reviewed by our
clinical expert to exclude patients who had been
seen prior to the start of the study and patients
who had an obviously irrelevant diagnoses. Pre-
viously seen patients were excluded because they
most likely had already started treatment, and our
population of interest were patients at first presen-
tation. Irrelevant report types were removed from
the annotation set. For our study, we focused on
the subset of patients that had at least one clini-
cal report, at least one radiology report, and the
full set of labs needed for staging. The resulting
dataset included 236 patients and their associated
422 clinical and 309 radiology reports.

4.2 Guideline Creation

Guidelines for liver cancer stage and stage param-
eter annotations were developed primarily by an
interventional radiologist with input from another
interventional radiologist and a group of NLP sci-
entists. Stage parameter values were discretized
according to stage guidelines. The stage and stage
parameters are described following.

Stage:
AJCC has classifications (I, II, IIIA, IIIB, IIIC,

IVA, IVB) and is based on the TNM stage frame-
work that primarily addresses tumor characteris-
tics and spread but not liver functioning statuses.

BCLC has classifications (A1, A2, A3, A4, B,
C, D) and is the only staging scheme that takes
into account overall performance status (ECOG).

CLIP has classifications (0, 1, 2, 3, 4, 5, 6) and
is the only staging scheme that takes into account
the relative size of the tumor to the liver.

Stage parameters:
Ascites : accumulation of fluid in the peritoneal

cavity (e.g., “no significant ascites,” “does not
endorse abdominal swelling”) with values (None,
Mild, Moderate-Severe)

Child-Pugh : a measurement of liver cirrhosis
(e.g., “Child’s B,” “his CTP score would be 5”)
with values (A, B, C)

ECOG (Eastern Cooperative Oncology
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Group) Performance Status : a scaled measure
of general well-being where 0 is fully active
and 5 is dead (e.g., “ECOG 0,” “She notes good
energy”) with values (0, 1, 2, ≥3)

Extrahepatic invasion : direct spread of
cancer outside of the liver (e.g., “No evidence
of extrahepatic extension,” “the tumor may [...]
extend from the liver to the right ribs or muscular
wall”) with values (No, Yes)

Hepatic encephalopathy : confusion or
altered consciousness due to liver failure (e.g.,
“patient denies confusion, forgetfulness, or other
symptoms of hepatic encephalopathy,” “lactulose”
in the medication list) with values (None, Mild,
Severe)

Macrovascular invasion : spread of cancer
to nearby blood vessels (e.g. “vascular inva-
sion: possible involvement of middle hepatic
vein branches,” “no evidence of portal vein
thrombosis”) with values (No, Yes-minor branch,
Yes-major branch)

Metastasis : spread of cancer to outside the
liver, such as to lymph nodes (e.g., “lymph
nodes suspicious for metastatic involvement:
none,” “no lymphadenopathy”) with values (No,
Yes-regional, Yes-distal)

Portal hypertension : elevation of hepatic
venous pressure gradient to greater than 5 mm Hg
(e.g., “no evidence of cirrhosis or portal hyperten-
sion,” “patient had an EGD which showed small
varices”) with values (No, Yes)

Tumor morphology : number and size of
tumor relative to the liver (e.g., “small segment 7
hepatic mass”) with values (Massive ≥ 50% of
liver, Multinodular < 50% of liver, Uninodular
< 50% of liver)

Tumor number : number of liver tumors (e.g.,
“two new liver lesions noted [...] suggesting
hepatomas”) with values (Single, 2-3, >3)

Tumor size : diameter size of liver tumor (e.g.,
“1 lesion measuring 2.1 x 1.7 cm [...] HCC”) with
values (<3 cm, 3-5 cm, >5 cm).

Specifications on which sections to look for stage
parameters in a report were formalized into anno-
tation rules. Hepatic encephalopathy, Child-Pugh,
and ECOG parameters were marked in clinical
notes. Ascites was marked in both clinical notes
and radiology notes. The remaining parameters
were marked in radiology notes and only in clini-
cal notes if they could not be found in radiology
notes. For clinical notes, the annotators started

at the “History of Present Illness” section before
marking the rest of the note. For radiology notes,
the annotators started at the “Impression” section,
and if information could not be found there they
would move on to “Findings” section or the rest
of the report. Repeats of the same information
were not annotated. The exception was for ECOG
in which all descriptive mentions were also anno-
tated. If multiple pieces of information contribute
to the overall value, they were all marked.

4.3 Annotation workflow and software

Annotation occurred in two phases, carried out by
two interventional radiologist. In the first phase,
relevant parts of reports for the 11 stage param-
eters were identified by single annotation, where
the corpus was divided evenly among the anno-
tators by patient. Annotators marked text anno-
tations using Brat (Stenetorp et al., 2012), a web-
based graphical annotation tool, and assigned each
a label, e.g. ECOG, and a value, e.g. 0. Irrel-
evant patients, e.g. patients with irrelevant diag-
nosis, and files, e.g. addenda, abbreviated notes,
and post-treatment radiology notes, were flagged
for exclusion. Figure 2 shows example mark-ups.

During the second phase, the 3 overall stages
and the 11 liver cancer parameters were annotated
at the patient level by the consensus annotation of
the two annotators. This stage required simulta-
neous review of all clinical and radiology notes as
well as laboratory information related to the pa-
tient. The patient level annotation for the 11 liver
cancer parameters was necessary to resolve miss-
ing and conflicting values from the phase I text
annotations. Annotators used a specially built in-
house python Tkinter (Hughes, 2000) interface,
shown in Figure 3. Annotators had access to the
full marked reports as well as a summarized ver-
sion of their annotations displayed in the interface,
along with pertinent laboratory values.

4.4 Text annotations inter-rater agreement

A subset of 20 patients were double annotated
for phase I text annotations to calculate inter-rater
agreement. After one round of annotations, the
annotators met to resolve conflicts and fine-tuned
annotation guidelines. We used precision, (P =

TP
TP+FP ), recall (R = TP

TP+FN ), and F1-measure,
(F1 = 2PR

P+R ), to measure inter-rater agreement,
where TP is true positives, FP is false positives,
and FN is false negatives. True positive matches
were measured by label, value, and partial text
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Figure 2: Example phase I text annotations using Brat

Figure 3: Example phase II patient level annotations. Display panels shows summarized text annotations
(left) and lab values (right). Bottom buttons allow annotation of patient level label-values, including the
11 stage parameters (first four rows) and overall 3 stagings (bottom row).

span overlap. For example, two text annotations
were considered matching if its label, e.g. ascites,
its value, e.g. none, matches exactly and its text
spans (document character offsets) overlap. It is
also possible, to calculate the agreement of text
annotations (still phase I annotations) resolved to
the patient level, e.g. if two annotators both iden-
tify text spans in any patient 0 file with ascites -
none, it is a match.

After the annotator meeting, the microscore
agreement for phase I text annotations improved
from 0.45 to 0.73 F1. Table 2 shows the final
inter-rater microscore agreement consolidated by
label. Phase I patient level agreement improved
from 0.76 to 0.91 F1. The final patient level agree-
ment breakdown is shown in Table 3. Of the 20

sample patients, 3 patients were excluded due to
irrelevant diagnosis.

Discrepancy between the text span and patient
levels quantify how often the two annotators find
the same information in separate files or different
parts of the same document. The higher perfor-
mance at the patient level was expected given the
lower amount of precision needed for patient level
agreement.

Ascites, ECOG, and hepatic encephalopathy,
had lower agreements because they were often re-
peated in different expression formats in differ-
ent report sections. Additionally, one annotator
marked ascites drugs while the other did not. Ex-
trahepatic invasion differences were due to one an-
notator identifying more descriptive information.
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Label TP FP FN P R F1
Ascites 10 9 12 0.53 0.45 0.49
ChildPugh 7 0 0 1.00 1.00 1.00
ECOG 23 6 9 0.79 0.72 0.75
Extrahepatic invasion 6 4 0 0.60 1.00 0.75
Hepatic encephalopathy 12 3 5 0.80 0.71 0.75
Macrovascular invasion 16 6 0 0.73 1.00 0.84
Metastasis 10 2 1 0.83 0.91 0.87
Portal hypertension 11 7 5 0.61 0.69 0.65
Tumor morphology 15 8 8 0.65 0.65 0.65
Tumor number 17 6 7 0.74 0.71 0.72
Tumor size 18 5 5 0.78 0.78 0.78
ALL 145 56 52 0.72 0.74 0.73

Table 2: Phase I inter-rater partial match of label-
value per text span, consolidated by label

Label TP FP FN P R F1
Ascites 9 4 2 0.69 0.82 0.75
ChildPugh 6 0 0 1.00 1.00 1.00
ECOG 14 1 3 0.93 0.82 0.88
Extrahepatic invasion 5 4 0 0.56 1.00 0.71
Hepatic encephalopathy 8 2 2 0.80 0.80 0.80
Macrovascular invasion 13 2 0 0.87 1.00 0.93
Metastasis 9 1 0 0.90 1.00 0.95
Portal hypertension 11 3 0 0.79 1.00 0.88
Tumor morphology 17 1 0 0.94 1.00 0.97
Tumor number 17 0 0 1.00 1.00 1.00
Tumor size 17 0 0 1.00 1.00 1.00
ALL 126 18 7 0.88 0.95 0.91

Table 3: Phase I inter-rater exact match of label-
value per patient, consolidated by label

4.5 Phase I annotation statistics

A total of 36 patients and 91 documents were
marked for exclusion during phase I of annotation.
The total number of patients and associated docu-
ments left were 200 and 545, respectively. Of 545
documents, 303 were clinical notes and 242 were
radiology notes. There was a total of 2108 text
annotations. A breakdown is shown in Table 4.

4.6 Phase II annotation

At the time this paper was written, phase II patient
level annotations were still under way, however
the corresponding 20 patients used for inter-rater
agreement had been staged. For this sample, we
found cases where discrepancies in data sources
or missing information led to indeterminable stage
labels. This occurred for 2 out of 17 non-excluded
patients in the 20 patient sample, in which BCLC
staging could not be determined due to irreconcil-
able ECOG values.

5 Analysis of text annotation evidence

In this section, we describe the characteristics of
text annotation evidence from the completed phase
I of annotations, with the goal of highlighting id-

Label Value Freq
Ascites Mild-Suppressed 56

Moderate-Severe/Refractory 21
None 189

Child-Pugh A 73
B 36
C 7

ECOG 0 179
1 102
2 29
≥ 3 10

Extrahepatic No 74
invasion Yes 3
Hepatic Mild/Suppressed 48

encephalopathy None 120
Severe/Refactory 3

Macrovascular No 168
invasion Yes - major branch 24

Yes - minor branch 10
Metastasis No 141
invasion Yes - distal 7

Yes - regional 8
Portal No 16

hypertension Yes 138
Tumor Massive, ≥ 50% liver 26

morphology Multinodular, < 50% liver 56
Uninodular, < 50% liver 132

Tumor number Single 139
2-3 47

> 3cm 26
Tumor size < 3cm 100

3-5 cm 63
> 5 cm 57

Table 4: Text annotation statistics

iosyncracies or potential challenges for building
an information extraction system.

5.1 Data sparsity for severe conditions

Not all values for each parameter label are well
populated in our dataset, as shown in Table 4. Typ-
ically the more severe cases are less represented
in our data. This was probably due to the na-
ture of our exclusion criteria (only new patients
were included), as well as the rapidly declining na-
ture of liver cancer. Five year survival rate is less
than 20%, with late-stage patients having less than
a year to live (American Cancer Society, 2014).
Thus, patients diagnosed at more advanced stages
may not be referred to the liver tumor clinic. In
our system, we will have to handle these cases of
class imbalance.

5.2 Overlapping evidence

Studying our annotations, we observed that related
stage parameter types may be referenced by the
same text evidence. For example, “Lesion in seg-

6



ment 4A measuring 3.9 x 3.6 cm” implies both that
there is a single tumor number and a tumor size be-
tween 3-5 cm. Similarly, “Extrahepatic metastatic
disease: None” suggests both that there is no ex-
trahepatic invasion and no metastasis. Knowl-
edge that some parameters may be grouped into
the same evidence may be useful when building
the system in terms of joint classification or high-
level features. Table 5 gives the groupings of the
various stage parameters. Parameters in the same
group are more likely to have overlapping evi-
dence, though portal hypertension and macrovas-
cular invasion tend to have little overlap with other
evidence types. Ascites and hepatic encephalopa-
thy sometimes reference the same passage, e.g.
“no evidence of liver disease sequelae.” Mean-
while, tumor size, morphology, and number rarely
do not reference the same text.

Liver/liver disease Ascites
ChildPugh

Hepatic encephalopathy
Portal hypertension

Overall health ECOG
Tumor Tumor morphology

Tumor number
Tumor size

Liver/liver disease Extrahepatic invasion
AND Macrovascular invasion

tumor Metastasis

Table 5: Stage parameter groupings

5.3 Explicit vs. non-explicit ECOG evidence

In our annotations, we observed a distinction
between text annotation evidence that explicitly
mentions an ECOG performance status and those
that do not. We define text annotation evidence for
a stage parameter as explicit: if ECOG (Eastern
Cooperative Oncology Group) performance status
or any of its abbreviations and acronyms are men-
tioned in the text evidence.

For example, a text annotation highlight for
ECOG, e.g. “ECOG performance 0,” is con-
sidered explicit. Meanwhile, another ECOG ref-
erence, e.g. “He is cachetic. He is decondi-
tioned and needs a wheelchair to walk greater
than 10 feet,” is considered non-explicit. Other
non-explicit mentions may consider patient voca-
tion and habits, e.g. “He continues to work full
time as a security officer” or “He lives alone and
cares for himself without difficulty.”

To get a sense about the complexity of our task,
we divided our ECOG text annotation evidence
into explicit and non-explicit evidence by itera-

tively creating rules and manually inspecting the
classification. We found that 170 patients out of
the 200 non-excluded patients had some mention
of ECOG and as much as 23% of these patients
have only non-explicit mentions. Because this di-
vision is quite dramatic, we plan to build a sepa-
rate extraction system for explicit and non-explicit
ECOG evidence.

5.4 Missing, ambiguous, and conflicting
Child-Pugh evidence

From our 200 patient cohort, only 91 patients had
some textual mention of Child-Pugh class. This
will necessitate that over half of patients shall re-
quire Child-Pugh class calculated according to the
logic in Table 1. Accurate Child-Pugh identifica-
tion will then depend on correct extraction of as-
cites and hepatic encephalopathy variables. Fur-
ther complicating the issue, we found cases of am-
biguity, e.g. “He has well-compensated liver dis-
ease, with Child-Pugh score of 6 or 7 [...] This
puts him at a class A/B” and cases where sepa-
rate patient documents gave different Child-Pugh
scores. After our final patient level annotations,
we can evaluate whether calculated versions of
Child-Pugh match with the notes’ versions.

5.5 Tumor characteristic reference resolution
We observed for our notes, references to tumor
characteristics were often equivocal. Not only
were there temporal references to disambiguate,
e.g. tumor information from previous readings,
but also tumors were identified from radiology ar-
tifacts such as “lesions,” not all of which were ac-
tual tumors. Table 6 shows an example in which
3 lesions are found but only one was suspected to
be a HCC tumor. Thus, true tumor size and num-

Focal lesions:
Total number: 3:
Lesion 1: segment 4A, cm 6.3 x 7.1 X 6.4 cm ... periph-
erally located lesions are noted in segment 6 measuring
7 mm .. another ...

Impression:
...
One focal lesion in the segment 4a measuring 6.3 x 7.1
x 6.4 cm.
This lesion does not have a typical appearance, but is ...
highly suggestive of HCC.
Exception: 2 smaller lesions noted in segment 6 periph-
erally, measuring 11 and 13 mm ... are likely to be arte-
riovenous shunting.

Table 6: Radiology report excerpt

7



bers will depend on resolving which lesions are
actually tumors, as well as handling reference res-
olution and temporal factors. Tumor morphology
additionally must reason about multiple tumors.

5.6 Discussion
Our inter-rater experiment showed that text anno-
tations are being consistently captured with patient
level agreement of 0.91 F1 and partial text span
level agreement of 0.73 F1.

A limitation to our process is that most of our
phase I text annotations were single annotated.
Moreover, we assumed that specific text span pas-
sages may be attributed with a label and value as-
signments however some parameters may require
a more patient level holistic view. Furthermore,
for our study we focused on patients with available
laboratory parameters in structured form. This is
not always the case when patients are referred by
outside organizations.

Although our annotation phase II has not been
fully explored here, we have been able to charac-
terize some of the characteristics in our text anno-
tation evidence, which will inform our extraction
task. When our patient level annotations are com-
pleted, our multi-level annotation will allow us to
run several experiments, including: Given gold pa-
tient level stage parameters, how well can a sys-
tem classify staging? Given gold text level stage
parameters, how well can a system predict patient
level stage parameters?

6 Machine learning baselines

Once our annotation phase I was completed, we
wanted to gauge the complexity of our stage pa-
rameter information extraction task. To do so, we
created a simple document classification baseline
to identify information from phase I text annota-
tions. We chose this baseline because of our sparse
annotation approach, i.e. a single document may
have several occurrences of the same value but
may be annotated only once. Our findings from
these experiments will be used to advise us of rea-
sonable performance results and issues to consider
for our final system.

6.1 Data
The full corpus of patients was randomly divided
into a 20% test, 80% training set. The 160 patient
training set included 439 documents (243 clinical,
196 radiology) and 1681 text annotations. The test
set will be used in a future comparison of the full

staging system against a human abstractor. The
training set of patients was divided into 5 folds for
training and evaluation.

6.2 Methods

Document level classification was performed for
each label-value, e.g. ascites-none. The gold stan-
dard document label was automatically inferred by
the text annotations from annotation phase I (i.e. If
document0.txt has been highlighted for ascites-
none, then document0.txt is marked positive for
the gold standard in that classification). The clas-
sification was binary, since multiple values for the
same label may appear in a single document.

Each label-value document classification only
classified document types as prescribed by an-
notation guidelines. For example, tumor size
is restricted to classifying radiology document
types, since it is possible they appear in clini-
cal notes but are not annotated due to annota-
tion guidelines. Therefore, ascites label-values
classifications occurred over all documents (439
documents), Child-Pugh, ECOG, and hepatic en-
cephalopathy classifications were performed over
clinical notes only (243 documents), and the re-
maining label classifications were on radiology
notes only (196 documents).

The features included lower-cased unigram, bi-
gram, and trigram counts after tokenization with
punctuations removed. We tested four algorithms
with default configurations: C4.5 decision tree,
discrete-variable decision tree, and maximum en-
tropy from MALLET (McCallum, 2002), and a
linear kernel SVM, scaled by min/maximum val-
ues, from LibSVM (Chang and Lin, 2011).

6.3 Results

Results are shown in Table 7. The overall classi-
fication performance was 0.63 micro-F1 with the
highest and lowest F1 at 0.83 and 0.00, respec-
tively. Best performances per label typically came
from the highest frequency class. The best clas-
sifiers were the two decision trees, however each
classifier was the best in at least one classification.

6.4 Discussion

Analysis of the best-performing baseline models
revealed some common limitations. One was the
inability to capture long-range logical construc-
tions. One example is for ascites - none and
metastasis - no, which often has passages with
long-range negation of related terms. And, as
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Label Freq. Value Class. P R F1
Ascites 44 Mild C45 0.24 0.18 0.21

20 Moderate-Severe DT 0.50 0.30 0.38
146 None DT 0.77 0.36 0.49

ChildPugh 53 A DT 0.46 0.49 0.47
25 B C45 0.84 0.64 0.73
7 C DT 0.50 0.14 0.22

ECOG 105 0 C45 0.71 0.71 0.71
65 1 DT 0.85 0.54 0.66
18 2 C45 0.89 0.44 0.59
8 ≥ 3 DT 0.25 0.13 0.17

Extrahepatic 59 No SVM 0.81 0.85 0.83
invasion 2 Yes ≈ 0.00 0.00 0.00
Hepatic 34 Mild DT 0.70 0.76 0.73
encephalopathy 95 None DT 0.71 0.73 0.72

1 Severe ≈ 0.00 0.00 0.00
Macro-vascular 127 No NB 0.71 0.96 0.82
invasion 20 Yes-major branch C45 0.50 0.55 0.52

8 Yes-minor branch C45 1.00 0.50 0.67

Label Freq. Value Class. P R F1
Metastasis 108 No DT 0.78 0.70 0.74

6 Yes-distal DT 0.50 0.17 0.25
7 Yes-regional ≈ 0.00 0.00 0.00

Portal 5 No ≈ 0.00 0.00 0.00
hypertension 84 Yes C45 0.84 0.80 0.82
Tumor 23 Massive DT 0.37 0.30 0.33
morphology 40 Multinodular, <50% ME 0.50 0.15 0.23

105 Uninodular, <50% NB 0.62 0.80 0.70
Tumor 112 Single NB 0.64 0.84 0.73
number 32 2-3 DT 0.24 0.25 0.25

19 >3 ME 0.67 0.11 0.18
Tumor 82 < 3 ME 0.64 0.62 0.63
size 45 3-5 C45 0.43 0.27 0.33

46 >5 ME 0.59 0.28 0.38
ALL 1551 0.66 0.60 0.63

Table 7: Best baseline performances for training set. (Freq = frequency of positive cases, Class = classifier, C45 =
C4.5 decision tree, DT = binary decision tree, ME = maximum entropy, NB = naive Bayes, SVM = support vector machine)

mentioned in Section 5.5, tumor characteristics re-
quire reasoning over several sentences.

Another problem was that these simplistic base-
line models and features had difficulty normaliz-
ing variations in less frequent equivalent evidence.
For example, “abdominal distension” and “ab-
dominal girth” both define ascites but neither term
is as frequent as “ascites” so did not become strong
features. Similarly, many less frequent Child-
Pugh acronyms and abbreviations were missed.

Our baselines also lacked the ability to incorpo-
rate outside or domain knowledge to infer infor-
mation. For example, text evidence for ascites -
none and hepatic encephalopathy - none can be
“he has no known liver disease,” which requires
knowledge that ascites and hepatic encephalopa-
thy are liver disease symptoms. Non-explicit men-
tions of ECOG, as discussed in Section 5.3, fall
under this category as well. There were also cases
in which different values for the same label had
very similar language, requiring domain knowl-
edge to differentiate. For example, for macrovas-
cular invasion, while, “There is thrombus in the
right posterior branch of the portal vein [...] pos-
sibly [...] tumor thrombus” is considered yes - mi-
nor branch, “There is enhancing tumor thrombus
in the right portal vein.” is yes - major branch.

Label-value parameters with higher perfor-
mances, often harbored strong n-gram features.
For example “lactulose,” a drug to treat hepatic
encephalopathy, was found to be used as an early
decision point for both mild and none values.
For portal hypertension, besides “hypertension”,
“splenomegaly,” spleen enlargement often due to
portal hypertension, was a top feature.

Some strategies to overcome current limitations
are to use medical ontologies and statistical fea-
ture selection to identify terms of interest, which
can help normalize for term variations. To han-
dle long-range within-sentence relations, we will
apply assertion or negation classifiers and use de-
pendency tree parses to build more complex fea-
tures. For multi-sentence problems such as the tu-
mors, we will use tools for coreference resolution
and time parsing. Furthermore, to reduce noise,
we may consider using sub-document level classi-
fications, e.g. at the sentence level.

7 Conclusions and Future Work

In our paper, we described our detailed annotation
process, carried out an inter-annotator agreement
experiment, and analyzed some of the domain
challenges and characteristics of our liver cancer
patient data. We were further able to present docu-
ment classification baselines and analyze their per-
formance. In future work, we will improve infor-
mation extraction over our current baselines by us-
ing targeted feature-rich approaches. We will also
extend our system to patient level cancer staging,
compare results against a human abstractor, and
analyze the affects of using multi-levels of gold
input. For example, we may experiment with pre-
dicting stages using document-level features vs.
extracted text level parameter features.

Although we focus on liver cancer, our work-
flow may be generalizeable to other cancer or
phenotype identification annotation tasks. Futher-
more, successful liver cancer parameter identifica-
tion may be useful for other liver cancer staging
schemes or other phenotype cohorts.
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Abstract

Online health forums provide advice and
emotional solace to their users from a so-
cial network of people who have faced sim-
ilar conditions. Continued participation of
users is thus critical to their success. In
this paper, we develop machine learning
models for predicting whether or not a user
will continue to participate in an online
health forum. The prediction models are
trained and tested over a large dataset col-
lected from the support group based social
networking site dailystrength.org.
We find that our models can predict con-
tinued participation with over 83% accu-
racy after as little as 1 month observing the
user’s activities, and that performance in-
creases rapidly up to 1 year of observation.
We also show that features such as the time
since a user’s last activity are consistently
predictive regardless of the length of the
observation period, while other features,
such as the number of times a user replies
to others, decrease in predictiveness as the
observation period grows.

1 Introduction

Online social networks have established themselves
as an integral part of the human interaction in the

21st century. Along with the most popular online
social networking services like Facebook, Google+
and the micro-blogging website Twitter, there are
other online social networks that are tailored to fit
more specific purposes. Among them are the sup-
port group based social networks that provide help
to individuals with physical or mental afflictions
through the sharing of personal experiences and
expert advice on a single platform.

Though many aspects of online social networks
have attracted the attention of researchers, there
is little research to date on computational assess-
ments of engagement among users of online health
forums. These forums provide us with informa-
tion that is unique to this kind of social network:
the networks are largely based on the emotional
support among the users, so being able to success-
fully track a user’s engagement on these services
has the potential for greater impact than the more
general social networks. If a support group plat-
form can accurately predict when a user is thinking
about leaving, they can take targeted actions to
make a more favorable environment for the user,
and thus maintain consistent emotional support for
their other users. This kind of support is key the
health and well-being of the users.

Predicting user engagement is related to concept
of churn prediction in telecommunication networks
(Ngonmang et al., 2012; Mozer et al., 1999; Das-
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gupta et al., 2008) (predicting when a user will
leave one service provider for another), where the
motivation is that winning a new customer is more
expensive than retaining an existing customer (Had-
den et al., 2007). Similarly, retaining an engaged
user in a health forum is likely to be easier than
engaging a new user in the group. However, users
of online support groups are not typically moving
between providers, but rather deciding whether or
not to continue to use an online support group at
all.

In this work, we make the following contribu-
tions:

1. We develop models that observe a user for
a single month and can predict whether the
user will continue participating in the support
group in the future with more than 83% accu-
racy, and can identify users that will leave the
group with more than 88% precision and 80%
recall.

2. We show that performance on predicting con-
tinuing participation rises as the observa-
tion period grows beyond one month, rising
sharply up to nine months, and then more grad-
ually up to 24 months.

3. We demonstrate a variety of features that are
important for this prediction task and show
that how often a user replies to others and
the time elapsed since their last support group
activity are some of the strongest features.

4. We find that the relative importance of the
different features changes over time.

We believe this is the first work to look in detail at
predicting engagement as it evolves over time in
online health forums.

In this work, we focus on the contents of a user’s
posts and replies and their timeline of activities,
rather than the network of friendship links (which is
sparse in forum-based social networks as compared
to friendship-based social networks like Facebook).
We also focus on active participation, such as initi-
ating a thread or posting a reply, and not on passive
participation, such as simply viewing the forum
(since such passive information is only available to
administrators of the support group service).

2 Data

Our data is collected from DailyStrength1, one of
the largest support group based online social net-
works with more than 500 support groups based
on the physical and mental ailments of its users.
Users in these support groups can either post, creat-
ing a new thread on a new topic, or they can reply
to a thread that someone else has created. We fo-
cused on 20 support groups: Acne, ADHD (Atten-
tion Deficit Hyperactivity Disorder), Alcoholism,
Asthma, Back Pain, Bipolar Disorder, Bone Cancer,
COPD (Chronic Obstructive Pulmonary Disease),
Diets and Weight Maintenance, Fibromyalgia, Gas-
tric and Bypass Surgery, Immigration Law, Infer-
tility, Loneliness, Lung Cancer, Migraine, Miscar-
riage, Pregnancy, Rheumatoid Arthritis and War in
Iraq.

We crawled all of the posts (thread initiations)
and replies (to existing threads) for these support
groups from the earliest available post until the end
of September 2013. The posts and replies were
downloaded as HTML files, one per thread, where
each thread contains an initial post and zero or
more of replies. The HTML files were parsed and
filtered for scripts and navigation elements to create
XML files containing only the users, dates, posts
and replies. Each extracted post and reply was part-
of-speech tagged using the Stanford part-of-speech
tagger (Manning et al., 2014) and was tagged for
emotion words by matching it against the Linguis-
tic Inquiry and Word Count (LIWC)2 lexicon. We
also collected the user profile pages of all the users
who took part in any form of activity in any of these
20 support groups. Finally, we filtered out the users
with the most incomplete profiles, where they were
missing both age and gender. These users do not
appear in the train, development or test sets, but the
replies they post on other users’ posts who are not
filtered out contribute to the participation predic-
tion task of those users. We also filtered out the user
DS, the only administrative user in DailyStrength.

Table 1 provides an overview of the resulting
dataset. The largest support group among the 20
is Gastric and Bypass Surgery with 21507 posts
and 158020 replies and the smallest is the Bone
Cancer support group with only 40 posts and 51
replies. The amount of individual activity also
varies greatly as there are people who posted or
replied only once in their lifetime, and there are

1http://www.dailystrength.org
2http://www.liwc.net/
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Support groups 20
Posts 110316
Replies 788119
Users 39905

Table 1: Summary of the data collected from Daily-
Strength

people who have more than 5000 posts or replies.

3 Model

Our goal is to build a model that can observe the
past activity of a user on the forum and predict
whether the user will continue to participate in the
forum in the future. Formally, we would like to
construct a model:

m∆t(u) =


1 if ∃a ∈ A : a.u = u ∧

a.t > u.t + ∆t

0 otherwise

where u is a user, ∆t is an amount of time which
we call the observation period, A is the set of all ac-
tivities (from any user at any time) such as posting
or replying to a post, a.u is the user whose activity
it was, a.t is the time of the activity, and u.t is the
time at which the user account was created. Intu-
itively, m should predict 1 iff ∆t time has elapsed
since the user created their account and there is any
new participation (posting or replying) any time in
the future after that.

We treat this as a supervised classification prob-
lem, and represent a user based on all of his/her
activities in the forum during the observation pe-
riod:

rep∆t(u) def= {a ∈ A : a.u = u ∧ a.t ≤ u.t + ∆t}

The following sections describe classifier features
that are derived from this representation.

3.1 Activity features

These features gather information of a user’s activ-
ity on DailyStrength. In general, we would expect
users who are more active during the observation
period to also be more likely to continue to partici-
pate in the future.

PostCount The number of threads a user has ini-
tiated on the DailyStrength website over the
observation period.

ReplyCount The number of replies a user has
posted to other users’ posts on the Daily-
Strength website over the observation period.

SelfReplyCount The number of replies a user has
posted to their own posts over the observation
period.

OtherReplyCount The number of replies a user
has received to their posts from other users
over the observation period.

3.2 Time features

These features provide a look into the timing of a
user’s participation on DailyStrength. In general,
we would expect users who are participating fre-
quently throughout the observation period to be
more likely to participate in the future.

TimeGap1 The number of days between the point
at which the user created their DailyStrength
account and their first activity (post or reply).
This is a measure of how long it took a user to
start actively participating in the community.

TimeGap2 The number of days from the time of
the last post or reply of a user to the end of
the observation period. This is a measure of
how long the user has been idle since their last
activity.

AvgDays The average number of days between
any two sequential activities (posts or replies)
by the user during the observation period.
This is a measure of how often a user is idle.

3.3 Personal features

These features are gathered from a user’s account
information page. Since providing age, gender,
location and a profile photo are all optional during
the DailyStrength account creation process, many
users are missing one or more of these pieces of
information. In general, we would expect users
with more complete profiles to be more likely to
continue to participate.

Age The user’s age.

Gender The user’s gender, either male, female or
unknown.

HasLocation A binary feature representing
whether or not the user has provided their
location.
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HasImage A feature representing whether or not
the user has provided a profile photo, and if
provided, whether it is a stock photo or a user-
provided one.

3.4 Content features
These features examine the content of the text in
the posts and replies of a user. In general, we would
expect users with longer posts to be more likely to
continue to participate that users with short posts.

PosUnigrams The total number of words over the
observation period that were identified as pos-
itive emotions by the LIWC lexicon.

NegUnigrams The total number of words over the
observation period that were identified as neg-
ative emotions by the LIWC lexicon.

TotalUnigrams The total number of words a user
posted over the observation period. This in-
cludes all the words (including stop words),
not only the emotion words.

Question The total number of questions the user
has asked over the observation period in either
posts or replies. Questions were identified
by looking for sentences ending in question
marks.

Url The total number of URLs a user has posted
over the observation period.

4 Experiments

For all of the following experiments, we divided
the users in our corpus into train, development and
test sets with a 60-20-20 ratio, that is, we used
60% of the users to train our prediction model,
20% of the users as the development set and the
remaining 20% of the users to test the model. Users
were partitioned into each of these sets randomly.
These sets do not change with the changes in the
observation period, thus giving us the opportunity
to compare the results from all observation periods.

We trained classifiers based on WEKA v3.6.11
(Hall et al., 2009), a widely used machine learning
toolkit. We normalized all of the aforementioned
features to the range [0, 1] to make feature weights
more comparable and interpretable. We initially
explored several classifiers: naı̈ve Bayes, logis-
tic regression, support vector machines and J48 (a
decision-tree based classifier). Logistic regression
outperformed the other three in evaluations on the

development set, so all results reported here use
logistic regression.

We rely on several different performance mea-
sures to evaluate our models. First, we report sim-
ple classification accuracy, the fraction of users for
which we correctly predicted whether they would
continue participating or leave the forum. We com-
pare this to the baseline accuracy, the accuracy of
a model that predicts that no users will continue to
participate in the forum, and we report error reduc-
tion of the model accuracy relative to this baseline
accuracy. We also report performance measures
on the task of identifying users who will not par-
ticipate in the future: precision, the fraction of the
users that our model predicted would stop partici-
pating who did in fact stop, recall, the fraction of
the users known to have stopped participating that
our model predicted would stop, and F-measure,
the harmonic mean of precision and recall. For-
mally:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F-measure = 2× Precision×Recall

Precision + Recall
(4)

where TP is the number of true positives (users the
model predicted would stop participating and did in
fact stop), TN is the number of true negatives (users
the model predicted would continue participating
and did in fact continue), FP is the number of false
positives (users the model predicted would stop
participating but actually continued participating)
and FN is the number of false negatives (users the
model predicted would continue participating but
actually stopped participating).

4.1 Can continued participation be
predicted?

Our first research question is whether a user’s con-
tinued participation on the forum can be predicted
given the features we developed in Section 3. To
test this, we consider an observation period of 1
month and train and test the corresponding clas-
sifier. The first row of Table 2 shows the results.
Our model achieves 83.06% accuracy, compared
to the 50.48% accuracy of the baseline model. For
the task of identifying just those users that have
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Period Baseline Accuracy Error Reduction Precision Recall F-measure
1 50.48 83.06 65.81 88.3 80.2 84.0
3 63.53 85.69 60.76 92.0 86.4 89.1
6 72.01 87.69 56.02 94.7 89.0 91.7
9 77.75 89.12 51.10 94.9 91.4 93.1

12 82.19 90.71 48.01 96.3 92.7 94.5
15 85.09 92.03 46.54 97.1 93.8 95.4
18 86.96 92.29 40.87 97.3 94.0 95.6
21 87.65 92.34 37.98 97.7 93.8 95.7
24 87.84 92.34 37.01 97.8 93.7 95.7

Table 2: Performance across different observation periods (Period, in months), in terms of baseline
accuracy (Baseline, %), model accuracy (Accuracy, %), error reduction of the model over the baseline
(ErrRed, %), precision (%), recall (%) and F-measure (%). Precision, recall and F-measure are on the task
of identifying users who will not participate in the future.

stopped participating, we achieve 88.3% precision
and 80.2% recall. These high performance num-
bers suggest that while our models are still imper-
fect, our features are capturing a large proportion
of the information necessary to predict continued
participation.

4.2 How long must a user be observed?

Our second research question aims to determine the
optimal observation period for predicting continued
participation. For this experiment, we created 9
observation periods: 1 month, 3 months, 6 months,
9 months, 12 months, 15 months, 18 months, 21
months and 24 months. We then evaluated models
trained on these different evaluation periods to see
how performance increased or decreased.

Table 2 shows the results. Model accuracy al-
ways rises as the observation period grows longer,
ranging from 83.06% at 1 month to 92.34% at 24
months. However, the biggest gains are in the
shorter periods, with the model increasing accu-
racy by 7.65% between 1 and 12 months, but only
by 1.63% between 12 and 24 months. The perfor-
mance of the baseline model also increases with
the size of the observation period, so that after 24
months 87.84% of all users will not return.

For the task of identifying just those users that
have stopped participating, we observe that preci-
sion and recall also both rise as the observation pe-
riod grows, with precision making moderate gains,
from 88.32 at 1 month to 97.8 at 24 months, and
recall making larger gains, from 80.20 at 1 month
to 93.7 at 24 months. As with accuracy, the biggest
gains are between 1 and 3 month observation peri-
ods.

Overall, these results suggest that observing a
user for even 1 month gives reasonable perfor-
mance, observing for 12 months gives noticeably
better performance, and observing for longer than
12 months gives diminishing returns.

4.3 Which features are most important?

Our third research question aims to prioritize our
features based on how useful they are to the task of
predicting continued participation. To investigate
this, we turn to the coefficients (weights) for the
independent variables (features) in our logistic re-
gression, which represent the importance of each
variable in the classification model. The larger the
absolute value of the coefficient, the bigger the im-
pression of that variable on the output. The sign
indicates positive or negative effect of that variable
on the result, where a negative value means that
the feature is associated with continued participa-
tion, while a positive value means that the feature
is associated with stopping participation.

Table 3 shows the weights of the features ob-
tained from the test data for a 1-month observa-
tion period. The most important features (the fea-
tures with the highest absolute values) are the num-
ber of times the user has replied to other users
(ReplyCount), the time since the user’s last ac-
tivity (TimeGap2), the time between creating a
DailyStrength account and the user’s first post
(TimeGap1) and the content (Unigram) features.
The least important features are mostly the ones
aimed at measuring completeness of the profile
(Age, Gender, etc.), suggesting that profile com-
pleteness is not a good predictor of continued par-
ticipation. However, the presence of a profile photo
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Figure 1: Relative importance of features over the different observation periods. The height of a bar
segment represents the absolute value of the weight of the feature, scaled so that the sum of the feature
weights is 100%.

Feature Weight
ReplyCount -10.652
TimeGap2 5.727
TotalUnigram 4.772
TimeGap1 3.172
NegUnigram -3.069
PosUnigram 3.002
Url 1.834
HasImage -0.845
Question 0.827
AvgDays 0.809
PostCount 0.526
Age -0.346
Gender=unknown 0.202
Gender=female -0.110
Gender=male 0.093
HasLocation -0.092
OtherReplyCount -0.051
SelfReplyCount 0.001

Table 3: Weights of the features for a 1-month
observation period

(HasImage) did make a small contribution to the
model.

The signs of the weights of the features reveal
the direction of predictiveness. The TimeGap1
and TimeGap2 weights are positive, indicating that
longer gaps between activities predict someone
leaving the forum. PostCount is positive while Re-
plyCount is negative, suggesting that people who
only post will likely leave the forum, while peo-
ple who reply to others will likely stay. Posting
questions and URLs are associated with leaving
the forum, along with higher usage of positive uni-

grams, while higher usage of negative unigram is
associated with continued participation.

4.4 Does feature importance change over
time?

Our fourth research question asks whether the im-
portance of features is consistent across all obser-
vation periods, or whether some features become
more or less important than others as the observa-
tion period grows.

Figure 1 shows the percentage importance of
the eleven most significant features over the differ-
ent observation periods. Features like TimeGap1
and TimeGap2 are fairly stable in importance over
time, with TimeGap1 accounting for 5-9% of the
weight and TimeGap2 accounting for 12-18%. Re-
plyCount is a very strong feature, accounting for
as much as 30% in the 1 and 3 month observation
periods, but it receives a lower weight for longer ob-
servation periods (as little as 10% in the 12 month
period). SelfReplyCount and OtherReplyCount,
which had almost no weight in the 1 month model,
increase in importance for longer observation pe-
riods. The other features have less consistent pat-
terns. For example, content features (TotalUni-
gram, NegUnigram, PosUnigram, Question, Url)
account for around 40% of the model weights for
most observation periods, but the distribution of
weight across these 5 features is erratic over time.

As another measure of feature importance over
time, Table 4 shows the increase in accuracy
over the baseline majority class model for mod-
els trained using only a single feature. Note that
the baseline model’s accuracy increases for longer
observation periods (because more users leave), so
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OP BL PC RC OR SR TG1 TG2 AvD Age Gen Loc Img Pos Neg TUn Que Url
1 50.48 4.91 6.55 2.97 2.13 0.00 31.7 4.72 0.36 -0.20 0.00 11.9 5.10 4.32 4.98 4.03 0.10
3 63.53 3.05 3.75 2.43 1.42 0.00 20.7 0.00 0.14 0.00 0.00 0.00 3.06 2.65 2.73 2.52 0.30
6 72.01 1.53 1.89 1.40 0.77 0.00 14.9 0.00 0.00 0.00 0.00 0.00 1.60 1.43 1.50 1.46 0.11
9 77.75 0.81 1.03 0.74 0.24 0.00 10.8 0.00 0.00 0.00 0.00 0.00 0.73 0.72 0.82 0.83 0.07

12 82.19 0.13 0.29 0.11 -0.13 -0.20 7.76 -0.20 -0.20 -0.20 -0.20 -0.20 0.15 0.09 0.13 0.03 -0.18
15 85.09 0.43 0.47 0.37 0.27 0.15 6.16 0.14 0.14 0.14 0.14 0.14 0.33 0.25 0.35 0.36 0.25
18 86.96 0.23 0.20 0.18 0.05 0.00 4.92 0.00 0.00 0.00 0.00 0.00 0.15 0.10 0.09 0.13 0.02
21 87.65 0.08 0.14 0.00 0.00 0.00 4.43 0.00 0.00 0.00 0.00 0.00 0.07 0.07 0.09 0.19 0.02
24 87.84 0.08 0.19 0.01 -0.01 0.00 4.42 0.00 0.00 0.00 0.00 0.00 0.08 0.07 0.09 0.20 0.01

Table 4: Accuracy gain over baseline (BL) over observation periods (OP) when a classifier is trained using
only a single feature: PostCount (PC), ReplyCount (RC), OtherReplyCount (OR), SelfReplyCount (SR),
TimeGap1 (TG1), TimeGap2 (TG2), AvgDays (AvD), Age, Gender (Gen), HasLocation (Loc), HasImage
(Img), PosUnigram (Pos), NegUnigram (Neg), TotalUnigram (Tun), Question (Que), Url

the absolute gains over the baseline always cor-
respondingly decrease. TimeGap2 (TG2) always
gives the largest increase in accuracy on its own,
as much as 31.7% at a 1 month observation period,
and is the only feature that continues (by itself) to
give gains over the baseline all the way out to 24
months. ReplyCount (RC) is the next best feature
by itself, achieving 6.55% improvement over the
baseline at a 1 month observation period, but drop-
ping to less than a 1% improvement by 12 months.
The content features PosUnigram (Pos), NegUn-
igram (Neg), TotalUnigram (TUn) and Question
(Que) each achieve a 4-5% improvement over the
baseline for a 1 month observation period, but drop
below a 1% improvement by 9 months. The per-
sonal features generally achieve very little on their
own, except for HasImage (Img), which is very use-
ful at 1 month (giving a 11.9% improvement), but
giving no improvement for any other observation
period.

5 Related Work

Though we are not aware of other models that can
observe an online support group user over time
and predict their continued participation, there are
several works analyzing related problems in other
types of social networks. Ngonmang et al. (2012)
has worked on a similar problem on a French on-
line blog network called Skyrock3. They neither
used the contents in the users’ posts, nor analyzed
the users’ behavior. Rather, they used the friend-
ship relationship among the users to predict future
participation. There has also been some works on
Usenet newsgroups (Joyce and Kraut, 2006; Ar-

3http://www.skyrock.com

guello et al., 2006) where the models take a single
post of a user and predict whether or not it will
receive a reply. Significant predictors for this task
include whether or not the message is cross-posted,
the topical coherence of the message with the news-
group, whether the user posts a question, whether
the user is a newcomer to the newsgroup, and the
use of third person pronouns. Lampe and Johnston
(2005) have shown the effect of feedback on a new
user in Slashdot, a news and discussion site. They
calculated the user’s first comment score and like-
lihood of getting a second comment by the user
based on the feedback the comment received from
the other users. They also introduced the time gap
between two activities of a user as an indicator
of socialization. Mahmud et al. (2014) analyzed
word usage to predict social engagement behav-
ior in Twitter. They used psycholinguistic word
categories from LIWC, and showed how these cate-
gories influence reply and retweet behavior of users.
Chen and Pirolli (2012) have analyzed factors that
influenced users’ engagement in the Occupy Wall
Street movement. Danescu-Niculescu-Mizil et al.
(2013) has used linguistic change as a predictor of
user lifespan in social networks. They conducted
their experiments on BeerAdvocate and RateBeer
and attempted to find the lifespan of a user early in
his or her career.

There are also some studies that include Daily-
Strength as a data source. Wiley et al. (2014)
examined the characteristics of ten different on-
line social networking sites to find impacts of these
characteristics on the discussions of pharmaceutical
drugs among the users and DailyStrength was one
of these websites. Sarker et al. (2015) performed
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a study on automatic monitoring of Adverse Drug
Reactions (ADRs) using user-posted data on social
media, and DailyStrength was a data source for
their study.

6 Discussion

Our findings have several implications for social
interaction in online health forums. This is the first
study that attempts to predict continued participa-
tion of users in such support groups. Though the
model is not perfect, it produces results with high
accuracy, precision and recall. The high precision
and recall has greater significance in this experi-
ment, as they represent our model’s correctness in
identifying the people who leave the group after a
certain observation period. Identifying these peo-
ple early in their lifecycle will help social health
platforms identify users that are not being fully
served, allowing the platforms to analyze the rea-
son for the departure and create a more favorable
environment for everyone.

This is also the first study that examines the ef-
fect of different lengths of observation period to
determine the minimum amount of time required
to accurately predict future participation. With a
12-month observation period, we can predict con-
tinued engagement with high accuracy, precision
and recall, though even at a 1-month observation
period, performance is good.

Our work has shown which features contribute
the most to predict a user’s continued participation.
As we can see from the results, personal features
covering demographics and profile completeness
play little to no part in predicting user’s engage-
ment, whereas the other three categories have var-
ied significance over time. The predictiveness of
time based features, especially the time from ac-
count creation until a user’s first activity and time
since a user’s last activity, are consistently predic-
tive over all lengths of observation. The predictive-
ness of replies to other users’ posts is very large
for 1 and 3 month observation periods, but is a lit-
tle less informative for larger observation periods.
The predictiveness of content features (word count,
negative/positive words, etc.) is generally good,
though which of these features is most important
varies somewhat over time.

Although the model we built produces high per-
formance results, there are several opportunities
to improve it further. As our results show that
the usage of positive and negative unigrams has

some influence over the prediction task, we plan
to expand these features by using additional psy-
cholinguistic word categories to find other relations
between emotional status and continued participa-
tion. We also plan to expand beyond word uni-
grams, which fail to account for phenomena such
as negation (where good becomes not good), incor-
porating longer linguistic dependencies into these
features. And we plan to use more linguistic fea-
tures to capture explicit speech acts in the posts
of the user that may indicate their intent to leave
the forum. In addition, we plan to analyze the
replies received by other users to find out whether
there is a pattern that encourages or discourages
a user’s participation, such as a long duration be-
tween posting and receiving a reply, or the use of
harsh or aggressive forms of language. Finally, we
plan to explore machine learning formulations that
will allow us to dynamically extend our observa-
tion period for a user to just the point at which we
can confidently predict whether or not they will
continue to participate.

7 Conclusion

In this paper we presented a study to determine
what makes a user continue his or her participa-
tion in a support group based online health forum
and how long we have to observe a user’s activity
to predict this accurately. We built a model that
predicts continued participation of a user and we
showed that this model is accurate with an obser-
vation period as little as one month. Increasing the
observation period increases performance, though
most of the gains are achieved by the end of 12
months. The model reveals that features like the
time since a user’s last activity and the number of
times a user has replied to others are consistently
strong predictors of continued participation. Our
model forms a foundation for future research in
modeling the evolution over time of user engage-
ment in online health forums.
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Abstract

The use of Electronic Health Records
(EHRs) is becoming more prevalent in
healthcare institutions world-wide. These
digital records contain a wealth of infor-
mation on patients’ health in the form of
Natural Language text. The electronic for-
mat of the clinical notes has evident ad-
vantages in terms of storage and shareabil-
ity, but also makes it easy to duplicate in-
formation from one document to another
through copy-pasting. Previous studies
have shown that (copy-paste-induced) re-
dundancy can reach high levels in Amer-
ican EHRs, and that these high levels
of redundancy have a negative effect on
the performance of Natural Language Pro-
cessing (NLP) tools that are used to pro-
cess EHRs automatically. In this paper,
we present a preliminary study on the level
of redundancy in French EHRs. We study
the evolution of redundancy over time, and
its occurrence in respect to different docu-
ment types and sections in a small corpus
comprising of three patient records (361
documents). We find that average redun-
dancy levels in our subset are lower than
those observed in U.S. corpora (respec-
tively 33% vs. up to 78%), which may in-
dicate different cultural practices between
these two countries. Moreover, we find no
evidence of the incremental increase (over
time) of redundant text in clinical notes
which has been found in American EHRs.
These results suggest that redundancy mit-
igating strategies may not be needed when
processing French EHRs.

1 Introduction

Electronic Health Records (EHRs) are becoming
prevalent in most healthcare institutions and have
been recognized to contain crucial information
about patients’ health in the form of Natural Lan-
guage text. As a result, specialized Natural Lan-
guage Processing (NLP) methods and tools are be-
ing developed to unlock this wealth of medical in-
formation from EHRs and use it in medical appli-
cations such as clinical decision support (Demner-
Fushman et al., 2009). The electronic format of
the clinical notes in the patient records makes it
easy to duplicate information from one document
to another through copy-pasting methods. Previ-
ous studies (Wrenn et al., 2010; Zhang et al., 2011;
Cohen et al., 2013) have shown that the amount
of redundancy introduced by copy-pasting could
reach up to 78% in clinical notes from American
hospitals. This situation makes it difficult to ex-
ploit the content of EHRs both for humans and
NLP tools (Cohen et al., 2013).

One motivation for introducing content redun-
dancy in clinical documents is a need for com-
pleteness: While a patient’s history grows over
time with each new hospital visit, the key informa-
tion remains the same. By copy-pasting all avail-
able information into the most recent document,
this becomes a stand-alone document which of-
fers a complete and up-to-date overview of the pa-
tient’s history and status. Other reasons for the
observed redundancy are more pragmatic: logisti-
cal issues such as the time to load previous docu-
ments from the EHR or restricted access rights to
documents created in a different hospital depart-
ment can lead health professionals to ensure that
all relevant information is present in the clinical
note they are currently writing.
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These practices can make health professionals
more efficient but they may also represent poten-
tial risks to patient care by creating confusion be-
tween what is relevant to the patient’s current ver-
sus his or her past medical condition (Siegler and
Adelman, 2009; Weis and Levy, 2014). Interest-
ingly, in the process of copying information from
an older document into a new one, small changes
can be introduced into the narrative, such as typo
corrections, acronym expansion, and information
updates. For these reasons it is important to study
the nature and extent of redundancy in clinical
notes in more detail (Zhang et al., 2014). An
important goal is to identify which portions of a
clinical document are entirely new and which por-
tions are redundant from previous documents in
the records, and whether the redundant portions
are identical to previous documents, or modified.

To our knowledge, the issue of redundancy in
Electronic Records has been predominantly stud-
ied for English, and more specifically in docu-
ments produced in healthcare institutions in the
United States. In this paper, we present a prelim-
inary study that addresses redundancy in French
clinical narratives from a group of healthcare in-
stitutions in France. We analyse a corpus of 361
documents from 3 patient records and examine to
what extent and under which conditions redun-
dancy is present.

2 Objective and research questions

The goal of this study is to characterize redun-
dancy in French EHRs with a view to gauge its im-
pact on NLP processing. This work is motivated
by the findings of similar studies on US EHRs,
which have shown that a certain level of redun-
dancy (30% and more) affects word distribution
in the documents and therefore has a (negative)
impact on language models. Also, when annotat-
ing data, redundancy could lead to duplicate work,
which we do want to avoid.

It is important to note that our study focuses
exclusively on surface redundancy, which we de-
fine as text sections of a document that are copied
verbatim (or with marginal edits) to another docu-
ment. While surface redundancy, i.e. literal copy-
ing, entails redundant information, the reverse is
not necessarily true: In a patient’s records, the
same information may be repeated in various doc-
uments but using different wording. Although this
type of paraphrasing may be considered as con-

veying redundant information, it does not have a
negative impact on language models, because the
utterances are part of the natural language diver-
sity of expression.

In this paper we aim to answer the following
research questions:

• Does surface redundancy grow over time in a
patient’s records?

• Which parts of the documents contain the
most redundancy?

• Are certain types of documents in EHRs
more likely to contain redundant information
than others?

• Is there more redundancy within patient’s
records versus between patient’s records?

We expect the results of this study to provide
some insight on the suitable natural language pro-
cessing methods to apply to French EHRs. In
particular, in light of the research conducted on
US clinical notes, we need to understand the na-
ture of redundancy in French data in order to de-
cide whether redundancy mitigation strategies are
needed.

3 Background

Redundancy detection is closely related to the
research topic of plagiarism detection, but there
are some key differences between the two fields.
Since redundancy is introduced by (indiscrimi-
nate) copying of text without much human inter-
vention, redundancy detection is mainly focused
on literal string matching, rather than employing
semantic similarity measures (other than detecting
spelled-out variants of acronyms) or paraphrase
detection. Furthermore, redundancy detection is
usually performed within a closed reference col-
lection (as opposed to plagiarism detection sys-
tems that use the entire internet as a reference
base).

It is important to note that near-duplicate blocks
of texts that are copied from a source text can oc-
cur in different positions in the new document. As
a result, similarity measures that treat the whole
document as one string i.e., global alignment, are
not optimal for redundancy detection (see also dis-
cussion in Zhang et al. (2011)).

Table 1 presents an overview of the tools and
methods whose suitability for redundancy detec-
tion in our corpus we reviewed in the course of
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this study. The Baldr1 and Sherlock2 (Mozgovoy
et al., 2005) software packages have been devel-
oped for plagiarism detection exclusively. Baldr is
a source-code plagiarism-detecting software that
uses ‘information distance’ (Vitányi et al., 2009)
to measure similarity between two documents.
The intuition underlying this distance is that two
objects (in this case text documents) are similar if
the transformation function to transform one docu-
ment into the other is simple to describe. If, how-
ever, all such functions are complex, the objects
are deemed dissimilar. Baldr uses real-world com-
pression software to calculate the transformation
metrics (Chen et al., 2004). The Sherlock soft-
ware package uses the more common method of
fingerprinting, i.e. hashing substrings of the text
into unique digital signatures. Redundancy is then
calculated as the proportion of common signatures
between an incoming document and documents in
the comparison set. Unlike the method described
below for Cohen et al. (2013), the Sherlock pro-
gram operates on word level, i.e. uses words as its
basic units, instead of characters.

The other methods in Table 1 were developed
specifically for the task of redundancy assessment
in EHRs. They were all applied on corpora from
healthcare institutions in the United States. Cohen
et al. (2013) developed a character-based finger-
printing method similar to the BLAST sequence
similarity method (Altschul et al., 1990) which
is popular in bioinformatics. When applied to a
subset of a large corpus of 22,500 patient notes,
they observed an average level of redundancy of
around 30% within patient records, but a much
lower amount of redundancy (on average 2.9%)
between patient records. They also found that re-
dundancy in a large corpus has a significant neg-
ative effect on the performance of language mod-
elling applications.

Wrenn et al. (2010) developed a token-based
Levenshtein edit distance measure to perform se-
quence alignment between two documents. The
reported redundancy score is the proportion of
aligned tokens over the total number of tokens in
the base document. In their study they looked at
the occurrence of redundancy over time in a cor-
pus of 100 EHRs (admissions) and found levels

1http://wassner.blogspot.fr/2014/05/
baldr-loutil-anti-fraude-anti-plagiat.
html

2http://www2.warwick.ac.uk/fac/sci/
dcs/research/ias/software/sherlock/

of redundancy between 54% and 78% depending
on the clinical note (i.e. document) type. Further-
more they noted that the level of redundancy con-
sistently increased over time in the corpus.

Zhang et al. (2011) used vector-based seman-
tic similarity measures to measure redundancy in
outpatient notes. They analysed a corpus of notes
from 178 patients and found that these notes con-
tain a large amount of redundancy. Like Wrenn
et al. (2010) they also studied time progression,
and observed that note redundancy increased over
time.

4 Material and Methods

4.1 Corpus

For this study, we used a set of French clini-
cal notes where personally identifying informa-
tion (PII) had been marked and replaced by sur-
rogates (Grouin and Névéol, 2014). The docu-
ments were also marked with four types of con-
tent sections: letterhead, patient header, content
and footer (Deléger et al., 2014). One of our goals
is to assess whether there is more redundancy in
notes belonging to one patient, compared to re-
dundancy in notes across patient records. To this
end we selected three complete patient records for
our corpus. These records contain a total of 361
documents. Each record comprised of at least 100
documents and tracks the treatment of a patient
over the course of several years. To allow for a
fair comparison of redundancy within and between
patient records, we selected three patient records
with similar profiles, i.e. patients that were admit-
ted for renal transplantation and follow-up care.

4.2 Measuring redundancy

For comparability with previous work, we mea-
sured corpus redundancy using the fingerprinting
method (Cohen et al., 2013). We also developed
our own fingerprinting method, which is an exten-
sion of the Cohen method: Like the Cohen mea-
sure our implementation calculates a similarity
score based on the proportion of n-character fin-
gerprints which a target document has in common
with a base document or collection, over the total
number of fingerprints in the target document. In
other words, it shows what proportion of the text
(expressed in fingerprints) is redundant, i.e. has
also appeared in the base document. Unlike Co-
hen’s method our implementation allows for the
extraction of overlapping fingerprints, which im-

23



name method score range time-ordering comparison
Cohen et al. non-overlapping fingerprints 0-1 no document-pairs
adaptedCohen overlapping fingerprints 0-1 yes document-pairs, corpus
Wren et al. Levenstein distance 0-1 yes corpus
Zhang et al. semantic similarity 0-1 yes corpus
Baldr compression range 0-1 no document-pairs
Sherlock overlapping fingerprints 0-100 no document-pairs

Table 1: Overview of redundancy measuring tools reviewed; the tools specifically used in this work
appear in italic font.

proves both coverage of the original text and al-
lows for a more precise calculation of the number
of fingerprints that are in common. It is also robust
against differences in lower/uppercase, insertion
of spaces and newlines. For the analyses reported
in this paper, we converted the whole document
to a single string and extracted overlapping fin-
gerprints of 30 characters with 10-character inter-
vals. (In the original Cohen implementation non-
overlapping 30-character fingerprints are extracted
line per line.) Since we are interested in the tem-
poral aspects of patient records, our script takes
timestamps of documents into account which al-
lows for chronological sorting and comparison be-
tween individual documents as well as that of a
document to the concatenation of all older docu-
ments in the corpus.

4.3 Vizualization of redundancy
In section 6 we describe a prototype system for
the visualization of patient records and how it can
be used for annotation purposes. The code un-
derlying the prototype is a Python wrapper script
that takes temporally-ordered document-pair re-
dundancy scores from the adapted Cohen script
and uses this information to dynamically gener-
ate a graph (using the GraphViz software package)
which depicts the flow of information in the pa-
tient’s records over time.

5 Results

5.1 Incremental redundancy
The three subfigures in Figure 1 show the progres-
sion of redundancy over time in each of the three
patient records in our corpus, measured with the
Cohen script, and our own adapted Cohen script,
respectively. Each data point shows the propor-
tion of redundant text in a given document (ticks
on the x-axis), compared to the concatenation of
text from all older documents in the corpus. The

documents on the x-axis are ordered chronolog-
ically. Since the original Cohen script does not
allow for sequential comparison implementation,
we performed manual data selection of the older
documents to ensure that the two implementations
were tested on the same corpus subsets.

While similarity measures should not be di-
rectly compared, they both show similar evolu-
tions in the patient’s records. We see that there
is no clear incremental growth of redundancy over
time such as has been reported for American
EHRs, in any of the patient records. It should
be noted that patient records 3 shows an increase
in redundancy scores for the 20 most recent (i.e.
right-hand) documents. Closer analysis shows that
this is likely due to the type of documents, namely
discharge notes (Compte Rendu de Séjour). The
level of redundancy in different document types is
discussed below.

We find that although both measures show very
similar progressions, the adapted Cohen script al-
lows for a more precise measuring than the origi-
nal Cohen script (as evidenced by the higher aver-
age redundancy scores in all three subfigures). We
will therefore be using this implementation for the
other analyses reported in the rest of the paper.

5.2 Comparison between sections

While the previous analysis showed that there is
no incremental growth of redundancy in the cor-
pus, redundancy is still present: On average3, 33%
of the text in a document in the corpus is redun-
dant. To estimate the impact on text mining and
determine whether it will be beneficial or harm-
ful, it is important to characterize which parts of
the document are more likely to contain redundant
information. To this end we created a second ver-
sion of the corpus in which the header and footer
information for all documents had been removed,

3Calculated with adapted Cohen script
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Figure 1: Redundancy over time of original text
in three patient records, calculated by the Cohen
and adaptedCohen script. The flat lines show the
average over the whole patient records.

Category Records 1 Records 2 Records 34

CR d’Acte 10.3 (14.1) 16.3 (21.2) 15.9 (23.8)

CR de Séjour 25.7 (25.9) N/A5 38.0 (30.5)

TA de Séjour 7.3 (9.9) 9 (15.9) 9.8 (12.3)

Table 2: Average redundancy for different docu-
ment types. All numbers are percentages. Be-
tween brackets is the standard deviation. ‘CR’
stands for ‘Compte Rendu’ (report), ‘TA’ stands
for ‘Text Associé’ (associated text).

leaving only ‘topical content’.
Figure 2 shows the same progression of redun-

dancy over time as Figure 1, but calculated over
the version of the corpus without header or footer
information. We see that the overall trends of the
respective graphs remain similar for the different
patient records but that the average redundancy
level has decreased drastically. In patient records
1, 2 and 3, the average redundancy level decreases
from 31% to 17.8%, 28% to 15.7% and 41% to
23.3%, respectively.

It is clear that most of the redundant text appears
in the header and footer sections of the document.
This text is not very informative by nature: Head-
ers and footers contain contact information such
as names, addresses, de-identified patient names,
which will only add noise for text mining pur-
poses that want to exploit the Natural Language
in the EHRs. In the following analyses, we there-
fore only use the NoHeaders versions of the pa-
tient records, that is, only the free text that makes
up the body of the notes in the patient records.

5.3 Comparison between document
categories

Patient records contain a wealth of information
in a variety of document types, such as test re-
sults and surgery notes (Compte Rendu d’Acte),
discharge summaries (Compte Rendu de Séjour),
and correspondence between doctors from various
hospital departments (Texte associé de Séjour). As
each document type describes a different aspect of
the patient’s stay in a hospital, they are likely to
differ in writing style but also in their purpose in
the hospital. Following Wrenn et al. (2010) we
studied the differences in redundancies between
different document types.

Table 2 shows the differences in average redun-
dancy levels of documents from the three main
document categories in the three patient records.
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Figure 2: Redundancy over time of text in three
patient records with header and footer information
removed, calculated by the Cohen and adaptedCo-
hen script. The flat lines show the average over the
whole patient records.

Figure 3: Document size (in number of charac-
ters) versus redundancy levels of documents from
the main three categories of the patient records of
patient 3. X-axis is set to logarithmic scale.

We can see that the average level of redundancy
differs substantially between the different docu-
ment types. Discharge summaries (Compte Rendu
de Séjour) contain by far the most redundancy,
while the associated correspondence between doc-
tors (Texte Associé de Séjour) have a fairly low
amount of redundancy. This can be explained by
their structure and use: Discharge summaries gen-
erally have a fixed structure and aim to give a full
overview of the patient’s stay in the hospital, as
well as a short overview of the patient’s history.
The associated correspondence, however, is op-
tional, and is typically in the form of a letter that
contains free text and no fixed structure.

To ensure that the measured redundancy levels
are not an artefact of document length, we per-
formed an additional analysis of document size
versus redundancy ratio. Figure 3 shows the size
distribution (in number of characters) of the docu-
ments from the three largest categories in the pa-
tient records of patient 3. Patient records 1 and 2
show similar distributions.

We find no direct correlation between docu-
ment length and redundancy level, but rather a U-
shaped distribution. The longest documents doc-
uments, i.e. discharge summaries (Compte Rendu
de Séjour) have the highest average redundancy.

4As the metadata provided for these patient records con-
tained errors, the documents have been manually reclassified
into the different document types.

5The patient records did not contain enough documents of
this type to calculate a reliable average
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HHHHHHS
T Records 1 Records 2 Records 3

Records 1 17.8 (13.5) 14.4 (18.8) 12.4 (15.1)

Records 2 12.8 (17.9) 15.7 (20.4) 15.0 (18.0)

Records 3 9.5 (13.7) 12.1 (18.4) 23.3 (24.9)

Table 3: Redundancy scores between different pa-
tient records. All numbers are percentages. Be-
tween brackets is the standard deviation. S stands
for source corpus. T stands for target corpus. The
number in italics are the average redundancy lev-
els that correspond to the black flat lines in Figure
2.

5.4 Inter-/Intra-patient record comparison

We saw that redundancy within patient record is
fairly low (compared to the scores reported for the
American EHRs), but given the fixed structure of
certain document types (Compte Rendu de Séjour
and Compte Rendu d’Acte) phrases or formula-
tions may be shared between different records.
Identifying these would be helpful for categorizing
similar interventions and tests (as described over
different documents) in different patient records.

Table 3 shows that the average redundancy be-
tween patient records is slightly lower than those
within the EHRs. We can conclude that even
though the patient illnesses and treatments (and
the associated forms to record these) are fairly
similar, the text in the patient records differs sub-
stantially between patients.

6 Discussion

Cross-culture differences in generating and man-
aging medical information in text have been stud-
ied previously for breast cancer forums in Ger-
many vs. United Kingdom (Weissenberger et al.,
2004) and EHRs structure and narrative style for
China vs. United States (Wu et al., 2013), and
Sweden vs. Finland (Allvin et al., 2011). In this
study we offer a preliminary comparison of the
occurrence of redundancy in French EHRs, com-
pared to numbers reported on redundancy in EHRs
from the United States.

Although our corpus of the three patient records
is too small to give conclusive results, it does offer
some interesting insights: We find that the level
of surface redundancy present in (and between)
French medical records is fairly low. Moreover,
we do not see clear indications of an incremen-
tal increase of redundancy over time, as has been

reported for American EHRs. Most of the redun-
dancy that is present in the French records in our
study comes from document headers and footers.
This text does not offer information on the course
of the patient illness and should be discarded so
as not to harm the performance of Text Mining
or NLP applications that use the EHRs as train-
ing material. The absence of redundancy in the
body of texts is beneficial for text mining pur-
poses, and we can conclude that the mitigating
strategies that have been developed for American
EHRs are not probably not needed when process-
ing French EHRs.

Subjective review of some of the French clinical
notes confirms our findings and suggests that the
copy-paste practices observed in American hospi-
tals, which are meant to give health profession-
als access to comprehensive information about a
patient within a single document, are not used in
France. We find that rather than copy-pasting con-
tent from previous documents, references to pre-
vious documents are inserted in new documents
(such as cf. CR précédent, see previous report, ex-
amen biologique: voir feuilles ci-joint, lab results:
see attached).

However, as Table 2 indicates, this does differ
between category types: In discharge summaries
(Compte-Rendus de Séjour), which are generally
the longest documents in the corpus, the measured
redundancy levels are higher than in other types
of documents, which indicates that entire text por-
tions are copied from older documents. Discharge
summaries are meant to be stand-alone documents
integrating information about an entire patient stay
which is otherwise described minutely in several
other documents. We notice that these copied por-
tions of text are often not strictly copy-pasted as
they integrate small differences corresponding to
re-writing of the text for clarity, addition of details
previously unavailable and correction of erroneous
information. So rather than copy-pasting con-
tent indiscriminately, French health professionals
seem to do it strategically. In this way, redundancy
should not be seen as a source of noise in a corpus
but rather as an indication of information flow be-
tween documents.

These observations suggest that documents con-
taining highly redundant sections are key doc-
uments in the patient records. While many of
these documents are identified as Compte-Rendu
de Séjour in the metadata, this is not always the
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case. Therefore, it would be important to automat-
ically identify these documents in a given EHR, so
as to provide a new doctor with the most complete
overview of a patient’s history. Such information
could later also serve for the purposes of automatic
summarization.

As an exploration of our hypothesis and to
gather more insight into the structure of patient
records, we developed the prototype of a visual-
ization tool that would allow us to track how in-
formation is transferred in a patient record over
time. Figure 4 shows a screen capture of (part of)
the graph generated for one of the patient records
used in this study. Each block in the figure cor-
responds to one document in the patient’s records.
The documents are ordered chronologically along
the Y-axis from earliest (top) to most recent (bot-
tom). Documents that were created at the same
moment, i.e. during the same hospital stay, are
thus positioned next to one another. The shape of
the blocks refers to the document type (Compte-
Rendu de Séjour are square, Compte-Rendu d’Acte
are circles, ... ), and their size is relative to the
document size. The number in the block refers
to the document identifier in the patient’s records.
The interlinking lines refer to the proportion of
redundant information in the more recent docu-
ment that comes from the older document. A user-
defined cut-off parameter allows for interactive ex-
ploration.

In this study we have focused exclusively on
surface redundancy, i.e. the (almost) literal rep-
etition of a piece of text from an older document.
While string-based similarity measures are useful
to detect blatant copy-pasting that throws off word
distributions in language models, they prove too
crude when we want to detect the flow of infor-
mation, i.e. strategically used copy-pasting. More
specifically, the current method cannot deal with
highly similar text that is used to described two
different events. For example, blood test results
tend to be communicated using the same stan-
dard form. If two different blood tests yield the
same results, this will result in two highly simi-
lar documents, the most recent of which would be
judged as highly redundant by our current method.
A more precise method is needed that incorpo-
rates semantic components such as identification
of temporal expressions, or even event detection,
into the string similarity method.

7 Future Work

The work presented in this paper is a preliminary
study on a small-scale corpus and was meant to
gain insight into copy-paste-induced redundancy
in French EHRs. We find that rather than focusing
on mitigating methods (as needed for American
EHRs), we should look toward developing high-
precision measures that capitalize on the existing
redundancy in French EHRs. A first step for future
work will be to replicate this study on a larger and
more diverse corpus of patient records with differ-
ent disease profiles, so as to confirm our findings
and see to what extent text is shared between pa-
tient records from different hospital departments.

As a follow-up of this study we also plan to ad-
dress two new main lines of research. First, we in-
tend to develop a more precise surface redundancy
measure which takes temporal expressions and ter-
minological variation into account and which is
more robust to small changes within large highly
similar context. We will use the WiCoPaCo cor-
pus (Max and Wisniewski, 2010) to train models
that can automatically identify reformulations, and
distinguish those from (error) corrections and up-
dates.

Second, we will study redundancy on the level
of the patient’s records as a whole, not just on
the document level. We intend to develop a mea-
sure that uses information on redundancy levels,
the number of documents copied, the (temporal)
distance of information that has been copied, ... to
identify key documents within a patient’s record.
To this end we will need a reference set of cor-
rectly identified key documents in a set of patient
records. This will be carried out by a group of
health professionals, who will manually classify
the documents in a sizable set of EHRs in terms of
their importance (and information content). Since
such annotations are very expensive, these profes-
sionals will be provided with an improved version
of the visualization tool described in section 6 to
select potential documents and speed up the anno-
tation process.

8 Conclusion

In this paper, we present a preliminary study on
the presence of copy-paste-induced redundancy in
French EHRs. We find that the high levels of re-
dundancy and incremental increase of redundant
text over time which have been observed in Amer-
ican EHRs, does not feature in our subset. As a re-

28



Figure 4: Screen shot of zoom-in from the visualization tool. Documents (represented by blocks) are
ordered chronologically (Y-axis) with the oldest at the top, and the most recent at the bottom. The number
within a block refer to the document identification number within the respective patient’s records.

sult, there is no expected impact from redundancy
on language models or other natural language pro-
cessing methods applied to French EHRs. Rather,
the limited redundancy that is present in the corpus
may be strategically exploited to yield important
information from the records.
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Abstract

De-identification aims at preserving pa-
tient confidentiality while enabling the use
of clinical documents for furthering med-
ical research. Herein, we aim to evalu-
ate whether patient re-identification is pos-
sible on a corpus of de-identified clini-
cal documents in French. Personal Health
Identifiers are automatically marked by a
de-identification system applied to the cor-
pus, followed by reintroduction of plau-
sible surrogates. The resulting docu-
ments are shown to individuals with vary-
ing knowledge of the documents and
de-identification method. The individu-
als are asked to re-identify the patients.
The amount of information recovered in-
creases with familiarity with the doc-
uments and/or de-identification method.
Surrogate re-introduction with localiza-
tion from the same (vs. different) geo-
graphical area as the original documents
is found more effective. The amount
of information recovered was not suffi-
cient to re-identify any of the patients, ex-
cept when privileged access to the hospi-
tal health information system and several
documents about the same patient were
available.

1 Introduction

Research using clinical data requires the informed
consent of patients involved. Privacy rules and
regulation in France require that, in the absence of
informed consent, clinical records used in research
be anonymized or de-identified.

Anonymization consists in ensuring that health
data used in the research can not be linked to in-
dividual patients. Alternatively, de-identification
consists in removing or hiding personal health

identifiers found in health documents (Meystre
et al., 2010). In this study, we focus on
the result of an automatic de-identification pro-
cess. Both anonymization and de-identification
aim at preserving patient confidentiality while en-
abling the use of clinical documents for furthering
medical research. State-of-the-art automatic de-
identification methods are often evaluated for their
ability to redact a set of personal health identifiers
(PHI) from clinical documents (Meystre et al.,
2010). PHIs are defined according to the Ameri-
can Health Insurance Portability and Accountabil-
ity Act (HIPAA) of 1996∗.

In this study, we are investigating whether it is
possible for individuals to recover patients’ per-
sonal information based on the content of automat-
ically de-identified documents. We caracterize the
re-identification attempts using the skills, tools or
information at the attacker’s disposal. The targets
of the re-identification attempts can be both surro-
gates wrongly used in replacement of original PHI
and data not processed during the de-identification
step (data missed during the de-identification pro-
cess as well as data not being in the scope of this
process).

Assessing whether patients can be re-identified
after documents have been automatically de-
identified is a difficult task, since the combina-
tion of seemingly innocuous pieces of informa-
tion could endanger patient privacy (Benitez and
Malin, 2010; Barbaro and Zeller Jr, 2006). The
combination of a de-identification system that au-
tomatically tags PHIs in clinical text with the re-
placement of PHIs by plausible surrogates has
been used to create realistic modified clinical
records (Sweeney, 1996; Neamatullah et al., 2008)
that are clinically and linguistically valid. This

∗U.S. Department of Health Human Services,
1996 http://www.hhs.gov/ocr/privacy/
hipaa/administrative/privacyrule/
adminsimpregtext.pdf
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method is also referred to as “hiding in plain
sight” obfuscation and was shown to contribute
to increase the effective recall of automatic de-
identification systems from about .94 to .99 (Car-
rell et al., 2013).

While the impact of de-identification on clini-
cal information contained in the records has been
studied (Deleger et al., 2013; Meystre et al.,
2014b), fewer efforts have addressed the effec-
tive impact on patient privacy. Encouragingly, it
was recently shown that doctors were not able to
identify patients they had recently treated when
relying on de-identified records (Meystre et al.,
2014a). There is a need for other studies that eval-
uate whether re-identification is possible based on
de-identified records.

In this study, we address re-identification at-
tempts from the perspective of making a small de-
identified clinical corpus available to the research
community in circumstances such as a shared
task or NLP challenge. Although a dataset re-
leased in the context of a shared task or challenge
would require participants to sign a user agree-
ment specifically binding recipients to not engage
in re-identification attempts, this study considers
an attack scenario where a negligent (or malig-
nant) user would overlook this requirement.

In this context, we anticipate that the corpus
would be accessed by individuals with a variety
of backgrounds including researchers, develop-
pers and clinicians. Furthermore, depending on
the type of NLP task addressed by the challenge,
there may be a need to include several documents
pertaining to the same patient (e.g., to evaluate
systems that create a cross-document patient time-
line) or not (e.g., to evaluate systems that perform
named-entity or concept recognition).

Accordingly, we consider re-identification at-
tempts by individuals with varied knowledge
of clinical records and de-identification methods
(medical doctors and computer scientists) on auto-
matically de-identified records in French. In addi-
tion, we also assess the success of re-identification
attempts on different types of datasets (documents
pertaining to the same patient, vs. random pa-
tients) and surrogate re-introduction methods (us-
ing localization information similar to that of orig-
inal documents, vs. different). The corpus used in
our study has been automatically de-identified by
a system, without any human intervention to check
the outputs produced by the automatic process.

2 Background

The release of datasets containing personal infor-
mation about the individuals who contributed to
the creation of the data raises the concern of pri-
vacy protection. When such datasets are prepared
for research purposes, the risks of privacy breach
must be assessed and weighed against the poten-
tial benefits the research conducted using the data.
In prior instances of data release, inadequate as-
sessment of the possibility of privacy breach has
led to public embarrassment and legal action (Bar-
baro and Zeller Jr, 2006). In light of this expe-
rience, extreme caution is needed prior to releas-
ing sensitive data. The case of medical data such
as those contained in Electronic Health Records
requires specific attention, since the first rule of
medical ethics as outlined in the Hippocratic Oath
is to “first, do no harm”. This makes it unethical
to release medical data that could cause harm to a
patient, e.g., through privacy breach.

The Multiparameter Intelligent Monitoring in
Intensive Care II (MIMIC-II) database (Saeed et
al., 2002; Saeed et al., 2011; Lee et al., 2011) is
an example of a success story in the clinical do-
main. In addition to applying a high-performing
automatic de-identification method, the creators of
MIMIC have drawn a data use agreement that re-
quires the users to be informed about the sensitive
nature of the data, and to contribute to privacy pro-
tection, should they identify any potential breach.
To our knowledge, this is the only clinical database
of this scale available for clinical and Natural Lan-
guage Processing (NLP) research in English or in
any other language. Smaller de-identified clinical
datasets have also been released in conditions sim-
ilar to MIMIC in the context of international NLP
challenges, such as i2b2 with a variety of goals,
including the evaluation of de-identification meth-
ods (Uzuner et al., 2007).

We believe that studies assessing the possibil-
ity of privacy breach on realistically de-identified
data can lead to a better understanding of the risk
benefit balance for dataset release. In addition,
such studies can contribute to building confidence
in de-identification systems and methods that are
otherwise evaluated quantitatively.
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Original EHRs
• one subset from one patient
• one subset from several patients

Documents with annotated PHI

 PHI identification (MEDINA-CRF)

Documents with plausible surrogates and residual PHI

 Identified PHI replaced by plausible surrogates
 (same or distinct geographical area)

15 documents
• same patient
• same geographical area

15 documents
• same patient
• distinct geographical area

15 documents
• several patients
• same geographical area

15 documents
• several patients
• distinct geographical area

Documents selection (inclusion criteria)

Figure 1: Production of corpora used in this study

3 Material and methods

3.1 Corpus preparation

The corpus used in this study was approved by the
French administrative authority on data privacy†

for research on Information Retrieval (IR) in large
Electronic Health Records.

Twelve types of PHIs pertaining to patients, pa-
tient relatives and health professionals were tar-
geted in our study: first names, last names, ini-
tials, addresses, cities, countries, zip codes, tele-
phone and fax numbers, email addresses, hospi-
tal names, identifiers (such as social security num-
bers or medical device serial number) and dates
(including patient date of birth).

In this study, we selected documents among the
three most frequent types in the corpus: discharge
summaries, correspondance and procedure or con-
sult report.

We assess the chances of re-identification on
a worst-case scenario, using a high-performing
automatic de-identification method (Medina-CRF,
see details below) on a corpus comprising 60 doc-
uments that will likely cause the system to fail
identifying some PHI.

Rule-based criteria for finding files that we an-
ticipate to be “hard to de-identify” for the auto-
matic tool were compiled based on an error analy-
sis.

†CNIL - Commission nationale de l’informatique et des
libertés http:www.cnil.fr

They include:

Name criteria The tool often fails to identify
complex names or part of complex names that
include a hyphen or space (e.g., Dorothy Jane,
Watterman-Smith).

Contact information criteria The tool often
fails to identify contact information that appears
in the content section of document (i.e., outside of
header/footer sections), even when introduced by
trigger words (e.g., “domicilié” residing at, “per-
sonne de confiance” support person )

Date criteria The tool often erroneously marks
dates that are not linked to the patient record, e.g.,
dates of legal procedures quoted in the patient
record. Marking these dates for replacement can
compromise the confidentiality of the other dates
in the file or record, because marked dates are
shifted by a random number of days at the step
of surrogate re-introduction.

The Medina-CRF de-identification tool for
French clinical documents was designed by one of
the authors (Developer 2). It is a statistical tool
that was trained on a corpus of 100 gold-standard
documents (Grouin and Névéol, 2014). The au-
tomatically tagged PHIs are replaced by plausible
surrogates in order to create a de-identified corpus
where PHIs may or may not pertain to the original
documents.

The idea behind surrogate introduction is to ap-
ply the “hiding in plain sight” principle, with the

33



hypothesis that original PHIs will be less conspic-
uous in the corpus among surrogate PHIs. The
original version of the surrogate replacement mod-
ule was developed by one of the authors (Devel-
oper 2) and then extended by another author (De-
veloper 1).

We assess the possibility of re-identification in
different situations, relevant to clinical NLP re-
search using de-identified records. Depending on
the aim of a study, it may be necessary to use a
corpus comprising documents pertaining to medi-
cal record of the same patient (e.g., patient time-
line analysis) or documents pertaining to different
patients (e.g., concept identification).

Our hypothesis is that re-identification might be
more difficult for a corpus of documents pertain-
ing to random patients (vs. same patients), as a
corpus of documents from the same patient pro-
vides more information about a unique patient and
also offers the possibility to cross-reference infor-
mation between documents.

We also assess the possibility of re-
identification with different settings of the
surrogate re-introduction tool. Our surrogate re-
introduction method relies on lists of surrogates
for each type of PHI that can be marked by the
de-identification tool. A setting of the tool allows
the user to select a geographical area (at the level
of French departments, equivalent to U.S. states)
for the re-introduction of surrogates for cities, zip
codes and hospitals.

We experimented with two settings of the tool,
one where the geographical area of surrogates was
the same as that of original PHIs, one where the
geographical area was different.

The corpus was divided into four sections to
study the variations in medical purpose and sur-
rogate setting (see Figure 1):

1. 15 documents pertaining to the same patient
with surrogate reintroduction from the same
geographical area

2. 15 documents pertaining to random patients
with surrogate reintroduction from the same
geographical area

3. 15 documents pertaining to the same patient
with surrogate reintroduction from a different
geographical area

4. 15 documents pertaining to random patients
with surrogate reintroduction from a different
geographical area

For files collected from the same patient, we se-
lected a random record from all records with at
least one file meeting the “hard to de-identify” cri-
teria. Then, we selected one random file meeting
the “hard to de-identify” criteria for this record,
and then selected other files randomly from the
record.

For files collected from random patients we first
selected three files meeting each type of criteria,
and then selected other files randomly.

The file selection method was automatic, so that
the authors who designed the method and partici-
pated in the annotation (Developers 1 and 2) knew
of the selection criteria, but did not have prior
knowledge of why a particular file in the corpus
had been selected.

3.2 Gold standard set development
Two sets of gold standard annotations were cre-
ated for the study corpus of 60 documents.

One gold standard set comprises annotations of
all PHIs on the original corpus (see gold stan-
dard 1 in Figure 2). It was obtained by revising the
original corpus with automatically marked PHIs.
This gold standard is used to determine the per-
formance of the de-identification tool on the study
corpus.

Another gold standard set comprises annota-
tions of the original PHIs that were not replaced
by surrogates (see gold standard 2 in Figure 2).
This was obtained by comparing the study corpus
(after surrogates were re-introduced) to the origi-
nal corpus (with automatically marked PHIs). One
annotator prepared this gold standard corpus after
they had produced their annotations on the original
corpus, in an experimental setting similar to that of
other annotators. This gold standard set is used to
determine the number of “unmarked” PHIs in the
study corpus, and to compute the performance of
annotators to identify original PHIs.

3.3 Re-identification experiment
The corpus was shown to individuals with varying
knowledge of the documents and corpus process-
ing method: one clinician practicing in the hos-
pital that supplied the corpus for this study, two
informatics researchers who designed and devel-
oped Medina (the de-identification tool and sur-
rogate re-introduction tool), and three other re-
searchers without specific knowledge of the cor-
pus or de-identification methods. Each individual
was asked to mark PHIs that they believed to be
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original, i.e., that may reveal information about
the patients. The annotations were made using
the BRAT rapid annotation tool (Stenetorp et al.,
2012).

The annotators that were not familiar with either
the corpus or the de-identification method (Re-
searchers 1-3) were told briefly that clinical doc-
uments were processed automatically to replace
twelve types of PHIs. They were given the spe-
cific list of PHIs, which was encoded in BRAT as
categories available for creating annotations. They
were told that the automatic system was not per-
fect, and that some of the PHIs present in the doc-
uments might be original PHIs, that they had to try
and identify.

The annotators were told that the four sections
of the corpus corresponded to a document selec-
tion from either the same or random patients. Re-
searchers 1-3 were told that the geographical set-
ting of surrogate re-introduction varied between
corpus sections. However, they were not told that
one setting was the original geographical location,
while the other was not.

After the annotators had worked on the docu-
ments, they were asked to provide any specific
information on any patient that they believed to
have re-identified in the course of the study. They
could use any tool at their disposal to attempt
re-identifying the patients. In practice, the tools
used included: a generic search engine, an online
reverse look-up directory service and a hospital
health information system.

For each individual, we computed the perfor-
mance of identifying original PHIs as well as inter-
annotator agreement (IAA) with other individuals
in terms of F-measure. Performance of PHI iden-
tification and IAA were assessed both overall for
the entire corpus as well as for each of the four
sub-sections.

4 Results

Table 1 shows the distribution of PHIs in the cor-
pus. About 10.0% were original PHIs, while
90.0% were re-introduced surrogates.

Table 2 shows the detailed performance of
the automatic de-identification tool, for exact
matches. The overall performance on the corpus
was 0.93 F-measure, with 0.96 precision and 0.90
recall, which can be considered state-of-the-art.

Figure 2 shows an excerpt of a sample corpus
document. This document was selected as “hard

PHI type Total Unmarked
Last name 541 18 (3.3%)
First name 487 17 (3.5%)
Initials 39 35 (89.7%)
Address 60 21 (51.7%)
City 153 39 (25.5%)
Zip Code 67 12 (17.9%)
Phone 282 0 (0.0%)
Email 42 0 (0.0%)
Identifier 20 16 (80.0%)
Date 233 17 (7.3%)
Hospital 166 24 (14.5%)

Table 1: Distribution of total and unmarked PHIs
in the final corpus

Category Precision Recall F-measure
Last name 0.97 0.95 0.96
First name 0.98 0.96 0.97
Initials 0.67 0.05 0.09
Identifier 1.00 0.25 0.40
Hospital 0.74 0.53 0.62
Address 0.98 0.82 0.89
Zip code 1.00 0.79 0.88
City/Country 0.99 0.95 0.97
Date 0.94 0.97 0.96
E-mail 1.00 1.00 1.00
Telephone 0.99 1.00 0.99
Overall 0.96 0.90 0.93

Table 2: Performance of Medina-CRF on the study
corpus

to identify” per our contact information criteria as
it contains the trigger word “personne de confi-
ance” support person, along with a contact phone
number for the patient’s spouse. While this partic-
ular PHI was correctly identified and substituted
by the automatic system, additional information
about the patient’s family was not. Documents are
shown to annotators without any markings (pro-
cessed text). On the gold standard 2 section of
the figure, surrogate PHIs are shown in italic font,
and original PHIs (that were not substituted by the
automatic processing) are underlined. In this ex-
ample, the original PHIs were the residence loca-
tion of the patient’s children - the passage reports
“Marital Status: married. 3 Children (2 in Mar-
seille, 1 in Corse).” For this particular document,
two annotators (Developer 1 and 2) correctly iden-
tified that the two original PHIs were, indeed, orig-
inal. One annotator (Researcher 1) identified that
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original text gold standard 1
Mary Smith Mary Smith
née le 05/08/1928 née le 05/08/1928
Mariée, 3 enfants (2 à Marseille et 1 en Corse) Mariée, 3 enfants (2 à Marseille et 1 en Corse)
Profession: sans profession Profession: sans profession
... ...
Personne de confiance: époux Tél: 06 41 69 31 72 Personne de confiance: époux Tél: 06 41 69 31 72
... ...
Pathologie pancréatique en 1993 Pathologie pancréatique en 1993
... ...
Dr. Daniel Lucas, Médecin attaché. Dr. Daniel Lucas, Médecin attaché.
processed text, shown to annotators gold standard 2
Jane Doe Jane Doe
née le 04/07/1927 née le 04/07/1927
Mariée, 3 enfants (2 à Marseille et 1 en Corse) Mariée, 3 enfants (2 à Marseille et 1 en Corse)
Profession: sans profession Profession: sans profession
... ...
Personne de confiance: époux Tél: 06 02 41 57 15 Personne de confiance: époux Tél: 06 02 41 57 15
... ...
Pathologie pancréatique en 1992 Pathologie pancréatique en 1992
... ...
Dr. Gregory House, Médecin attaché. Dr. Gregory House, Médecin attaché.

Figure 2: Sample corpus document. Original PHIs (annotated in the gold standard corpora) are
underlined. For illustration purposes on this figure, surrogate PHIs are shown in italic font.

the country PHI “Corse” was original. Relying on
their knowledge of the “hard to identify” criteria,
Developer 1 also marked the phone number “06
02 41 57 15” as original PHI, when it was in fact
a surrogate.

On average, the annotators each spent 2 hours
working on the corpus to produce the annotations.

Table 3 presents the performance of PHI iden-
tification by annotator, ordered by prior knowl-
edge of data and method; we can classify them
into three groups, represented by double bars:
advanced knowledge of both documents and
method, advanced knowledge of either documents
or method, little knowledge of either documents or
method. The table presents results for each of the
four sections of the corpus (lines 2 to 5) as well as
overall (line 6).

Table 4 presents the inter-annotator agreement
for PHI identification.

Patient re-identification using the generic search
engine and online reverse look-up directory ser-
vice was unsuccessful. However, two patients
could be re-identified using the hospital health in-
formation system.

5 Discussion

Performance of original PHI identification
Table 3 shows that overall, PHI recognition is low.
It suggests that the ability to identify original PHIs
is associated with prior knowledge of the doc-
uments and/or corpus de-identification method.
The highest PHI recognition is 0.50, which is
not very high performance. Researchers 1-3 had
no prior knowledge of either the method or the
documents. After the experiment, Researcher 1
correctly identified the hospital that supplied the
documents. No individual was able to supply
more specific information about any of the patients
based on the corpus alone.

Table 4 shows that the higher inter-annotator
agreement was observed between the annotators
with the highest performance for PHI recognition,
Developer 1 and Clinician. Nonetheless, agree-
ment was only 0.33, which is considered very low
(Artstein and Poesio, 2008). This indicates that the
“hiding in plain sight” strategy is working well,
and that the original PHIs are not obvious to the
annotators.
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Corpus 1 2 3 4 Overall

Dev1

34 35 31 42 142 n
0.71 0.57 0.61 0.67 0.62 P
0.33 0.54 0.40 0.50 0.50 R
0.45 0.56 0.49 0.57 0.57 F

Clin

13 11 19 25 68 n
0.62 0.64 0.47 0.76 0.61 P
0.11 0.18 0.19 0.34 0.20 R
0.19 0.29 0.27 0.47 0.30 F

Dev2

285 59 28 41 413 n
0.16 0.19 0.71 0.51 0.23 P
0.64 0.30 0.43 0.38 0.46 R
0.26 0.23 0.53 0.43 0.30 F

Res1

30 8 6 15 59 n
0.47 0.50 0.33 0.80 0.54 P
0.19 0.11 0.04 0.21 0.15 R
0.27 0.18 0.08 0.34 0.23 F

Res2

0 66 0 43 109 n
0.00 0.02 0.00 0.07 0.04 P
0.00 0.03 0.00 0.05 0.02 R
0.00 0.02 0.00 0.06 0.03 F

Res3

26 24 26 10 86 n
0.00 0.00 0.00 0.00 0.00 P
0.00 0.00 0.00 0.00 0.00 R
0.00 0.00 0.00 0.00 0.00 F

Table 3: Performance of PHI identification in
terms of number of PHIs annotated (n), Precision
(P), Recall (R) and F-measure (F). Clin=Clinician,
Dev=Developer, Res=Researcher. The corpus
subsets are listed as per the description in sec-
tion 3.1: 1=same patient, same location; 2=ran-
dom patients, same location; 3=same patient, dif-
ferent location; 4=random patients, different loca-
tion

Dev1 Clin Dev2 Res1 Res2
Clin 0.32 –
Dev2 0.21 0.10 –
Res1 0.21 0.11 0.18 –
Res2 0.00 0.00 0.00 0.01 –
Res3 0.01 0.01 0.03 0.01 0.00

Table 4: Inter-Annotator Agreement in terms
of F-measure (Clin=Clinician, Dev=Developer,
Res=Researcher)

Methods for re-identification attempts The
tools available to the annotators to attempt re-
identifying the patients mainly consisted of infor-
mation publicly available over the internet.

One annotator (Researcher 1) systematically
checked hospital names, person names and lo-
cations using a generic search engine, and was
able to identify the hospital that the patients were
treated in. Two annotators (Developer 1 and Clin-
ician) used an online reverse look-up directory
service for all phone numbers and addresses that
they believed might be original PHIs; however, the
queries did not return any results.

One annotator (Clinician) had access to the hos-
pital Health Information System (HIS). They re-
ported that the information they were able to re-
cover about any single patient in the random sets
was likely not sufficient to submit a valid query
into the system‡. However, for patients with sev-
eral documents available, recouping an approxi-
mate stay date with diagnostic codes such as ICD
or CPT either found directly in a document (these
codes are not considered PHIs) or inferred us-
ing medical coding knowledge, they were able to
pull the patient record from the HIS and there-
fore identify the patients. For the two patients in
our study corpus (corpus subsets 1 and 3) the re-
identification required several attempts at query-
ing the HIS and took 20 minutes for one patient,
30 minutes for the other.

Other annotators did not report using any re-
identification strategies that relied on data sources
outside the documents themselves.

The most powerful tool used is definitely the
hospital HIS, by an individual with access creden-
tials. The system search services are set-up in a
way that requires the users to provide sufficient in-
formation about the patients before a record can
be retrieved. In our study, it did not help with
patient re-identification when there was only one
document available about the patient.

However, when there were several documents
available about the same patient, the patient could
be identified in 30 minutes or less. In this case, pa-
tient identification required (i) access to the HIS;
(ii) knowledge of how records are coded and re-
trieved in the HIS; and (iii) medical knowledge to
identify or infer diagnostic codes from the patient
documents.

‡In practice, re-identification was attempted for a few doc-
uments that the Clinician thought had re-identification po-
tential. Attempts to re-identify a patient were stopped after
30 minutes when they were not successful. After a few fail-
ures, the clinician focused his efforts on the patients for which
more than one document were available.
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Perfomance variation according to medical
purpose and surrogate setting We can see
from table 3 that overall, the performance of PHI
identification seems to be higher when the geo-
graphical area of re-introduced surrogate is differ-
ent from that of the original PHIs (row 4 vs. row 2,
row 5 vs. row 3). This indicates that the “hiding
in plain sight effect” is stronger when location sur-
rogates come from the same geographical area as
the original PHIs.

The initial argument against using same-area lo-
cation surrogates was that, as surrogates are re-
introduced randomly, a surrogate could happen to
be the same as the original PHI, therefore void-
ing the replacement operation. We did identify a
few occurrences of this phenomenon in our data
set, when the surrogate and original PHI were in
fact different strings (e.g., “Bois-Guillaume” vs.
“BOISGUILLAUME”).

The PHI identification results from table 3 do
not clearly indicate that PHI identification was
made easier in the corpus subsets of documents
from the same patients vs. random patients (line 2
vs. line 3 and line 4 vs. line 5). However, when
the hospital HIS was available, patients with mul-
tiple documents available could be identified while
patients with only document available could not.

Implications for the design of a clinical cor-
pus to be used in an NLP challenge or shared-
task The results of our study suggest that re-
identification attempts from researchers without
privileged access to the hospital health informa-
tion system (which is expected to be the case
of most individuals accessing a corpus through a
challenge) will not be successful.

It is also important to point out that the identifi-
cation of the patient identities in this study were
only possible because the de-identification was
performed automatically and some original PHIs
(dates) could be found in the documents.

In the context of data release for a challenge or
shared-task, the de-identification process should
include multiple rounds of manual review of PHI
to ensure that no original PHIs were left.

In summary, this study suggests that patient
privacy can be reasonably preserved in a cor-
pus comprising documents pertaining to ran-
dom patients, with same-area geographical sur-
rogate re-introduction and manually reviewed de-
identification.

Limitations The main limitation in this study is
the size of the corpus, which comprises 60 doc-
uments. This size was chosen to keep the anno-
tation time manageable. It is comparable to the
size of the corpus (85 documents) used previously
by Meystre et al. (2014a). The study of variations
leads us to partition the corpus into four subsets of
15 documents, which can only provide indicative
results. The study will need to be reproduced on a
larger scale.

Also, one important category of individual
likely to identify patients from the content of de-
identified files includes patients themselves, or pa-
tients’ relatives and acquaintances. For instance,
an individual who personally knows the patient
that our sample file pertains to (see Figure 2) might
read this document and realize that the informa-
tion (stay at home mother of 3 children who expe-
rienced a pancreas disorder in the past) matches
the circumstances of their acquaintance. How-
ever, we have not been able to devise an adequate
experimental setting to evaluate this chance. Ar-
guably, the chance might be similar to that of pa-
tient re-identification by a doctor who had person-
ally attended to the patient within the past three
months. It was found that doctors were not able
to re-identify their own patients from de-identified
documents (Meystre et al., 2014a).

6 Conclusion

In spite of shortcomings of the de-identification
system identified by the developpers in a thor-
ough error-analysis, patient privacy was not com-
promised by individuals without privileged access
to the relevant hospital health information system.

When access to the hospital health information
system is available, patients can be re-identified
by recouping information found in more than one
document, and medical knowledge of medical
coding. However, patient privacy is preserved
when only one document per patient is available.

Furthermore, less information can be recovered
when location surrogates for the same geographi-
cal area as the original files are used.
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Özlem Uzuner, Yuan Luo, and Peter Szolovits. 2007.
Evaluating the state-of-the-art in automatic de-
identification. J Am Med Inform Assoc, 14(5):550–
63.

39



Proceedings of the Sixth International Workshop on Health Text Mining and Information Analysis (Louhi), pages 40–49,
Lisbon, Portugal, 17 September 2015. c©2015 Association for Computational Linguistics.

An Analysis of Biomedical Tokenization: Problems and Strategies 

 

 Noa P. Cruz Díaz 

University of Huelva, Huelva, Spain 

noa.cruz@dti.uhu.es 

Manuel M. Maña López 

University of Huelva, Huelva, Spain 

manuel.mana@dti.uhu.es 

 

 

Abstract 

Choosing the right tokenizer is a non-trivial 

task, especially in the biomedical domain, 

where it poses additional challenges, which if 

not resolved means the propagation of errors 

in successive Natural Language Processing 

analysis pipeline. This paper aims to identify 

these problematic cases and analyze the out-

put that, a representative and widely used set 

of tokenizers, shows on them. This work will 

aid the decision making process of choosing 

the right strategy according to the down-

stream application. In addition, it will help 

developers to create accurate tokenization 

tools or improve the existing ones. A total of 

14 problematic cases were described, show-

ing biomedical samples for each of them. The 

outputs of 12 tokenizers were provided and 

discussed in relation to the level of agreement 

among tools. 

 

1 Introduction 

Tokenization is considered the first step in Natu-

ral Language Processing (henceforth, NLP) and 

it is broadly defined as the segmentation of text 

into primary building blocks for subsequent 

analysis (Webster and Kit, 1992). 

Tokenization may seem simple if we assume 

that all it involves is the recognition of a space as 

a word separator (Baeza-Yates and Ribeiro-Neto, 

2011). However, a closer examination will make 

it clear that a blank space alone is not enough 

even for general English (Jurafsky and Martin, 

2009). Furthermore, choosing the right tokeniza-

tion strategy is a non-trivial task, especially in 

the biomedical domain where it poses additional 

challenges (He and Kayaalp, 2006) which if not 

resolved means the propagation of errors in suc-

cessive NLP analysis pipeline. As a conse-

quence, text mining modules, such as Named 

Entity Recognition, will inevitably suffer in 

terms of effectiveness (Tomanek et al., 2007).  

Tokenization in biomedical literature is partic-

ularly difficult due to the fact that general Eng-

lish differ from biomedical text in vocabulary 

and grammar (Barrett, 2012). In addition, scien-

tific information has a particular structure (Har-

ris, 2002). For example, Campbell and Johnson 

(2001) carried out three experiments to evaluate 

the syntactic dissimilarities between medical dis-

charge summaries and everyday English, show-

ing significant differences in syntactic content 

and complexity. 

Another feature of the biomedical literature is 

related to terminology, which is inconsistently 

spelt and may vary from typographical errors to 

lower case and capitalized medication names 

(Krauthammer and Nenadic, 2004). Furthermore, 

biomedical texts could be ungrammatical (espe-

cially, clinical documents) as well as often in-

clude abbreviations and acronyms.  Biomedical 

terms contain digits, capitalized letters within 

words, Latin and Greek letters, Roman digits, 

measurement units, list and enumerations, tabu-

lar data, hyphens and other special symbols. In 

addition, another complexity is the ambiguity, 

i.e., words and abbreviations that have different 

meanings (homonymy) and concepts described 

in more than one way (synonymy). For these rea-

sons, the identification of terminology in the bi-

omedical literature is one of the most challenging 

research topics in the last few years in NLP and 

biomedical communities and tokenization plays 

an important role in handling them. 

There is no widely accepted tokenization 

method for English text, including biomedical 

documents since tokenization strategies can vary 

depending on language, task goals and other cri-

teria. Previous approaches to biomedical tokeni-

zation lack guidance on how to modify existing 

tokenizers to new domains and how even to se-

lect them. Their idiosyncratic nature, detailed 

above, complicates this selection, modification 

and implementation (Barrett, 2012). Some au-

thors also highlight the clear need for tokeniza-

tion evaluation through the alignment and com-
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parison of the results of different tokenizers 

(Habert et al., 1998). To address this challenge, 

this paper identifies and describes all the prob-

lematic cases that can be found when tokenizing 

a biomedical text. In addition, it includes a list of 

useful tokenizers and a comparison of their out-

puts on biomedical text samples. 

The rest of the paper is organized as follows. 

Firstly, the most relevant related research is out-

lined. Secondly, the tokenizers are listed and 

their outputs are shown. The paper finishes with 

conclusions. 

 

2 Related Work 

Despite its importance, tokenization is often ne-

glected in the literature (Dridan and Oepen, 

2012). Most research has been focused on anno-

tating corpus with token information (Ohta, et 

al., 2002; Tanabe et al., 2005; Verspoor, et al., 

2012) and developing or adapting tokenizers to 

new domains (Tomanek et al., 2007; McClosky 

and Charniak, 2008). However, little attention 

has been paid to the analysis of the problematic 

cases that appear in the tokenization process and 

the different strategies used for the current avail-

able tokenization tools to solve them. 

To the best of our knowledge, for the biomed-

ical domain, there is only one work devoted to a 

comparison of several tokenizers (He and 

Kayaalp, 2006). In this study, He and Kayaalp 

made a first approximation of the challenging 

cases. As authors affirmed, it can be considered 

as a starting point since the limited scope of their 

effort prevented them from developing a more 

complete set of cases. Especially, the instances 

identified for biomedical named entities are in-

sufficient. The study also includes a comparison 

of the output of 13 tokenizers on 78 biomedical 

abstracts from Medline, a corpus of biomedical 

literature compiled by the U.S. National Library 

of Medicine. 

Due to the limitations in the categorization of 

the complex cases and the fact that many tokeni-

zation tools have been developed in recent years, 

this paper complete all these cases, update the 

list of tokenization tools and test them on a set of 

biomedical sentences, outlining the differences 

among tokenization schemes. This means, 

providing a qualitative guideline for the reader 

which aid the decision making process of choos-

ing the right tokenizer. This decision will depend 

mainly on the downstream task. In addition, the 

critical issues identified, allow developers to 

know what should be taken into account when 

adapting or developing tokenization tools. 

 

3 Material and Methods 

3.1 Problematic cases 

We could divide the potential complexities in the 

tokenization process into two major categories: 

those that apply across all domains and those that 

are more likely to be found in biomedical corpo-

ra, where there is a large amount of technical 

vocabulary (Clegg, 2008). All these difficulties, 

together with sentences extracted from the Bio-

Scope corpus (Vincze et al., 2008), in which au-

thors such as Velldal et al. (2012) found prob-

lematic cases where tokenizers fail, are detailed 

below: 

 

Common English complexities 

 

 Hyphenated compound words 

For example: 

 

(1) Normal chest x-ray. 

 

(2) 2-year 2-month old female with pneumonia. 

 

(3) This may occur through the ability of IL-10 

to induce expression of the gene. 

 

 Words with letters and slashes  

Slashes usually indicate alternatives (e.g. differ-

entiation/activation) or measurement units (e.g. 

ng/ml). In addition, they often separate two or 

more entity references (e.g. IL-12/CD34). They 

may also denote the knock-out status of a certain 

gene with respect to an organism (e.g. flt3L-/-

mice) (Tomanek et al., 2007). For example: 

 

(4) The maximal effect is observed at the IL-10 

concentration of 20 U/ml. 

 

(5) These results indicate that within the 

TCR/CD3 signal transduction pathway both 

PKC and calcineurin are required for the ef-

fective activation of the IKK complex and 

NF-kappaB in T lymphocytes. 

 

 Words with letters and apostrophes 

Apostrophes can indicate possessive (e.g. 

years’), words with single quotation (e.g. 

‘syntenic hits’) and names (e.g. O’Neill). Exam-

ples of these might be the following: 
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(6) The false positive rate of our predictor was 

estimated by the method of D'Haeseleer and 

Church 1855 and used to compare it to other 

prediction datasets. 

 

(7) Small, scarred right kidney, below more than 

2 standard deviations in size for patient’s 

age. 

 

 Words with letters and brackets 

There are basically four types of brackets: paren-

theses, square brackets, braces and angle brack-

ets. For instance: 

 

(8) Of these, Diap1 has been most extensively 

characterized; it can block cell death caused 

by the ectopic expression of reaper, hid, and 

grim (reviewed in [26]). 

 

 Abbreviations in capital letters and       

acronyms 

An abbreviation is a shortened form of a word or 

phrase. Usually, but not always, it consists of a 

letter or group of letters taken from the word or 

phrase. It must be taken into account in any to-

kenization process. An example of this may be 

the one shown below: 

 

(9) Mutants in Toll signaling pathway were ob-

tained from Dr. S. Govind: cactE8, cactIIIG, 

and cactD13 mutations in the cact gene on 

Chromosome II. 

 

An acronym is an abbreviation formed from the 

initial components in a phrase or a word. These 

components may be individual letters (as in 

SARS; severe acute respiratory syndrome) or 

parts of words (as in Ameslan; American Sign 

Language). 

 

Abbreviations and acronyms are commonly used 

in biomedical literature. For example, in the 

medical domain, writing favors brevity because 

time pressures often prevent medical specialists 

from describing clinical findings fully and ab-

breviations are a convenient way to shorten the 

sentences (Grange and Bloom, 2000). 

 

Abbreviations and acronyms mainly refer to 

names, but abbreviations of adjectival expres-

sions are often found in the biomedical domain 

(e.g. CD8+ is an abbreviation of CD8-positive). 

For example: 

 

(10) The transcripts were detected in all the 

CD4- CD8-, CD4+ CD8+, CD4+ CD8-

, and CD4- CD8+ cell populations.  

 

 Words with letters and periods 

Words with a period at the end usually indicate 

end of sentence. However, they may merely be 

abbreviations, such as i.e. and e.g. as shown in 

the following example: 

 

(11) Two stop codons of an iORF (i.e. the 

inframe and C-terminal stops) can be 

any combination of canonical stop co-

dons (TAA, TAG, TGA). 

 

 Words with letters and numbers 

For example: 

 

(12) Selenocysteine and pyrrolysine are the 

21st and 22nd amino acids, which are 

genetically encoded by stop codons. 

 

 Words with numbers and one type of 

punctuation 

Some simple examples for numbers are: large 

numbers (e.g. 390,926), fractions (e.g. 1/2), per-

centages (e.g. 50%), decimals (e.g. 0.001) and 

ranges (e.g. 2-5). These punctuation marks are: 

comma, forward slash, percent, period and en 

dash. Good illustrations extracted from the Bio-

Scope corpus are the following: 

 

(13) A total of 26,003 iORF satisfied the 

above criteria.  

 

(14) The patient had prior x-ray on 1/2 

which demonstrated no pneumonia. 

 

(15) Indeed, it has been estimated recently 

that the current yeast and human pro-

tein interaction maps are only 50% and 

10% complete, respectively 18. 

 

(16) The dotted line indicates significance 

level 0.05 after a correction for multi-

ple testing. 

 

(17) E-selectin is induced within 12 h, 

peaks at 46 h, and gradually returns 

to basal level by 24 h.  

 

 Numeration 

It is regarded as the act or process of counting or 

numbering. For instance: 
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(18) 1. Bioactivation of sulphamethoxazole 

(SMX) to chemically-reactive metabo-

lites and subsequent protein conjuga-

tion is thought to be involved in SMX 

hypersensitivity. 

 

 A hypertext markup symbol 

Some of the frequently observed hypertext 

markup symbols are &lt; and &quot; (for the 

double quotation mark). For example: 

 

(19) Bcd mRNA transcripts of &lt; or = 2.6 

kb were selectively expressed in PBL 

and testis of healthy individuals. 

 

 

 A URL 

An example would be the following: 

 

(20) Names of all available Trace Data-

bases were taken from a list of data-

bases at 

http://www.ncbi.nlm.nih.gov/blast/mm

trace.shtml 
 

 

Biomedical English complexities 

 

 A DNA sequence 

For example: 

 

(21) Footprinting analysis revealed that the 

identical sequence CCGAAACTGAAAA 

GG, designated E6, was protected by nucle-

ar extracts from B cells, T cells, or HeLa 

cells. 

 

 Temporal expressions 

For instance: 

 

(22) This was last documented on the Nuclear 

Cystogram dated 1/2/01. 

 

 Chemical substances 

They include several symbols which may (or 

may not) denote word token boundary symbols 

such as parentheses, hyphens and slashes 

(Tomanek et al., 2007). Furthermore, chemical 

substances basically comprehend gene symbols, 

drug names and protein names, each of which 

has certain characteristics as described below. 

 

Gene symbols  

The names can indeed be divided into the follow-

ing three categories (Proux et al., 1998). 

 Names including special characters, i.e. up-

per cases, hyphen, digit, slash or brackets. 

For example, Lam-B1 or M(2)201. 

 Names in lower case and belonging to the 

general English language. For instance, vamp 

or zip. 

 Names using lower case letters only without 

belonging to the language such as zhr or sth. 

 

Drug names  

In general, most drug names include: 

  Particular letters from the chemical formula 

(e.g. Tylenol, which were generated from n-

aceryl-para-aminophenol) as describe 

Gantner et al. (2002). 

 Generic names such as Thalomid. 

 Latin or Greek terminology. 

 Parts or abbreviations of the company’s 

name (e.g. Baycol, (Bayer+colesterol)). 

 Low-frequency letters of the alphabet such 

as x or y (e.g. x-trozine). 

 Acronyms like Tigan (that means this is 

good against nausea). 

 

Protein names 

Protein names can also be partitioned into three 

categories from their structure (Fukuda et al., 

1998): 

 Single words in upper case, numerical fig-

ures, and non-alphabetical letters which are 

mostly derived from gene name (e.g. p53). 

 Compound words with upper case letters, 

numerical letters, and non-alphabetical let-

ters. (e.g. (IL-1)-responsive kinase). 

 Single word with only lower case letters (e.g. 

insulin). 

 

Examples which appear in the BioScope corpus 

are the following: 

 

(23) These results reveal a central role for 

CaMKIV/Gr as a Ca(2+)-regulated activa-

tor of gene transcription in T lymphocytes. 

 

(24) Expression of a highly specific protein in-

hibitor for cyclic AMP-dependent protein 

kinases in interleukin-1 (IL-1)-responsive 

cells blocked IL-1-induced gene transcrip-

tion that was driven by the kappa immuno-

globulin enhancer or the human immunode-

ficiency virus long terminal repeat. 
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3.2 Tokenization strategies 

The tools analyzed were the following: Freeling, 

Genia tagger, Gate Unicode tokenizer (GUT), 

JULIE LAB tokenizer (JLT), LingPipe, 

McClosky-Charniak parser (MCP), MedPost, 

NLTK tokenizer, OpenNLP tokenizer, Penn Bio 

tokenizer, Stanford POS tagger and Xerox 

tokenizer. Table 1 details all these tokenizers 

showing their references and websites.  

These tools were tested on the set of examples 

extracted from the BioScope corpus listed in the 

previous section. Tables 2 to 24 detail the output 

from each tokenizer. Each row of the tables 

shows the list of tokenizers with the same output. 

The numbers of the tools refer to Table 1. In 

bold, decisions in which tokenizers do not match. 

The outputs, for which there is no agreement 

among several tools and, therefore, correspond to 

a single tokenizer, are not shown in this paper 

due to the space limit. However, this information 

can be found in Supplementary Material. 

 

 Common English complexities 

 

 Hyphenated compound words 
 

Table 2: Tokenizers output for sentence (1) 

Tokenizer Output 

1, 2, 3, 6, 8, 9, 

10, 11 

Normalchestx-ray. 

 

 
Table 3: Tokenizers output for sentence (2) 

Tokenizer Output 

1, 2, 6, 8, 9, 

11, 12 

2-year2-montholdfemalewith 
pneumonia. 

3, 4, 5, 7 
2-year2-montholdfemale 
withpneumonia. 

 
Table 4: Tokenizers output for sentence (3) 

Tokenizer Output 

1, 2, 4, 6, 8, 

9, 10, 11, 12 

Thismayoccurthroughtheability

ofIL-10toinduceexpression 
ofthegene. 

5, 7 

Thismayoccurthroughtheability

ofIL-10toinduceexpression 
ofthegene. 

 

 

 Words with letters and slashes  

 
Table 5: Tokenizers output for sentence (4) 

Tokenizer Output 

2, 6, 8, 9, 

11, 12 

Themaximaleffectisobserved 
attheIL-10concentrationof20 
U/ml. 

3, 5, 7 

Themaximaleffectisobserved 
attheIL-10concentrationof 
20U/ml. 

 

Table 1: Overview of the 12 tools reviewed in the current study with their publications and website 
 

 Tool References Website 

1 Freeling (Carreras, 2004; Padró and 

Stanilovsky, 2012) 

http://nlp.lsi.upc.edu/freeling/ 

2 Genia (Kulick et al., 2004; Tsu-

ruoka et al., 2005; Tsuruoka 

and Tsujii, 2005) 

http://www.nactem.ac.uk/tsujii/GENIA/tagger/ 

3 GUT (Cunningham et al., 2002) http://gate.ac.uk/sale/tao/splitch6.html#sec:annie:tokeniser 

4 JLT (Tomanek et al., 2007) http://www.julielab.de/Resources/NLP+Tools.html 

5 LingPipe (Carpenter and Baldwin, 

2011) 

http://alias-i.com/lingpipe/ 

6 MCP (McClosky and Charniak, 

2008; McClosky, 2010) 

http://nlp.stanford.edu/~mcclosky/biomedical.html 

7 MedPost (Smith et al., 2004) ftp://ftp.ncbi.nlm.nih.gov/pub/lsmith/MedPost/medpost.tar.g

z 

8 NLTK (Bird et al., 2009) http://nltk.org/ 

9 OpenNLP - http://opennlp.apache.org/ 

10 Penn Bio (Jin et al., 2006; McDonald 

and Pereira, 2005; McDonald 

et al., 2004) 

http://www.seas.upenn.edu/~strctlrn/BioTagger/BioTagger.

html 

11 Stanford  (Toutanova et al., 2003) http://nlp.stanford.edu/software/tagger.shtml 

12 Xerox (Beesley and Karttunen, 

2003) 

http://open.xerox.com/Services/fst-nlp-tools/Consume/175 
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1, 4, 10 

Themaximaleffectisobserved 
attheIL-10concentrationof20 
U/ml. 

 
Table 6: Tokenizers output for sentence (5) 

Tokenizer Output 

1, 2, 6, 8, 9, 

11, 12 

Theseresultsindicatethatwithin 
theTCR/CD3signaltransduction 
pathwaybothPKCandcalcineurin 
arerequiredfortheeffectiveactiva

tionoftheIKKcomplexand  
NF-kappaBinTlymphocytes. 

3, 4, 5, 7, 10 

Theseresultsindicatethatwithin 
theTCR/CD3signaltransduction

pathwaybothPKCand 
calcineurinarerequiredforthe 
effectiveactivationoftheIKK 
complexandNF-kappaBinT 
lymphocytes. 

 

 

 Words with letters and apostrophes 

 
Table 7: Tokenizers output for sentence (6) 

Tokenizer Output 

1, 2, 4, 8, 9, 

10, 11, 12 

Thefalsepositiverateofour 
predictorwasestimatedbythe 
methodofD'Haeseleerand 
Church1855andusedtocompare

ittootherpredictiondatasets. 

 

3, 5, 6, 7 

Thefalsepositiverateofour 
predictorwasestimatedbythe 
methodofD'Haeseleerand 
Church1855andusedtocompare

ittootherpredictiondatasets. 

 
Table 8: Tokenizers output for sentence (7) 

Tokenizer Output 

1, 2, 4, 6, 8, 

9, 10, 11, 12 

Small,scarredrightkidney, 
belowmorethan2standard   
deviationsinsizeforpatient's 
age. 

3, 5, 7 

Small,scarredrightkidney, 
belowmorethan2standard   
deviationsinsizeforpatient's 
age. 

 

 

 Words with letters and brackets 

 
Table 9: Tokenizers output for sentence (8) 

Tokenizer Output 

1, 2, 5, 7, 8, 

11, 12 

Ofthese,Diap1hasbeenmost 
extensivelycharacterized;itcan 
blockcelldeathcausedbythe 
ectopicexpressionofreaper,hid 
,andgrim(reviewedin[26] 
). 

 Abbreviations in capital letters and        

acronyms 

 
Table 10: Tokenizers output for sentence (9) 

Tokenizer Output 

4, 6, 8, 11 MutantsinTollsignalingpathway 
wereobtainedfromDr.S. 
Govind:cactE8,cactIIIG,and 
cactD13mutationsinthecact 
geneonChromosomeII. 

2, 5, 7 MutantsinTollsignalingpathway 
wereobtainedfromDr.S. 
Govind:cactE8,cactIIIG,and 
cactD13mutationsinthecact 
geneonChromosomeII. 

 
Table 11: Tokenizers output for sentence (10) 

Tokenizer Output 

2, 6, 8, 9, 12 Thetranscriptsweredetectedinall

theCD4-CD8-,CD4+CD8+ 
,CD4+CD8-,andCD4-CD8+ 
cellpopulations. 

1, 3, 4, 7, 

10, 11 

Thetranscriptsweredetectedinall

theCD4-CD8-,CD4+ 
CD8+,CD4+CD8-,and 
CD4-CD8+cellpopulations. 

 

 

 Words with letters and periods 

 
Table 12: Tokenizers output for sentence (11) 

Tokenizer Output 

1, 6, 11, 12  

TwostopcodonsofaniORF( 

i.e.theinframeandC-terminal 
stops)canbeanycombination 
ofcanonicalstopcodons(TAA 
,TAG,TGA). 

2, 8  

TwostopcodonsofaniORF( 
i.e.theinframeandC-terminal 
stops)canbeanycombination 
ofcanonicalstopcodons(TAA 
,TAG,TGA). 

4, 7 

TwostopcodonsofaniORF( 
i.e.theinframeandC- 
terminalstops)canbeany 
combinationofcanonicalstop 
codons(TAA,TAG,TGA). 

 

 Words with letters and numbers 

 
Table 13: Tokenizers output for sentence (12) 

Tokenizer Output 

1, 2, 4, 5, 6, 

7, 8, 9, 11, 

12 

Selenocysteineandpyrrolysineare 
the21stand22ndaminoacids,

whicharegeneticallyencodedby 
stop codons. 
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 Words with numbers and one type of 

punctuation 
 
Table 14: Tokenizers output for sentence (13) 

Tokenizer Output 

1, 5, 6, 8, 9, 

10, 11, 12 

Atotalof26,003iORFsatisfied 
theabovecriteria.  

2, 3, 4, 7 
Atotalof26,003iORFsatisfied

theabovecriteria.  

 

Table 15: Tokenizers output for sentence (14) 
Tokenizer Output 

1, 2, 6, 8, 9, 

11, 12 

Thepatienthadpriorx-rayon 
1/2whichdemonstratedno  
pneumonia.  

 

4, 5, 7 

Thepatienthadpriorx-ray 
on1/2whichdemonstratedno 
pneumonia.  

3, 10 

Thepatienthadpriorx-rayon 
1/2whichdemonstratedno 
pneumonia.  

 

Table 16: Tokenizers output for sentence (15) 
Tokenizer Output 

3, 4, 5, 6, 7, 

8, 9, 10, 11 

Indeed,ithasbeenestimated 
recentlythatthecurrentyeastand 
humanproteininteractionmaps 
areonly50%and10%   
complete,respectively18.  

 

Table 17: Tokenizers output for sentence (16) 
Tokenizer Output 

1, 2, 4, 5, 6, 

8, 9, 10, 11, 

12 

Thedottedlineindicates      
significancelevel0.05aftera 
correctionformultiple testing.  

3, 7 

Thedottedlineindicates      
significancelevel0.05aftera 
correctionformultiple testing.  

 

Table 18: Tokenizers output for sentence (17) 
Tokenizer Output 

1, 2, 8, 9, 

10, 11, 12 

E-selectinisinducedwithin        
12h,peaksat46h,and   
graduallyreturnstobasallevelby 
24h.  

4, 7 

E-selectinisinducedwithin    
12h,peaksat46h, 
andgraduallyreturnstobasal 
levelby 24h.  

 

 Numeration 

 

Table 19: Tokenizers output for sentence (18) 
Tokenizer Output 

1, 2, 3, 5, 7, 

8, 9, 10, 11, 

12 

1.Bioactivationofsulphamethoxaz

ole(SMX)to            
chemically-reactivemetabolitesand 
subsequentproteinconjugationis 
thoughttobeinvolvedinSMX 
hypersensitivity. 

4, 6 

1.Bioactivationof 
sulphamethoxazole(SMX)to 
chemically-reactivemetabolites 
andsubsequentproteinconjugation

isthoughttobeinvolvedin 
SMXhypersensitivity. 

 

 

 A hypertext markup symbol 

 

Table 20: Tokenizers output for sentence (19) 
Tokenizer Output 

2, 4, 5, 8 

BcdmRNAtranscriptsof&lt; 
or=2.6kbwereselectively  
expressedinPBLandtestisof 
healthyindividuals. 

9, 12 

BcdmRNAtranscriptsof&lt; 
or=2.6kbwereselectively  
expressedinPBLandtestisof 
healthyindividuals. 

3, 7 

BcdmRNAtranscriptsof&lt; 
or=2.6kbwereselectively 
expressedinPBLandtestisof 
healthyindividuals. 

 

 A URL 

 

Table 21: Tokenizers output for sentence (20) 
Tokenizer Output 

2, 6, 8 NamesofallavailableTrace  
Databasesweretakenfromalist 
ofdatabasesathttp://www.ncbi.

nlm.nih.gov/blast/mmtrace.shtml 

3, 5, 7 NamesofallavailableTrace  
Databasesweretakenfromalist 
ofdatabasesathttp://www 
.ncbi.nlm.nih.gov/blast

/mmtrace.shtml 

11, 12 NamesofallavailableTrace  
Databasesweretakenfromalist 
ofdatabasesathttp://www.ncbi. 

nlm.nih.gov/blast/mmtrace.shtml 

 

Biomedical English complexities 

 

 A DNA sequence 

 

Table 22: Tokenizers output for sentence (21) 
Tokenizer Output 
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1, 2, 4, 5, 6, 

7, 8, 9, 11, 

12 

Footprintinganalysisrevealedthat 
theidenticalsequenceCCGAAACT

GAAAAGG,designatedE6, 
wasprotectedbynuclearextracts 
fromBcells,Tcells,orHeLa

cells. 

 

 Temporal expressions 

 

Table 23: Tokenizers output for sentence (22) 
Tokenizer Output 

2, 6, 8, 9, 

11, 12 

Thiswaslastdocumentedonthe

NuclearvCystogramdated1/2/01. 

1, 3, 4, 7, 10 

Thiswaslastdocumentedonthe

NuclearvCystogramdated1/2/0

1. 

 

 Chemical substances 

 

Table 24: Tokenizers output for sentence (23) 
Tokenizer Output 

6, 8 

Theseresultsrevealacentralrole 
forCaMKIV/GrasaCa(2+)  
-regulatedactivatorofgene   
transcriptioninTlymphocytes. 

1, 3, 4, 7 

Theseresultsrevealacentralrole 
forCaMKIV/GrasaCa( 
2+)-regulatedactivatorof 
genetranscriptioninTlymphocytes

. 

 

Table 25: Tokenizers output for sentence (24) 
Tokenizer Output 

1, 2, 6, 8, 11 Expressionofahighlyspecific 
proteininhibitorforcyclicAMP-

dependentproteinkinasesin   
interleukin-1(IL-1)-      
responsivecellsblockedIL-1-

inducedgenetranscriptionthat 
wasdrivenbythekappa     
immunoglobulinenhancerorthe 
humanimmunodeficiencyvirus 
longterminalrepeat. 

 

4 Conclusions 

This paper analyzed the problematic cases that 

can be found when tokenizing a biomedical text. 

In addition, it listed a set of potentially useful 

tokenizers and tested them on biomedical sen-

tences.  

Identifying the complex cases that introduce 

this domain and knowing what types of behavior 

are expected from available tokenizers in each of 

these cases is vital. This will enable researchers 

to be aware of those aspects which are especially 

challenging when developing new tools or adapt-

ing existing ones. In addition, it will aid the pro-

cess of selecting the right tokenizer according to 

the most appropriate tokenization scheme for the 

downstream application. This will facilitate to 

lose the minimum of information. Obviously, 

other factors like technical, usability of function-

al criteria should be taken into account in such 

decision. 

The experiments carried out showed a widely 

variation on the results. This variability was ex-

pected since there is no a single tokenization 

method. Neither of the tools produced identical 

output. Tokenizers pair that coincided in the 

same strategy or scheme in over 75% of cases 

were Genia tagger and NLTK tokenizer as well 

as Stanford POS tagger and NLTK tokenizer.  

Regarding the challenging problems where 

there was more disagreement (less than 35% 

agreement) and, therefore, presented more diffi-

culties for the tokenization tools are, the hyper-

text markup symbol, URLs and chemical sub-

stances. The latter was assumed since biomedical 

terminology is currently one of the most chal-

lenging research topics in NLP. 

Among the cases with more than 80% agree-

ment, it can be found: hyphenated compound 

words, words with letters and numbers, words 

with numbers and one type of punctuation and 

DNA sequences.  
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Abstract 

Communication of follow-up recommenda-
tions when abnormalities are identified on im-
aging studies is prone to error. The absence of 
an automated system to identify and track ra-
diology recommendations is an important bar-
rier to ensuring timely follow-up of patients 
especially with non-acute incidental findings 
on imaging studies. We are in the process of 
building a natural language processing (NLP) 
system to identify follow-up recommendations 
in free-text radiology reports. In this paper, we 
describe our efforts in creating a multi-
institutional radiology report corpus annotated 
for follow-up recommendation information. 
The annotated corpus will be used to train and 
test the NLP system. 

1 Introduction 

A radiology report is the principal means by 
which radiologists communicate the findings of 
an examination to the referring physician and 
sometimes the patient. With the dramatic rise in 
utilization of medical imaging in the past two 
decades, health providers are challenged by the 
optimal use of clinical information while not be-
ing overwhelmed by it. Based on potentially im-
portant observations the radiologist may recom-
mend specific imaging tests or a clinical follow-
up in the narrative radiology report.  These rec-
ommendations are made for several potential 
reasons. The radiologist may recommend further 
investigation to clarify the diagnosis or exclude 
potentially serious, but clinically expected dis-
ease. Secondly, the radiologist may unexpectedly 
encounter signs of potentially serious disease on 

the imaging study that they believe require fur-
ther investigation.  Thirdly, the radiologist may 
recommend surveillance of disease to ensure an 
indolent course.  Finally, a radiologist may pro-
vide advice to the referring physician about the 
most effective future test(s) specific to the pa-
tient’s disease or risk factors.   

The reliance on human communication, docu-
mentation, and manual follow-up is a critical bar-
rier to ensuring that appropriate imaging or clini-
cal follow-up occurs. The World Alliance of Pa-
tient Safety, a part of the World Health Organi-
zation, recently identified poor test results fol-
low-up as one of the major processes contrib-
uting to unsafe patient care1.  

There are many potential failure points when 
communicating and following up on important 
radiologic findings and recommendations: (1) 
Critical findings and follow-up recommendations 
not explicitly highlighted by radiologists: Alt-
hough radiologists describe important incidental 
observations in reports, they may or may not 
phone an ordering physician. If these recommen-
dations “fall through the cracks” patients may 
present months later with advanced disease (e.g., 
metastatic cancer). (2) Patient mobility: When 
patients move between services in healthcare 
facilities, there is increased risk during “hand-
offs” of problems with test result follow-up and 
continuity of care (Callen et al., 2011). (3) Heavy 
workload of providers: Physicians and other pro-

                                                
1 World Alliance for Patient Safety. Summary of the Evidence on 
Patient Safety: Implications for Research. Geneva: World Health 
Organization, 2008. Accessed: 3.13.2015. Available at: 
http://gawande.com/documents/WHOGuidelinesforSafeSurgery.pdf 

50



viders have to deal with a deluge of test results. 
A survey of 262 physicians at 15 internal medi-
cine practices found that physicians spend on 
average 74 minutes per clinical day managing 
test results, and 83% of physicians reported at 
least one delay in reviewing test results in the 
previous two months (Holden et al., 2004). How-
ever, it is vital that these results, particularly if 
they are unexpected, are not lost to follow-up. In 
patients who have an unexpected finding on a 
chest radiograph, approximately 16% will even-
tually be diagnosed with a malignant neoplasm 
(Poon et al., 2004).  

These examples indicate an opportunity to de-
velop a systematic approach to augmenting exist-
ing channels of clinical information for prevent-
ing delays in diagnosis. The goals of our research 
are to: (1) define clinically important recommen-
dations in the context of radiology reports and 
(2) create a large-scale radiology report corpus 
annotated with recommendation information. 
The corpus will be used to build an automated 
system that will extract recommendation infor-
mation so that reports can be flagged visually 
and electronically.  

2 Related Work 

Identifying follow-up recommendation infor-
mation in radiology reports has been previously 
studied by other researchers. Dreyer et al. pro-
cessed 1059 radiology reports with Lexicon Me-

diated Entropy Reduction (LEXIMER) to identi-
fy the reports that include clinically important 
findings and recommendations for subsequent 
action (Dreyer et al., 2005). The same research 
group performed a similar analysis on a database 
of radiology reports covering the years 1995-
2004 (Dang et al., 2008). From that database, 
they randomly selected 120 reports with and 
without recommendations. Two radiologists in-
dependently classified those selected reports ac-
cording to the presence of recommendation, 
time-frame, and imaging-technique suggested for 
follow-up examination. These reports were ana-
lyzed by an NLP system first for classification 
into two categories: reports with recommenda-
tions and reports without recommendations. The 
reports with recommendations were then classi-
fied into those with imaging recommendations 
and those with non-imaging recommendations. 
The recommended time frames were identified 
and normalized into a number of days. The au-
thors reported 100% accuracy in identifying re-
ports with and without recommendations. In 88 
reports with recommendation, they reported 
0.945 precision in identifying temporal phrases, 
and 0.932 in identifying recommended imaging 
tests. In a follow-up study, the authors analyzed 
the rate of recommendations by performing a 
statistical analysis on 5.9 million examinations 
(Sistrom et al., 2009). In all three papers, they 
reported high overall performance values; how-
ever, the authors presented their text processing 
approach as a black box without providing nec-

 
Figure 1: Example radiology report with follow-up recommendation 
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essary information required to replicate their 
methods.  

3 Follow-up Recommendations in Radi-
ology Reports 

In this research, we define a follow-up recom-
mendation as a statement made by the radiologist 
in a given radiology report to advise the referring 
clinician to further evaluate an imaging finding 
by either other tests or further imaging. Figure 1 
presents a radiology report with such a follow-up 
recommendation (Line 24: Incidental 6-mm left 
lung nodule. Follow-up chest CT is recommend-
ed in 6 months). 

Under the supervision of a radiologist and an 
internal medicine specialist, we analyzed a small 
set of radiology reports with different modalities 
and grouped the follow-up recommendations 
under the following four non-overlapping cate-
gories.   

Category 1: Non-contingent clinically im-
portant recommendation: An advisory state-
ment that could result in mortality or significant 
morbidity if appropriate clinical assessment, di-
agnostic or therapeutic follow-up steps are not 
followed.  
Case example: Incidental lung mass suspicious 
for malignancy on a trauma CT of the abdomen.  
Follow-up recommendation example: CT chest is 
recommended to further evaluate the lung mass.  

Category 2: Contingent clinically important 
recommendation: Similar to (a), but the state-
ment is conditional on the presence of a clinical 
condition. 
Case example:  Adrenal mass identified on a CT 
of the abdomen and pelvis for appendicitis.  
Follow-up recommendation example: If the pa-
tient has a history of malignancy, consider bio-
chemical testing and an adrenal mass protocol 
CT for further evaluation.   

Category 3: Clinically important recommen-
dation likely reported: Similar to (a) and (b), 
but considered to be unlikely not to be reported 
in communication between radiologist and clini-
cian.  
Case example: A distal radius fracture was iden-
tified on a previous week's x-ray of patient’s 
hand. A follow-up x-ray of the hand is requested 
to rule out possible additional scaphoid fracture.  
Follow-up recommendation example: L distal 
radius fracture x 1 week, please also follow-up to 

rule out scaphoid fracture compared with last 
week's x-rays.  

Category 4: Clinically unimportant recom-
mendation: An advisory statement that is unlike-
ly to result in mortality or significant morbidity if 
appropriate clinical assessment, diagnostic or 
therapeutic follow-up steps are not followed, 
and/or a low probability that the recommendation 
would be overlooked.   
Case example: Following trauma, a radiograph 
demonstrates a probable non-displaced fracture 
of the mid ulna. 
Follow-up recommendation example: Consider 
an MRI of the forearm if diagnostic certainty is 
desired.  

To capture the main attributes of follow-up rec-
ommendations, we created a simple template 
with three entities; reason for recommendation 
(e.g., incidental 6-mm left lung nodule), recom-
mended test (e.g., chest CT), and time-frame 
(e.g., in 6 months). We use the follow-up rec-
ommendation categories and template to anno-
tate a large scale radiology corpus that will be 
explained in the following sections.  

4 Corpora for Follow-up Recommenda-
tions 

4.1 Pilot Corpus 

Dataset: In previous work, we created a corpus 
of radiology reports composed of 800 de-
identified radiology reports extracted from the 
radiology information system of our institution 
(Yetisgen-Yildiz et al., 2013). The reports repre-
sented a mixture of imaging modalities, includ-
ing radiography computer tomography (CT), ul-
trasound, and magnetic resonance imaging 
(MRI). The distribution of the reports across im-
aging modalities is listed in Table 1. 

Imaging modality Frequency 
Computer tomography 486 
Radiograph 259 
Magnetic resonance imaging 45 
Ultrasound  10 
Total 800 

Table 1: Distribution of reports in pilot corpus. 

Annotation Guidelines: We annotated this da-
taset prior to defining different categories of fol-
low-up recommendations. In this annotation task, 
we asked the annotators simply to highlight the 
boundaries of sentences that include any follow-
up recommendation.   
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Annotation Process: Two annotators, one radiol-
ogist and one internal medicine specialist, went 
through each of the 800 reports and marked the 
sentences that contained follow-up recommenda-
tions. Out of 18,748 sentences in 800 reports, the 
radiologist annotated 118 sentences and the cli-
nician annotated 114 sentences as recommenda-
tion. They agreed on 113 of the sentences anno-
tated as recommendation. The inter-rater agree-
ment was 0.974 F-score.   

4.2 Multi-institutional Radiology Corpus 

We extended our pilot dataset of 800 reports with 
a much larger set of 745,058 radiology reports 
from three different institutions including 
University of Washington Medical Center, 
Harborview Medical Center, and Seattle Cancer 
Care Alliance. The corpus covers the full range 
of imaging modalities, including radiographs, 
computed tomography, ultrasound, and magnetic 
resonance imaging (Table 2).  

Imaging modality Frequency 
Computed Radiography 413,889 
Computed Tomography 146,181 

    Digital Fluoroscopy 12 
Digital Radiography 1,626 
Magnetic Resonance Imaging 52,127 
Nuclear Medicine 12,895 
Portable Radiography 6,166 
Portable Radiography 4,121 
Fluoroscopy 27,239 
Ultrasound 68,999 
Angio-Interventional 11,803 
Total 745,058 

Table 2: Distribution of reports in multi-institutional 
radiology corpus. 

We excluded the Mammography modality, 
which was comprised of 37,754 reports because 
a specific follow-up and alert system was already 
in place.  

Annotation Guidelines: We designed the annota-
tion task to operate on two levels; sentence level 
and entity level. At the sentence level, the anno-
tators mark the boundaries of recommendation 
sentences and label each marked sentence with 
one of the four recommendation categories: (1) 
non-contingent clinically important recommen-
dation, (2) contingent clinically important rec-
ommendation, (3) clinically important recom-
mendation likely reported, and (4) clinically un-
important recommendation. At the entity level, 
the annotators mark the three attributes of rec-
ommendation information presented in the 

marked sentences: (1) reason for follow-up rec-
ommendation, (2) recommended follow-up test, 
and (3) time-frame for follow-up test.  

Annotation Process:  Because manual annotation 
is a time-consuming and labor-intensive process, 
we could annotate only a small portion of our 
large radiology corpus. The percentage of reports 
that include recommendation sentences is quite 
low—about 15% at our institution. To increase 
the number of reports with recommendations in 
the annotated set, rather than randomly sampling, 
we built a high recall (0.90), low precision (0.35) 
classifier trained on the pilot dataset described in 
section 4.1. The details of this baseline classifier 
can be found in our prior publication (Yetisgen-
Yildiz et al., 2013). We ran our baseline classifi-
er on un-annotated reports and only sampled re-
ports for manual annotation from the reports our 
classifier identified as positive for follow-up rec-
ommendations. Because the classifier was high 
recall but low precision, it identified many false 
positives. The filtering of reports using a classifi-
er reduced the number of reports our human an-
notators needed to review, expediting the annota-
tion process.  

At the sentence level, one radiologist and one 
neurologist review the classifier-selected reports 
with system generated follow-up recommenda-
tion sentences highlighted. The annotators cor-
rect the system generated sentences and/or high-
light new sentences if needed. They associate 
each highlighted sentence with one of the four 
types described in Section 3.  

At the entity level, one neurologist and one med-
ical school student annotate the entities (reason 
for recommendation, recommended test, and 
time frame) in reports annotated in a previous 
stage at the sentence level with follow-up rec-
ommendations.  

Inter-annotator Agreement Levels: At the sen-
tence level, we measured the inter-annotator 
agreement on a set of 50 reports featuring at least 
one system-generated recommendation identified 
by our high recall classifier from a randomly se-
lected collection of one thousand reports. Our 
annotation process required annotators to re-label 
all sentences that were initially identified by the 
system as a recommendation with the four type-
specific labels described in Section 3. They could 
label the sentence as Incorrect if they believed 
the system had wrongly identified a recommen-
dation sentence and they could also label a new 
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recommendation sentence if they believed it had 
not been identified correctly by the system. The 
inter-rater agreement levels were kappa 0.43 and 
0.59 F1 score. To resolve the disagreements, we 
scheduled multiple meetings. One of our obser-
vations during those meetings was that none of 
the new recommendation sentences introduced 
by either annotator were identified by the other. 
In our review, both annotators agreed that the 
majority of the new recommendations the other 
introduced were correct. We adjusted our annota-
tion guidelines to add rules to help decide if and 
when a new sentence should be identified as a 
recommendation.  

At the entity level, agreement levels were 0.78 
F1 for reason, 0.88 F1 for test, and 0.84 F1 for 
time frame.  

Our annotation process is on-going. The annota-
tors completed the annotation of 567 radiology 
reports using updated guidelines based on the 
inter-annotator agreement stage. They highlight-
ed 265 sentences as category 1, 90 sentences as 
category 2, 222 sentences as category 3, and 160 
sentences as category 4. At the entity level, for 
225 recommendation sentences, the annotators 
highlighted 207 text spans as reason, 314 text 
spans as test, and 71 text spans as time-frame. 

5 Conclusion 
In this paper, we described our efforts in creating 
a large scale radiology corpus annotated for fol-
low-up recommendations. We are in the process 
of building a text processing system based on our 
current annotated corpus.  
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Abstract

Health campaigns that aim to raise aware-
ness and subsequently raise funds for re-
search and treatment are commonplace.
While many local campaigns exist, very
few attract the attention of a global au-
dience. One of those global campaigns
is Movember, an annual campaign dur-
ing the month of November, that is di-
rected at men’s health with special foci
on cancer & mental health. Health cam-
paigns routinely use social media portals
to capture people’s attention. Recently, re-
searchers began to consider to what ex-
tent social media is effective in raising the
awareness of health campaigns. In this pa-
per we expand on those works by conduct-
ing an investigation across four different
countries, while not only restricting our-
selves to the impact on awareness but also
on fund-raising. To that end, we analyze
the 2013 Movember Twitter campaigns
in Canada, Australia, the United Kingdom
and the United States.

1 Introduction

The rise of social media portals — and thus ac-
cess to vast amounts of user-generated data —
has not gone unnoticed within the health care do-
main. Existing works have, amongst others, ex-
ploited social media data to track and predict the
spread of diseases (Achrekar et al., 2011; Culotta,
2010; Chew and Eysenbach, 2010; Diaz-Aviles
and Stewart, 2012), to analyse the effects of drug
interactions (Segura-Bedmar et al., 2014), and to
examine trends for cardiac arrest and resuscitation
communication (Bosley et al., 2013).

Social media portals have also been employed
to distribute health information on diseases and
treatment options. In (Scanfeld et al., 2010; Vance

et al., 2009), for instance, it has been shown that
effective dissemination of such information can be
achieved through Twitter and YouTube. At the
same time though, Moorhead et al. (2013) argue
that social health communication research is still
in its infancy and large gaps in our understanding
remain.

While the usage of social media for health
campaigns is ever-growing, very few works have
considered how effective these campaigns are in
achieving their goals. While Thackeray et al.
(2013) and Bravo and Hoffman-Goetz (2015) in-
vestigated the change of people’s awareness dur-
ing social media health campaigns, to our knowl-
edge no research so far has considered the second
goal of many health campaigns — raising funds
for research and treatment.

In this paper, we contribute to closing this gap,
(1) by conducting an awareness-based large-scale
analysis across several countries, and (2) by inves-
tigating the extent to which a global social-media
based health campaign is successful in terms of
fund-raising. We investigate the particular use
case of Movember, an annual health campaign
conducted (amongst others) through social me-
dia channels that has two goals1: (1) to gather
“funding for the Movember Foundation’s men’s
health programs”, and, (2) to start “conversa-
tions about men’s health”. In both cases, the
main foci are on various types of cancer that typ-
ically occur in men and on men’s mental health.
Movember is a world-wide campaign that aims
to raise funds through a number of social activ-
ities, chief among them the growing of a mous-
tache in the month of November. Although a
global event, the Movember campaigns are lo-
calized; each participating country runs its own
campaign. In our analysis we focus on the four
English-language local campaigns that yield the

1Source: http://us.movember.com/en/about/
vision-goals
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most donations via Twitter: the United States, the
United Kingdom, Canada, and Australia2. Glob-
ally, Movember can be considered a success, as
in 2013 alone (the year we investigate) funds in ex-
cess of 123 million AU$ were raised world-wide3.

In our work we investigate whether social me-
dia activities can explain the success of the cam-
paign (both in terms of raising awareness and
financially) by correlating Twitter usage with
Movember website visits and received donations.
We chose Twitter as our social media channel of
choice, due to its popularity and ubiquitous na-
ture in the English-speaking world. We investi-
gate the differences and similarities between the
Movember Twitter campaigns running in differ-
ent countries, and aim analyze to what extent those
factors can explain awareness and fund-raising
metrics.

In the remainder of this paper we first discuss
previous findings concerning social media-based
health campaigns (§2), before introducing the re-
search hypotheses we focus on in this work and
the necessary data sources (§3). Our results are
discussed in §4. Lastly, we outline potential av-
enues for future work in §5.

2 Health Campaigns & Social Media

In this section we provide an overview of exist-
ing health campaign research across social media
channels. Almost all research conducted in this
area investigates the social media portal Twitter.
An overview of the employed data in past works
is presented in Table 1.

Thackeray et al. (2013) analyzed the impact
of the Breast Cancer Awareness month (an inter-
national campaign held annually in October) on
Twitter users. They focused on engagement met-
rics and found that tweets discussing breast cancer
issues spiked dramatically in the beginning of Oc-
tober but quickly tapered off. In terms of topical
aspects, organizations and celebrities posted more
often than individuals about fundraisers, early de-
tection and diagnoses, while individuals focused
more on wearing pink4. Similarly, a topic analy-
sis was conducted by Bravo and Hoffman-Goetz
(2015) on the 2013 Canadian Movember cam-
paign. The authors categorized 4,222 sampled

2Note that these four countries are also in the overall top-
five countries in terms of donations.

3Source: http://us.movember.com/about/
annual-report

4A pink ribbon is the symbol of the campaign.

tweets related to the campaign into four different
categories (health information, campaign, partic-
ipation and opinion). Due to the small number
of identified health information tweets in the sam-
ple (considered to be the main signal of increased
awareness), the authors concluded that the goal of
raising awareness has not been met.
Lovejoy et al. (2012) investigated how non-profit
organizations use Twitter by analyzing more than
70 different organizations, among them 19 health
care organizations, along various basic aspects in-
cluding the number of followers, tweets, retweets,
etc. Importantly, the authors found that most orga-
nizations use Twitter as a one-way communication
channel instead of making full use of its poten-
tial and multi-way communication. Smitko (2012)
developed two theories, of how non-profit orga-
nizations can build and strengthen their relation-
ships with donors on Twitter: the Social Network
Theory (SNT) and the Social-Judgement Theory
(SJT). According to SNT, organizations need to
strengthen their network of trust by engaging more
with their followers while in SJT, organizations
need to tailor the content of their tweets to match
the interest of their followers. Due to the small-
scale nature of the empirical analysis (based on
300 tweets), we consider it an open question to
what extent those theories hold.
While to our knowledge, no existing work has con-
sidered the financial success of health campaigns,
we note that Sylvester et al. (2014) studied the
relationship between social media activities (on
Twitter and news streams) and donations to a large
non-profit organization during hurricane Irene, a
tropical cyclone that hit the US in 2011. A spatial
analysis revealed that donors living in states af-
fected by Irene donated more than donors in non-
affected states.

To summarize, past works have shown that (i)
various types of social media users behave differ-
ently during health campaigns (celebrities vs. indi-
viduals vs. organizations), and (ii) sufficient con-
tent related to health campaigns is created on Twit-
ter. What we are lacking is a large-scale analysis
of the impact these social media health campaigns
have across countries and on fund-raising.

3 Tweets & Donations of Movember

One goal of our work is to establish whether we
can explain donations the local Movember cam-
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Article Campaign/Event Data Processing Main Result(s)

(Bravo and
Hoffman-
Goetz,
2015)

- Movember
- Nov. 2013
- Canada

22.3K tweets contain-
ing #Movember and lo-
cated in Canada (user-
profile based)

Content anal-
ysis

Tweets discussing health topics are signif-
icantly outnumbered by tweets discussing
non-health topics.

(Sylvester
et al., 2014)

- Hurricane Irene
- Aug./Sep/ 2011
- United States

- 22K geotagged tweets
containing keywords
related to Irene
- 10K mobile donations
- 28K Web donations

Spatial and
temporal
analysis

- The number of tweets correlate positively
with the number of Web donations.
- Mobile donations are mostly caused by the
relief agency’s text message solicitation
- Users directly affected by the hurricane
display greater social media activity and do-
nate more often

(Thackeray
et al., 2013)

- Breast Cancer
Awareness
- Sep.-Dec. 2012
- N/A

1.3M tweets contain-
ing breast cancer re-
lated keywords

Content anal-
ysis

- Tweets spiked dramatically the first few
days of the campaign.
- Organizations & celebrities emphasized
fund-raisers, early detection, and diag-
noses; individuals focused on wearing pink.

(Lovejoy et
al., 2012)

- 73 non-profit or-
ganizations
- Nov.-Dec. 2009
- United States

4.6K tweets posted by
organizations

User catego-
rization

Organizations use Twitter mostly as one-
way communication channel

(Smitko,
2012)

- 2 health care
non-profit & 1
for-profit organi-
zations
- 12 hours on
Feb. 8, 2011
- Canada

300 tweets either
posted by the organi-
zations or mentioning
them

Content anal-
ysis

Categorized the style of communication
into two types: Social Network Theory and
Social Judgment Theory

Table 1: Overview of data sets employed in previous work.

paigns received through Twitter5. We are thus
conducting an exploratory analysis on two distinct
data sources:

Twitter Corpus TwMov: This corpus contains
all tweets6 published during the month of Novem-
ber 2013 that contain the keyword Movember
— 1,113,534 tweets in total, posted by 688,488
unique Twitter users across the world. Twenty-one
local Movember campaign accounts are active,
such as @MovemberUK, @MovemberAUS and
@MovemberCA. To enable a country-by-country
analysis, we estimated the country each tweet was
sent from, according to the machine learning ap-
proach described by Van der Veen et al. (2015). In
this manner, we were able to label all tweets in our
data set with the (likely) country of origin. The ap-
proach has been shown to have a country-level ac-
curacy above 80%, a level we consider sufficiently
high for our purposes. In total, tweets from 125
different countries were found. The geographic
distribution of these tweets is presented in Figure
1, normalized with respect to each country’s pop-

5Defined as donations received from users that clicked on
a donation link on Twitter.

6Twitter provided access to their firehose for this study.

ulation, to allow a comparison across countries. It
is evident, that the Movember campaign is most
popular in North America, Australia and Europe.
Most activity (relative to the population) is gener-
ated by Twitter users in the UK, followed by those
in Canada. Thus, the four countries we focus our
analysis on are not only among the most active in
terms of fund-raising, but also among the most ac-
tive in terms of Movember-related Twitter usage.

Movember data: The Movember website vis-
itor and donation data we gathered from 2013 is
restricted to those visitors and donations the in-
dividual national Movember campaigns received
through Twitter. Overall, in 2013, 357,400 AU$
were donated through Twitter, spread over 21 na-
tional campaigns (though donations were received
from 179 countries in total). Thus, only 2.9% of
all 2013 donations were received through Twitter.
This is a limiting factor to our work, but at the
same time allows us to be certain that all of our
Movember website visitors and donors were ex-
posed to Twitter activities related to Movember.
Our data set has a single day resolution with all
of the following information being available for
each individual national campaign website: (1) the
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Figure 1: Geo-spatial distribution of all tweets in TwMov. We normalized the number of tweets origi-
nating in each country by each country’s population.

number of visitors, (2) the number of returning
visitors, (3)-(4) the number of financial transac-
tions from new and returning visitors, and, (5)-(6)
the number of total revenue generated from new
and returning visitors. Note that this data does not
contain information identifying individual users, it
is an aggregate — per day — of all user activities
on each Movember campaign website. For the
four national campaigns investigated in this work,
the visitors and donations are listed in Table 3.

As already indicated, Movember is a social
event, members of the campaign are called Mo
Bros (men) and Mo Sistas (women). Every mem-
ber can register on the Movember website and
collect donations through that site (localized per
country). Mo Bros & Mo Sistas can join to form
teams and fund-raise together. While growing
a moustache is the most common activity, Mo
Bros/Mo Sistas can also use alternative social ac-
tivities for fund-raising. At the end of the one-
month campaign cycle, the teams and individuals
raising the most donations within their country re-
ceive awards and prices.

3.1 Research Hypotheses
Based on our research goal, we developed three
research hypotheses:

H1: The more well-known Twitter users (celebrities
and organizations) support a Movember cam-
paign, the more awareness and funds the cam-
paign will raise.

H2: Movember campaigns that emphasize the social
and fun aspect of the campaign, engage the users
better and thus will raise more awareness and
funds.

H3: Movember campaigns that focus on health topics,

raise more awareness to the campaign and thus
will raise more funds.

H2 and H3 are competing hypotheses, as prior
works have not offered conclusive evidence to em-
phasize one direction (health vs. social) over an-
other.

3.2 From Hypotheses to Measurements
Having presented the research hypotheses that
guide our work, we now describe how to empir-
ically measure to what extent they hold.

Based on the Movember data set, we can di-
rectly measure the impact on donations. At the
same time though, we cannot directly measure
awareness; we chose to approximate this metric
by the number of visitors the Movember website
receives.

To examine H1 we require a definition for
what constitutes a well-known Twitter user (a
“celebrity”). We start with the definition posed
by Thackeray et al. (2013), according to which
celebrities have more than fUSA = 100, 000 fol-
lowers and are verified by Twitter. As this def-
inition was derived for tweets originating in the
United States, we normalize fCountry according
to the country’s population and remove the re-
quirement of being verified. Specifically, for the
remaining three countries we employ the follow-
ing cutoffs: fCanada = 11, 000, fUK = 20, 000,
and fAustralia = 7, 000.

To investigate the impact of health (related)
organizations on Twitter, we define health or-
ganizations as those Twitter accounts with more
than 5, 000 followers and at least one of the fol-
lowing keywords in their Twitter profile (an ap-
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proach borrowed from (Thackeray et al., 2013)):
{cancer, health, pharmacy, pharmaceutical, cam-
paign, government, firm, company, companies,
news, group, society, committee, volunteer, we, of-
ficial, marketing, promotions and forum).}. The
overlap between both types of users (well-known
vs. organizations) is between 2.2% (US) and
30.7% (Australia).

3.2.1 Manual Annotation Efforts
Hypotheses H2 and H3 require a content anal-
ysis of the Twitter messages. For this purpose,
one of the authors manually annotated 2,000 ran-
domly drawn English-language tweets (with 500
tweets each drawn from the UK, Canada, the
United States and Australia) from TwMov into
several categories, inspired by the work of Bravo
and Hoffman-Goetz (2015). We distinguish five
main categories: health, campaign, participation,
social and other, with each one (except other)
containing between two and three sub-categories
(e.g. health tweets are further categorized as can-
cer, general and mental). Overall, we distinguish
12 different categories/sub-categories. Tweets can
belong to multiple categories or sub-categories;
tweets that are not found to belong to any of the
first four categories are classified as other. An
overview of the categories and the resulting anno-
tations (including examples of categorized tweets)
is shown in Table 2. Across all countries, we find
the social aspect to be the most pronounced in our
sample — 51% of the sampled tweets are catego-
rized as such. Less than 5% of the tweets men-
tion health issues and even more strikingly, the
second pillar of Movember’s campaign (mental
health) is almost completely absent in our sample.
These results are largely in line with Bravo and
Hoffman-Goetz (2015)’s findings for the Cana-
dian Movember campaign, where cancer-related
tweets were found in only 0.6% of the sample.
This manual annotation effort does not only serve
as a confirmation of (Bravo and Hoffman-Goetz,
2015), it also shows that these findings hold across
countries.

3.2.2 Automatic Classification
Due to the small number of manually anno-
tated tweets in the individual sub-categories, we
decided to automatically classify all tweets of
TwMov according to the most opposing ends of
the spectrum: health vs. social. This was done
separately for each country. Concretely, we aim to

classify each tweet into one of four categories: (1)
health, (2) social, (3) health & social or (4) other.
In order to add robustness to the classifier, we use
the insights gained during the manual annotation
process to enlarge our training set by automati-
cally selecting additional positive training tweets.
For the health classifier, tweets containing one of
the following key phrases were used: {prostate,
testicular, cancer, mental, health}. Similarly, for
the social classifier, we relied on tweets contain-
ing at least one of: {gala, party, event, contest,
competition, stach, handlebar, facial hair, shave,
instagram, twitter.*photo.} as positive training
data. Recall, that all tweets in our corpus con-
tain the term Movember by definition, thus ensur-
ing topicality. Overall, in this manner we labelled
406, 709 tweets across all countries, consisting of
120, 601 health tweets and 286, 108 social tweets.
A total of 35, 489 tweets were identified as being
both social and health-related. These simple rules
have thus allowed us to categorize 36.5% of all
tweets in TwMov; the remaining 63.5% of tweets
are categorized according to our classifier output.

We train separate classifiers for each country.
We randomly draw 5,000 labelled health (social)
tweets as positive training examples of the health
(social) classifier. We draw the same amount of
non-health (non-social) tweets as negative training
examples for balanced training8. We performed
basic data cleaning steps, removing stopwords
(which in this case includes the term “Movem-
ber”) and employing stemming. As classification
algorithm we selected Naı̈ve Bayes with terms as
features9. We classified the tweets in TwMov to
zero, one or both categories (health/social) de-
pending on the confidence threshold of the indi-
vidual classifier (a tweet classified with confidence
≥ 0.5 is assigned to the classifier’s category).

4 Results

To determine the influence on the number of do-
nations and visitors, we correlate (using Pearson’s
correlation coefficient r) the Twitter-based metrics
(e.g. number of tweets) with the donation and vis-
itor data from the Movember data set on a day-
by-day basis for the month of November.

8Note that using all already labelled tweets as positive
training examples is not possible, as in effect nearly all re-
maining tweets would act as negative training examples in a
balanced training setup.

9We employed the WEKA toolkit: http://www.cs.
waikato.ac.nz/ml/weka/
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Canada United States United Kingdom Australia

health:cancer 21 16 18 20
East Devon District Council working to raise awareness of male cancers and support cancer research!
uk.movember.com/team/1242769 via @movemberuk
health:general 41 88 45 40
This month, BeTheBoss.ca will be participating in Movember to raise money for medical research, help
those living... fb.me/M4FmLKff
health:mental 3 2 0 1
Trott you are a legend. Help support all men going through mental health sturggles. Support my mo!
#Movember mobro.co/mrdixon
%health overall 13.0% 21.2% 12.6% 12.2%

campaign:value 41 69 71 36
I’ve enlisted in #Movember to change the face of men’s health. Donate & join the good fight mo-
bro.co/Perthpotter
campaign:news 25 18 13 14
Indian man unsure what the Movember fuss is all about panarabiaenquirer.com/wordpress/indi
campaign:status 28 46 58 24
10 ’Mo’ days of Movember to go
%campaign overall 18.8% 26.6% 28.4% 14.8%

participation:support 127 155 96 82
My Wonderful Husband is growing a #Mo for #Movember! Please donate big so I’m living with a hairy
man for a reason! mobro.co/mrcaseytalbot
participation:report 20 32 27 14
Thank You. So far, $535 has been raised for my Mo in Movember. Great result but there is still time to
donate - mobro.co/tonylapila
%participation overall 29.4% 37.4% 24.6% 19.2%

social:moustaches 182 202 202 217
RT @itsWillyFerrell: With great mustache, comes great responsibility. #NoShaveNovember #Movember
social:service/goods 31 13 30 30
Making mustache chocolate cookies in preparation for my #movember kickoff at work on Monday.
#yum!
social:events 38 35 19 14
RT @SurreyTavern1: Come to our End of #Movember #MoParty - facebook.com/events/
1681280 - great fun and for a good cause! #LiveMusic #Norwich
%social overall 50.4% 50.0% 50.2% 52.2%

other 91 77 118 76
happy #Movember

Table 2: Overview of the manual annotation results. For each country, 500 tweets are sampled and
categorized. For each sub-category, an example tweet from our corpus is shown.

Donation (AU$7) Transactions Users/Visitors Population

Canada 91,741 2,054 43,720 35 M
United States 79,828 1,847 76,257 321 M
United Kingdom 75,124 4,397 95,867 65 M
Australia 13,170 583 11,194 24 M

in total 284,897 8,955 229,745 —

Table 3: Overview of the 2013 Movember campaign donations received through Twitter. The final
column lists each country’s population (in millions).

Hypothesis H1: To investigate H1, we corre-
late the number of Movember tweets by well-
known Twitter users on a given day with the do-
nations/visitors to the Movember campaign web-
site on a per-country basis. The results are shown
in Table 4. While the visitors correlate to a sig-
nificant degree with several tweet-based measures
for the United Kingdom and Australia, we do

not observe significant correlations for visitors in
Canada or the US. Organizations have a similar
impact to Twitter celebrities (normalized by coun-
try) in terms of drawing visitors to the Movember
website. Contrary to our intuition, we do not
observe any significant correlations between the
daily number of donations and Twitter activities.
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Canada United States United Kingdom Australia

Total number (#) of tweets 81,614 298,720 565,503 24,558

#Tweets by well-known Twitter users 179 1,445 662 39
rdonations -0.02 0.13 0.35 0.30
rvisitors 0.13 0.23 0.36 0.37†
#fCountry normalized tweets 2,056 1,445 6,167 2,158
rdonations -0.05 0.13 0.19 0.56‡
rvisitors 0.22 0.23 0.58‡ 0.68‡
#Organizational tweets 17,535 50,131 78,174 5,222
rdonations -0.04 0.10 0.14 0.47‡
rvisitors 0.27 0.33 0.56‡ 0.77‡

Table 4: Overview of the number of TwMov tweets across the month of November 2013 as well as
their correlation (day-by-day) with the number of daily donations and daily visitors to each country’s
Movember website. The thresholds for statistical significance (for N = 30 days) are † r = 0.37
(p < 0.05) and ‡ r = 0.47 (p < 0.01) respectively.

Hypotheses H2 & H3 In Table 5 we present
the impact social and health topics have on
Movember donations and visitors. The results
are similar to the previous experiment: we observe
significant correlations only with Movember vis-
itor data; Australia & United Kingdom exhibit
moderate to strong correlations while for Canada
& the US the correlations are weak to non-
significant. Considering the influence of health
vs. social we find that social tweets exhibit a
stronger correlation with visitor data than health
tweets across all countries — this in fact is the
only experiment where statistically significant re-
sults are observed across all four countries.

Further Insights In Figure 2 we visualize
the relationship between the number of visi-
tors/donations and the number of health/social
tweets in the form of scatter plots. While the vis-
itor data shows few outliers (corresponding to the
first & last day of the campaign) and has a clear
linear trend, the donation plot is evidently non-
linear without a clear pattern emerging.

Finally, in Figure 3, we plot — exemplary for
the United Kingdom — the overall trends in the
number of tweets, the number of Movember vis-
itors and the number of Movember donations be-
tween the end of October 2013 and early Decem-
ber 2013. We observe that over time, the over-
all tweet volume declines slightly (apart from the
final day of the campaign), while the number of
visitors and the number of donations are in a re-
verse relationship: the number of visitors steadily
declines over the month of the campaign while the
number of donations steadily increases. Twitter

activity related to Movember quickly ceases to
exist after the end of November.
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Figure 3: Daily trends in the United Kingdom:
overview of the number of tweets, visitors, and
number of donations. The timeline starts on Oc-
tober 27, 2013 (10/27) and ends on December 8,
2013 (12/08).

5 Conclusions

In this paper, we investigated the impact of differ-
ent social media strategies on a health campaign’s
ability to raise awareness and attract funds. We in-
vestigated the specific use case of Movember, a
global campaign which enjoys widespread popu-
larity in many countries. We focused our analyses
on the four most active English-language countries
of the Movember campaign.

Our findings partially corroborate previous
findings on raising awareness, especially those
in (Bravo and Hoffman-Goetz, 2015), while ex-
panding on them across several dimensions, most
importantly the number of countries investigated
and the size of the investigated social media
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Figure 2: Scatter plots of the daily number of health / social tweets and the daily number of visitors /
donations shown exemplary for the United Kingdom and the United States.

Canada United States United Kingdom Australia

#English tweets 78,382 287,479 515,605 24,189
rdonations -0.09 0.05 0.09 0.32
rvisitors 0.24 0.30 0.56‡ 0.80‡
#Classified as health tweets 13,360 58,283 96,000 5,014
rdonations -0.09 0.06 0.07 0.30
rvisitors 0.21 0.30 0.55‡ 0.75‡
#Classified as social tweets 28,594 124,954 149,226 13,010
rdonations -0.13 0.11 -0.02 0.08
rvisitors 0.38† 0.43† 0.68‡ 0.83‡

Table 5: Overview of the number of tweets classified according to their health and/or social intent as well
as their correlation (day-by-day) with Movember donation and visitor data. The thresholds for statistical
significance (for N = 30 days) are † r = 0.37 (p < 0.05) and ‡ r = 0.47 (p < 0.01) respectively.

sample. We find that across countries Twitter
users mostly focus on the social aspect of the
Movember campaign, with relatively few tweets
focusing on the health aspect of Movember. Ad-
ditionally, those users that do mention health-
related issues, often use generic statements, in-
stead of focusing on the two specific health issues
that Movember aims to address (cancer and men-
tal health). Surprisingly, the mental health aspect
of Movember is virtually not discussed at all.

To explore the impact of social media strategies
on awareness and fund-raising, we analysed the
relationship between Movember website visitor
& donation data and Twitter activities. We found
significant correlations between Movember visi-
tors and the Movember-related activities of well-
known Twitter users. We also found clear ev-
idence that social tweets have a higher impact
on visitors than health tweets. While the ob-
served correlations were moderate to strong for
the United Kingdom and Australia, we only found

weak to non-significant correlations for Canada
and the United States. Across all countries, we did
not find significant correlations between donations
and Twitter activities.

Based on these findings, we plan to investigate
on a more fine-grained and semantic level in what
aspects the Twitter-based Movember activities
differ between Australia/UK and Canada/US. We
will also consider a temporal analysis of the dona-
tion/visitor data, comparing trends across several
years of Movember donation data and Twitter ac-
tivities. We also intend to incorporate more fine-
grained information about the Twitter users in our
analyses, such as their motivations to participate
in the campaign (Nguyen et al., 2015).
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Abstract

This paper describes a machine learning-
based approach that uses word embedding
features to recognize drug names from
biomedical texts. As a starting point,
we developed a baseline system based on
Conditional Random Field (CRF) trained
with standard features used in current
Named Entity Recognition (NER) sys-
tems. Then, the system was extended to
incorporate new features, such as word
vectors and word clusters generated by
the Word2Vec tool and a lexicon feature
from the DINTO ontology. We trained the
Word2vec tool over two different corpus:
Wikipedia and MedLine. Our main goal
is to study the effectiveness of using word
embeddings as features to improve perfor-
mance on our baseline system, as well as
to analyze whether the DINTO ontology
could be a valuable complementary data
source integrated in a machine learning
NER system. To evaluate our approach
and compare it with previous work, we
conducted a series of experiments on the
dataset of SemEval-2013 Task 9.1 Drug
Name Recognition.

1 Introduction

The automatic recognition of biomedical entities
from scientific texts can markedly reduce the time
that experts spend populating biomedical knowl-
edge bases and annotating papers and patents. Fur-
thermore, Named Entity Recognition (NER) is
a crucial component for many Natural Language
Processing (NLP) systems such as relation extrac-
tion, text classification or sentiment analysis sys-
tems, among many others.

Conditional Random Fields (CRF) often show
best results in the recognition of drugs and chem-

ical names (Krallinger et al., 2015a; Segura Bed-
mar et al., 2013). So far the most popular fea-
tures for CRF-based NER systems concern syn-
tactic and semantic properties of words (such as
tokens, part-of-speech (POS) tags, lemmas, ortho-
graphic and lexicon features, among others). In
this work, we develop a system based on a CRF
to recognize drug mentions occurring in the DDI
corpus (Herrero-Zazo et al., 2013)1. It consists
of two different datasets: DDI-DrugBank (792
texts selected from the DrugBank database) and
DDI-MedLine (233 MedLine abstracts on the sub-
ject of DDIs). This corpus will allow us to com-
pare our system to the participating systems in the
SemEval-2013 Task 9.1 DrugNER Task.

One of the goals of this paper is to study
whether the DINTO ontology2 (Herrero Zazo,
2015) can provide valuable information for this
task. As far as we know, DINTO is the first on-
tology providing a comprehensive and accurate
representation of drug-drug interactions (DDI)
knowledge. The DINTO ontology contains a to-
tal of 25,809 classes, in particular 8,786 drugs and
11,555 DDIs. Several domain resources such as
the CheBI ontology (Degtyarenko et al., 2008), the
DrugBank database (Wishart et al., 2006) or the
OAE ontology (He et al., 2014) have been reused
to create DINTO. Furthermore, it was designed to
be used by the computer science community work-
ing on the DDI domain. A detailed description
of the DINTO ontology can be found in Herrero-
Zazo’s PhD thesis (Herrero Zazo, 2015).

As the main contribution, this work explores the
effectiveness of new features for the Drug NER
task, in particular, word clusters and word vec-
tors generated using the Word2Vec tool (Mikolov
et al., 2013a), a word embedding model based on a
neural network (NN). We hypothesize that the use

1http://labda.inf.uc3m.es/ddicorpus
2http://www.obofoundry.org/cgi-

bin/detail.cgi?id=DINTO

64



of word embedding features would allow us to ac-
curately detect even those drugs that are not in the
training set or in the DINTO ontology. A word
embedding is a function to map words to high-
dimensional vectors. At present, NN is one of the
most used learning techniques for generating word
embeddings (Mikolov et al., 2013b). The essen-
tial assumption of word embedding is that seman-
tically close words will have similar vectors. Word
embeddings have shown promising results in NLP
tasks, such as named entity recognition, sentiment
analysis or parsing (Turian et al., 2010; Socher et
al., 2013a; Socher et al., 2013b). However, to the
best of our knowledge, this technique has hardly
ever been exploited in drug name recognition (Liu
et al., 2015).

In fact, our work is the first to explore the word
embedding potential using the whole word2vec
vector for drug name recognition. In contrast to
(Liu et al., 2015), we also train the word em-
bedding features (word clusters and word vec-
tors) using the latest wikipedia dump3, which con-
tains more than 3 billion words, as well as the
2013 release of MedLine4, which they used for
genereting their word representations. This re-
lease contains approximately one million words,
being thus much smaller than the Wikipedia col-
lection. While MedLine is a biomedical literature
database, Wikipedia covers many different do-
mains of knowledge. However, we believe that the
larger the dataset used for training the Word2Vec
models, the better word embeddings should be ob-
tained. Thus, we would like to compare the effec-
tiveness of word embeddings features trained on a
specific domain corpus, such as MedLine, to those
trained on a larger collection, such as Wikipedia.

Another key difference of our work with (Liu
et al., 2015) is that while they only gave results
for the whole DDI corpus, we analyze and dis-
cuss the effect of the DINTO and word2vec fea-
tures on each one of the datasets: DDI-DrugBank
and DDI-MedLine. This analysis is necessary in
order to know what features are more efficient on
each dataset. MedLine abstracts are very different
from DrugBank texts. While abstracts are mainly
addressed to scientists in life sciences, texts from
DDI-DrugBank are written in a language under-
standable to patients.

The paper is organized as follows. In the

3http://dumps.wikimedia.org/
4http://www.nlm.nih.gov/databases/journal.html

next section, we introduce the two main shared
tasks for drug name recognition task organized so
far: the BioCreative IV ChemdNER task and the
drugNER subtask of the SemEval-2013 DDIEx-
traction challenge. Section 3 describes the datasets
used and the experiments performed. The experi-
mental results are presented and discussed in Sec-
tion 4. We conclude in Section 5 with a sum-
mary of our findings and some directions for fu-
ture work.

2 State of the art

2.1 CHEMDNER task

The BioCreative IV CHEMDNER (Chemical
compound and drug name recognition) task was
devoted to NER focusing on detecting chemical
entity mentions. Twenty-six teams participated in
this task and as a result a corpus containing 10,000
PubMed abstracts annotated with 84,355 chem-
istry and chemical entity mentions was generated
(Krallinger et al., 2015b). An overview of the task
as well as of the main relevant characteristics of
participating systems is given in (Krallinger et al.,
2015a).

Participating systems used three approaches to
recognize chemical entity mentions: (a) super-
vised machine learning techniques (used by 17
systems). CRF was the most used technique fol-
lowed by Support Vector Machines (SVM) and
logistic regression. These systems used different
types of features: word level features (such as
ngrams, numerical items and digits, word length,
part-of-speech, among others), lookup features ex-
tracted from dictionaries and gazetteers and docu-
ment features (for example, coocurrences of men-
tions); (b) rule-based approaches are used in two
systems in the form of lexical patterns that imple-
ments the IUPAC nomenclature guidelines to de-
tect formulas or specific sequences of compounds
(this strategy requires a high understanding of
chemical naming standards as well as annotation
guidelines) and (c) dictionary-based approaches
are integrated in four systems where domain-
specific resources (such as CheBI5, PubChem6 or
DrugBank7) and gazetteers are expanded with lex-
ical variations to improve recall scores taking into
account that a post-processing task of removing
and pruning lexical entries is required. Only three

5https://www.ebi.ac.uk/chebi/
6https://pubchem.ncbi.nlm.nih.gov
7http://www.drugbank.ca
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systems tried a hybrid approach combining ma-
chine learning and rule-based strategies. Analyz-
ing the runs submitted by participating teams, it is
important to highlight that the top ranked system
(Leaman et al., 2015) (87,39% of F-score) imple-
mented a hybrid approach that combines a CRF
model, a set of patterns to identify special types of
mentions and gazetteers. This score is very close
to the inter human annotator agreement (IAA) in
this task (91%).

2.2 SemEval-2013 DrugNER task

The DDIExtraction Shared Task 2013 (Se-
gura Bedmar et al., 2013; Segura-Bedmar et al.,
2014) is the second edition of the DDIExtraction
Shared Task series, a community-wide effort to
promote the implementation and comparative as-
sessment of NLP techniques in the field of the
Pharmacovigilance domain. To attain this aim,
two main tasks were proposed: the recognition of
pharmacological substances (DrugNER task) and
the detection and classification of drug-drug inter-
actions (DDI task) from biomedical texts. Four
types of pharmacological substances were defined:
drug (generic drug names), brand (branded drug
names), group (drug group names) and drug-n (ac-
tive substances not approved for human use). The
results of the participating systems were evaluated
according to four evaluation criteria: strict (which
demands exact boundary and entity type match-
ing), exact (which only demans exact boundary
matching), partial (which only demands partial
boundary matching) and type (which demands
partial boundary and entity type matching).

A total of 6 teams participated in the DrugNER
subtask. The reader can find the full ranking in-
formation in (Segura Bedmar et al., 2013). In
general, the results on the DDI-DrugBank dataset
were much better than those obtained on the DDI-
MedLine dataset. While DDI-DrugBank texts fo-
cus on the description of drugs and their interac-
tions, the main topic of DDI-MedLine texts would
not necessarily be on DDIs. Coupled with this, it
is not always trivial to distinguish between sub-
stances that should be classified as pharmacolog-
ical substances and those that should not. This
is due to the ambiguity of some pharmacological
terms. For example, insulin is a hormone pro-
duced by the pancreas, but can also be synthe-
sized in the laboratory and used as drug to treat
insulin-dependent diabetes mellitus. The partici-

pating systems should be able to determine if the
text is describing a substance originated within the
organism or, on the contrary, it describes a process
in which the substance is used for a specific pur-
pose and thus should be identified as pharmaco-
logical substance.

The best results were achieved by the WBI team
(Rocktäschel et al., 2013) with a CRF algorithm.
The system employed a domain-independent fea-
ture set along with features generated from the
output of ChemSpot (Rocktäschel et al., 2012), an
existing chemical named entity recognition tool,
as well as a collection of domain-specific re-
sources. Its model was trained on the training
dataset as well as on entities of the test dataset
for the DDI task. In the detection subtask (which
only requires exact boundary matching), this sys-
tem achieved an F1 of 90% on the DDI-DrugBank
dataset and an F1 of 78% on DDI-MedLine. As
expected, the results of the classification subtask
(strict evaluation) were worse, showing an F1 of
87.8% on DDI-DrugBank and 58.1% on DDI-
MedLine.

3 Method

This section describes the datasets and settings
used in our experiments.

3.1 Datasets

The major contribution of DDIExtraction was to
provide a benchmark corpus, the DDI corpus.
The corpus was manually annotated with a total
of 18,502 pharmacological substances and 5,028
DDIs. It consists of two different datasets: DDI-
DrugBank (792 texts selected from the DrugBank
database) and DDI-MedLine (233 MedLine ab-
stracts on the subject of DDIs). A detailed descrip-
tion of the DDI corpus can be found in (Herrero-
Zazo et al., 2013).

The corpus was split in order to build the
datasets for the training and evaluation of the dif-
ferent participating systems. Approximately 77%
of the DDI corpus documents were randomly se-
lected for the training dataset and the remaining
was used for the test dataset. The training dataset
is the same for both subtasks since it contains en-
tity and DDI annotations. The test dataset for
the DrugNER task was formed by discarding doc-
uments which contained DDI annotations. En-
tity annotations were removed from this dataset
to be used by participants. The remaining docu-
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ments (that is, those containing some interactions)
were used to create the test dataset for the DDI
task. Since entity annotations are not removed
from these documents, the test dataset for the DDI
task can also be used as additional training data for
the DrugNER task.

Table1 shows the basic statistics on the training
and test datasets for the DrugNER task.

3.2 Experiments
As it stated in the previous section, most success-
ful approaches for drug name recognition have
used machine learning algorithms such as CRFs
trained with linguistic features (tokens, lemmas or
POS tags, among others) and semantic features
from domain resources such as ontologies or dic-
tionaries. Encouraged by the good results of the
CRF-based methods, we propose a system based
on CRF and also explore word embedding fea-
tures provided by the Word2vec tool. In particular,
we used a python binding8 to CRFsuite (Okazaki,
2007).

CRF performs the NER task as a classification
task on each token, determining whether it is an
entity or not. To represent the class of each to-
ken, we used the BIO tagging scheme. According
to this scheme, each token is tagged as either be-
ginning entity token (B), inside entity token (I) or
outside token (O). For the detection subtask (ex-
act criterion), we only considered three classes:
B-ENTITY, I-ENTITY and O. However, since we
had to classify four different types (drug, brand,
group and drug-n), we used nine different classes
for the classification task.

As a first stage, we developed a baseline sys-
tem using a CRF algorithm in which each token is
represented with the following features:

• The context window of three tokens to its
right and to its left in the sentence. The con-
text window also includes the current token.

• POS tags and lemmas in the context window
are also considered.

• An orthography feature which can take the
following values: upperInitial (the token be-
gins with an uppercase letter and the rest are
lowercase), allCaps (all its letters are upper-
case), lowerCase (all its letters are lowercase)
and mixedCaps (the token contains any mix-
ture of upper and lowercase letters).

8http://python-crfsuite.readthedocs.org/en/latest/

• A feature representing the type of token:
word, number, symbol or punctuation.

As one of our goals is to study the contribution
of DINTO in the task, in a second stage, we also
considered a binary feature that indicated whether
the current token was found in the DINTO ontol-
ogy.

Figure 1 shows a pipeline of GATE components
used to process the texts and to obtain the feature
set used to train the CRF model. There are five
main processing modules: sentence splitter, tok-
enizer, POS tagger, morphological analyzer and
the Gate onto root gazetteer, which links text to
the DINTO ontology. The ontology is processed
to produce a flexible gazetteer taking into account
alternative morphological forms of the instances
of the ontology.

The main hypothesis of this work is that the in-
corporating of word embeddings as features into a
CRF model could help to recognize unseen or very
rare drug mentions in the training set. Thus, we
train word embeddings using the Word2vec tool.
Word2vec only requires a large corpus of sen-
tences as input dataset in order to generate word
vectors by training a NN language model. The NN
model is able to learn from the different contexts
in which a word appears and then to compute its
representation as a vector. In this study, Word2Vec
tool was trained on two different corpora. As first
option, we used the latest wikipedia dump9, which
contains more than 3 billion words. Then, we used
the Word2Vec model trained on Wikipedia to ob-
tain the word vectors for all tokens in the DDI cor-
pus.

Based on distributional hypothesis (Harris,
1954), similar words will have similar vectors be-
cause they occur in similar contexts. The word
vector for the current token was considered as a
new feature into an our CRF system. We tried
with different dimensions of vectors (50, 100 and
200) (see Table 3). It should be noted that these
word representations could be very valuable input,
not only for named entity recognition, but also in
many other NLP tasks (POS tagging, word name
disambiguation, lexical simplification, etc).

Another important advantage of the Word2vec
tool is that contains a utility to compute word clus-
ters using a k-means clustering algorithm. Thus,
we also used word cluster as a new feature to rep-
resent the current token in our CRF-based system.

9http://dumps.wikimedia.org/
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Training + Test for DDI task Test for DrugNER task

D
D

I-
D

ru
gB

an
k documents 730 54

sentences 6648 145
drug 9715 180
group 3832 65
brand 1770 53
drug n 124 5

D
D

I-
M

ed
L

in
e documents 175 58

sentences 1627 520
drug 1574 171
group 234 90
brand 36 6
drug n 520 115

Table 1: Statistics on the training and test dataset for the DrugNER task.

Figure 1: System architecture and pipelines for CRF machine learning-based Drug NER.
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Word clusters represent words at a higher level ab-
straction that may help to recognize even those
drug mentions that are not observed in the train-
ing set. We performed experiments for different
values of k in the k-means (50, 150 and 500). All
experiments are summarized in Table 2.

4 Evaluation

Table 3 shows the results for the different set-
tings studied for the detection subtask (exact crite-
rion) and for the classification subtask (strict crite-
rion). The scores correspond to the micro-average
values, which were calculated with regarding all
classes (B- and I-) of each corresponding subtask.

The following subsections present and discuss
the results for each dataset: DDI-DrugBank and
DDI-MedLine.

4.1 Results on DDI-DrugBank

4.1.1 Detection subtask
The use of a lexicon feature from DINTO achieved
an increase in both precision and recall (and con-
sequently, an improvement of 1% in F1 score).

The results suggest that Word2vec features
can potentially lead to improved detection per-
formance. In general, the use of word clus-
ters showed a significant increase in recall values
(from 84% to 89%), and hence a gain of 3% in
F1. However, word clusters did not seem signif-
icantly to alter overall precision values. As ex-
pected, word cluster is an effective feature to im-
prove the coverage of the system.

Our initial hypothesis was that Word2vec fea-
tures trained on MedLine should provide better
results because these texts are focused on the
biomedical domain, however the results demon-
strated that word clusters from Wikipedia, in gen-
eral, had a better performance than those from
MedLine. This may be due to the size of the
Wikipedia corpus is significantly larger than the
release of Medline used in this work. Therefore,
Wikipedia is the best option to train our Word2Vec
models in our current settings, though Wikipedia
cover a vast array of subjects, not necessarily re-
lated to the biomedical domain.

Word cluster features trained on MedLine al-
ways seem to provide the same scores, that is,
there is no difference between to use a clus-
ter which was calculated using k=50, k=150 or
k=500. Word clusters trained on Wikipedia pro-
duced better results when the number of clusters

is larger. More experiments are necessary to con-
firm or deny these results. In general, word clus-
ters performed better than word vectors.

To sum up, the results suggest that word clusters
are the most influential features for the detection
subtask, achieving an improvement of 4% in recall
over the baseline system.

4.1.2 Classification subtask
Regarding the results of the classification task on
the DDI-DrugBank dataset, the use of Word2vec
features did not necessarily give better results than
the baseline system and might even be worse (see
Table 3). The best F1 (75%) was obtained by
five different strategies (see Table 3): baseline,
word clusters (k=50) on Wikipedia, word clus-
ters (k=50, k=500) on MedLine and word vectors
(d=50) on MedLine.

Similarly, DINTO did not overcome the base-
line system yet. Therefore, while the experiments
on the detection task show that the use of DINTO
and Word2vec features could help to improve the
performance, this positive effect does not seem to
be present for the classification task.

4.2 Results on DDI-MedLine

4.2.1 Detection subtask
The use of DINTO led to an increase in precision,
achieving 10% over the baseline system, and an
increase of 3% in recall. Thus, F1-score went up
from 61% to 66%.

Word cluster features generated from Wikipedia
provided a significant improvement of 6% in re-
call, but with worse precision than the combina-
tion of baseline with DINTO. As was the case
on DDI-DrugBank, lower improvements were ob-
tained by the word clusters trained on MedLine.
Moreover, word clusters seemed to perform better
than word vectors. On the other hand, word vec-
tors trained on MedLine showed precision values
very close to those obtained by the baseline system
with DINTO.

4.2.2 Classification subtask
Contrary to the evaluation on the DDI-DrugBank
dataset, the use of DINTO increased the base-
line precision by 8% and the baseline recall by
3%. Therefore, DINTO provide valuable informa-
tion for the classification of drug entities in scien-
tific texts. This may be due to DINTO incorpo-
rates information from several resources such as
the ChEBI ontology, the DrugBank database and
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the ATC classification system10 (a drug classifica-
tion system developed by WHO). Word clusters
(k=500) achieved the best performance by increas-
ing the recall (by 7%) and thus the F1 accordingly.
However, word vectors do not seem to provide an
improvement over the results achieved by DINTO.

Although our system does not provide better
performance than the WBI system, the use of the
DINTO feature show a significant improvement by
9% in precision over the WBI system, but with a
sharp reduction in recall.

5 Conclusion

The main contribution of this paper is the incor-
poration of word embedding features into a CRF-
based NER system for drug entities. In addition,
we explore if the DINTO ontology can be a valu-
able resource for the task.

The results suggest that DINTO can lead to im-
prove the performance over the detection subtask.
Therefore, we can confirm that the DINTO ontol-
ogy is a useful resource for the drug name recogni-
tion task from scientific texts. For this reason, we
intend to continue studying on how to better use
DINTO in order to increase the performance of the
task. Moreover, we believe that the inclusion of
additional semantic features from biomedical re-
sources (such as DrugBank, CheBI, ChemIDPlus,
the ATC classification system, Drugs@FD 11, etc)
are essential in order to improve performance for
the classification subtask.

As we foresaw in the initial hypothesis,
Word2vec features achieve a marked improvement
in recall for the detection task. Word cluster fea-
tures trained on Wikipedia seem to provide the
most satisfactory results. More experiments are
necessary to determine the optimum number of
clusters for the task. Although in general our re-
sults are not better than those achieved by the top
system in the DrugNER task, we strongly believe
the use of word embeddings for this task is worth
further research.

Our experiments conducted on the DDI corpus
allow us to compare our approach with the par-
ticipating systems of the DrugNER task in the
SemEval-2013 DDIExtraction challenge. In gen-
eral, our system does not perform better than the
top system (WBI) in this shared task. However,
the results for the classification task on the DDI-

10http://www.whocc.no/atc/structure and principles/
11http://www.accessdata.fda.gov/scripts/cder/drugsatfda/

MedLine dataset show that DINTO could be a
valuable resource to improve precision.

The WBI system provided an F1 of 87.8% on
DDI-DrugBank (which is very close to the IAA
(0.91)), but performed worse on the DDI-MedLine
dataset (showing an F1 of 58.1%). It stands to rea-
son that this system could have already reached the
maximum threshold results for the DDI-DrugBank
dataset. On the other hand, there is much room for
improvement on the DDI-MedLine dataset. The
results reported in (Liu et al., 2015) are better
than those provided by the WBI system. However,
since the authors only provide results for the whole
DDI corpus, we cannot know the performance of
their system on each dataset and whether their sys-
tem is able to overcome the WBI system on the
DDI-MedLine dataset.

In future work, we will first train the Word2vec
tool using a large set of MedLine abstracts. It
could provide better results than those obtained
from the Word2vec model trained on Wikipedia.
Since MedLine is a biomedical literature database,
Medline abstracts should provide better word rep-
resentations for drug entities than those obtained
from Wikipedia articles. We also plan to extend
the experimentation to the ChemdNER corpus in
order to compare our approach to the participating
systems of the BioCreative IV CHEMDNER task.
We also intend to carry out an error analysis to de-
termine the main causes for wrong detection and
classification.

Furthermore, we will still explore additional
word embedding features for the drugNER task.
In particular, we plan to generate vectors to rep-
resent, not only words, but also phrases because
many biomedical concepts are multiwords. Addi-
tionally, the parameters of CRF algorithm will be
fine-tuned through cross-validation on the training
set for improving the classification results on the
test set.

Finally, we would like to investigate the con-
tribution of word embeddings for the relation ex-
traction task, especially, the extraction of DDIs.
We will also explore how the DINTO ontology
can be used to improve the DDI extraction task.
We strongly believe that this ontology could be a
valuable resource for the research on Biomedical
Information Extraction and would like to encour-
age the research community to use the DINTO on-
tology, which is available for research purposes at
https://code.google.com/p/dinto/.
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and Michael Ashburner. 2008. Chebi: a database
and ontology for chemical entities of biological in-
terest. Nucleic acids research, 36(suppl 1):D344–
D350.

Zellig S Harris. 1954. Distributional structure. Word.

Yongqun He, Sirarat Sarntivijai, Yu Lin, Zuoshuang
Xiang, Abra Guo, Shelley Zhang, Desikan Jagan-
nathan, Luca Toldo, Cui Tao, and Barry Smith.
2014. Oae: the ontology of adverse events. J
Biomed Semantics, 5:29.

Marı́a Herrero-Zazo, Isabel Segura-Bedmar, Paloma
Martı́nez, and Thierry Declerck. 2013. The DDI
corpus: An annotated corpus with pharmacological
substances and drug-drug interactions. Journal of
Biomedical Informatics, 46(5):914–920.

Marı́a Herrero Zazo. 2015. Semantic Resources in
Pharmacovigilance: A Corpus and an Ontology for
Drug-Drug Interactions. Ph.D. thesis, Carlos III
University of Madrid, 5.

Martin Krallinger, Florian Leitner, Obdulia Rabal,
Miguel Vazquez, Julen Oyarzabal, and Alfonso Va-
lencia. 2015a. Chemdner: The drugs and chemical
names extraction challenge. J Cheminform, 7(Suppl
1):S1.

Martin Krallinger, Obdulia Rabal, Florian Leitner,
Miguel Vazquez, David Salgado, Zhiyong Lu,
Robert Leaman, Yanan Lu, Donghong Ji, Daniel M
Lowe, et al. 2015b. The chemdner corpus of chemi-
cals and drugs and its annotation principles. Journal
of cheminformatics, 7(Suppl 1):S2.

Robert Leaman, Chih-Hsuan Wei, and Zhiyong Lu.
2015. tmchem: a high performance approach for
chemical named entity recognition and normaliza-
tion. Journal of cheminformatics, 7(supplement 1).

Shengyu Liu, Buzhou Tang, Qingcai Chen, Xiaolong
Wang, and Xiaoming Fan. 2015. Feature engineer-
ing for drug name recognition in biomedical texts:
Feature conjunction and feature selection. Com-
putational and mathematical methods in medicine,
2015.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey
Dean. 2013a. Efficient estimation of word repre-
sentations in vector space. In ICLR 2013 Workshop
Track.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013b. Distributed represen-
tations of words and phrases and their composition-
ality. In Advances in neural information processing
systems, pages 3111–3119.

Naoaki Okazaki. 2007. Crfsuite: a fast implementa-
tion of conditional random fields (crfs).
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System Feature set
CRF standard feature set
CRFD baseline + DINTO feature
CRFclusterK50Wiki CRFD’s features + word cluster from Word2Vec trained with k=50 on Wikipedia
CRFclusterK50MedLine CRFD’s features + word cluster from Word2Vec trained with k=50 on MedLine
CRFclusterK150Wiki CRFD’s features + word cluster from Word2Vec trained with k=150 on Wikipedia
CRFclusterK150MedLine CRFD’s features + word cluster from Word2Vec trained with k=150 on MedLine
CRFclusterK500Wiki CRFD’s features + word cluster from Word2Vec trained with k=500 on Wikipedia
CRFclusterK50MedLine CRFD’s features + word cluster from Word2Vec trained with k=500 on MedLine
CRFvec50Wiki CRFD’s features + word vectors of dimension 50 from Word2Vec trained on Wikipedia
CRFvec50MedLine CRFD’s features + word vectors of dimension 50 from Word2Vec trained on MedLine
CRFvec100Wiki CRFD’s features + word vectors of dimension 100 from Word2Vec trained on Wikipedia
CRFvec100MedLine CRFD’s features + word vectors of dimension 100 from Word2Vec trained on MedLine
CRFvec200Wiki CRFD’s features + word vectors of dimension 200 from Word2Vec trained on Wikipedia
CRFvec200MedLine CRFD’s features + word vectors of dimension 200 from Word2Vec trained on MedLine

Table 2: List of experiments.

Exact criterion Strict criterion
P R F1 P R F1

D
D

I-
D

ru
gB

an
k

WBI 0.90 0.89 0.90 0.88 0.87 0.87
CRF 0.70 0.85 0.77 0.69 0.82 0.75
CRFD 0.72 0.84 0.77 0.68 0.81 0.74
CRFclusterK50Wiki 0.72 0.89 0.79 0.68 0.83 0.75
CRFclusterK150Wiki 0.73 0.89 0.80 0.68 0.83 0.74
CRFclusterK500Wiki 0.72 0.89 0.80 0.68 0.83 0.74
CRFclusterK50MedLine 0.72 0.86 0.79 0.69 0.82 0.75
CRFclusterK150MedLine 0.72 0.86 0.79 0.68 0.82 0.74
CRFclusterK500MedLine 0.72 0.86 0.79 0.69 0.82 0.75
CRFvec50Wiki 0.71 0.84 0.77 0.69 0.81 0.74
CRFvec100Wiki 0.72 0.84 0.77 0.69 0.81 0.74
CRFvec200Wiki 0.72 0.85 0.78 0.68 0.80 0.74
CRFvec50MedLine 0.72 0.84 0.78 0.69 0.82 0.75
CRFvec100MedLine 0.73 0.86 0.79 0.68 0.81 0.74
CRFvec200MedLine 0.73 0.85 0.79 0.68 0.80 0.74

D
D

I-
M

ed
L

in
e

WBI 0.81 0.74 0.77 0.61 0.56 0.58
CRF 0.69 0.54 0.61 0.62 0.44 0.52
CRFD 0.79 0.57 0.66 0.70 0.47 0.56
CRFclusterK50Wiki 0.74 0.63 0.68 0.66 0.48 0.56
CRFclusterK150Wiki 0.73 0.63 0.68 0.67 0.49 0.57
CRFclusterK500Wiki 0.72 0.64 0.68 0.65 0.51 0.57
CRFclusterK50MedLine 0.74 0.59 0.66 0.64 0.46 0.53
CRFclusterK150MedLine 0.75 0.63 0.68 0.66 0.49 0.56
CRFclusterK500MedLine 0.73 0.62 0.67 0.67 0.49 0.57
CRFvec50Wiki 0.77 0.57 0.66 0.68 0.47 0.56
CRFvec100Wiki 0.78 0.56 0.66 0.66 0.46 0.54
CRFvec200Wiki 0.77 0.57 0.66 0.68 0.46 0.55
CRFvec50MedLine 0.79 0.57 0.66 0.66 0.45 0.54
CRFvec100MedLine 0.81 0.57 0.66 0.69 0.46 0.55
CRFvec200MedLine 0.78 0.57 0.66 0.68 0.46 0.55

Table 3: Experimental results.
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Abstract

National cancer registries collect cancer
related information from multiple sources
and make it available for research. Part of
this information originates from pathology
reports, and in this pre-study the possibil-
ity of a system for automatic extraction
of information from Norwegian pathology
reports is investigated. A set of 40 pathol-
ogy reports describing breast cancer tissue
samples has been used to develop a rule
based system for information extraction.
To validate the performance of this system
its output has been compared to the data
produced by experts doing manual encod-
ing of the same pathology reports. On av-
erage, a precision of 80%, a recall of 98%
and an F-score of 86% has been achieved,
showing that such a system is indeed fea-
sible.

1 Introduction

Cancer is a common cause for death worldwide,
with about 14 million new cases each year (World
Health Organization, 2014). In the Nordic coun-
tries it is mandatory to report each incidence of
cancer to national registries and in Norway, the re-
ported data is handled by the Cancer Registry of
Norway, (Kreftregisteret i Oslo). The registry has
as its main functions to monitor the cancer preva-
lence in Norway by collecting data on all inci-
dences of cancer, and also to make this data avail-
able for research (Ministry of Health and Care Ser-
vices, 2001). In 2013, there were about 30,000
new cases of cancer in Norway, the most common
cancer type for women being breast cancer with
3,220 new cases, and the most common type for
men being prostate cancer with 4,836 new cases
(Cancer Registry of Norway, 2015).

Part of the data that the Cancer Registry of Nor-
way handles originates from pathology reports. A

pathology report is written by a pathologist exam-
ining a tissue sample from a patient with known or
suspected cancer and the report contains a number
of test results, measurements and descriptions of
the sample.

The National Cancer Registry of Norway re-
ceives about 180,000 pathology reports each year
and 25 full time expert coders transfer data from
the free text reports to a database via an XML tem-
plate. The manual encoding of the pathology re-
ports requires special knowledge for each cancer
type and the transferal is a complicated and time
consuming task where the coders have to read and
interpret the content of each report.

There is therefore a need of a system capable
of automatic information extraction. The system
should be able to accurately extract the relevant
fields for each type of cancer.

2 Related research

Several studies have been performed on informa-
tion extraction in the domain of pathology reports
with the aim to structure their contents (Spasic et
al., 2014). Rule based systems and machine learn-
ing systems are both used, and in some cases in
combination. Coden et al. (2009) built a model
called Cancer Disease Knowledge Representation
Model, which has nine classes including anatom-
ical site, histology, and metastatic tumor. Evalua-
tion found that recall was between 76% and 100%
and precision was between 72% and 100% for all
classes except metastatic tumor where both preci-
sion and recall were lower.

Kavuluru et al. (2013) extracted the anatomical
location of neoplasms from pathology reports de-
scribing several types of cancers. They achieved
an average micro F-score of 90% and an average
macro F-score of 72%.

Xu et al. (2004), used the MedLee system to
analyze breast cancer pathology reports and had a
performance for tabular findings of 95.8% sensi-
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tivity (recall) and 95.4% precision. For narrative
text these numbers became lower with 90.6% sen-
sitivity (recall) and 91.6% precision.

Currie et al. (2006), constructed a rule based
system to extract concepts from 5,826 breast can-
cer and 2,838 prostate cancer pathology reports.
The authors obtained around 90-95% accuracy for
most of the 80 extracted fields, using domain ex-
perts for the evaluation.

Ou and Patrick (2014) studied pathology reports
concerning primary cutaneous melanomas. They
used both rule and machine learning based ap-
proaches. Their system was evaluated on 97 re-
ports and they obtained an average F-score of 85%
on identifying 28 different concepts including di-
agnosis, size and laterality and tumor thickness.

Schadow and McDonald (2003), used 275 sur-
gical pathology reports in their experiments. Their
regular expression based parser identified around
90% of the codings correctly.

McCowan et al. (2007), Nguyen et al. (2010)
and Martı́nez et al. (2014) use text mining to per-
form cancer classification according to the TNM-
scale (Tumor Node Metastases) (Wittekind et al.,
2014).

McCowan et al. (2007), trained on 710 pathol-
ogy reports for lung cancer using the SVM algo-
rithm and evaluated on 179 reports. They obtained
an accuracy of 74% for tumor staging and 87% for
node Staging. Nguyen et al. (2010), developed a
rule based staging system for lung cancer using
100 lung cancer pathology reports and evaluated
it on 718 reports. The authors obtained an ac-
curacy of 72%, 78%, and 94% for tumor, node,
and metastases staging, respectively. Martı́nez et
al. (2014), obtained F-scores of 81%, 85%, and
94% for staging tumor, node, and metastases re-
spectively for colorectal cancer pathology reports.
The authors used 200 pathology reports for train-
ing and evaluation.

Although closely related and relevant to this
study, these studies are all performed on pathol-
ogy reports in English; therefore the systems are
not directly applicable to the Norwegian reports.
To the best of our knowledge, only one study of
information extraction from Norwegian pathology
reports exists. Singh et al. (2015) used 25 pathol-
ogy reports related to prostate cancer as input data.
They used SAS Institute software to extract fields
and they report a percentage of correctly extracted
fields of 76% for number of biopsies, 24% for

number of biopsies containing tumor tissue, and
100% for Gleason score. The study focuses on
system development and it is not clear if they di-
vided the data into a development set and a test
set.

3 Material and methods

The Cancer Registry of Norway has selected a set
of 40 pathology reports in XML-format for this
pre-study. The reports have been manually de-
identified by the registry and fields identifying in-
dividual patients have been removed.

The content of a pathology report depends on
the procedure that produced the tissue sample. For
this study the selected report types are mastec-
tomy, where the whole breast is removed, and
breast-conserving surgery, where a smaller piece
is removed. Figure 1 shows an example of a por-
tion of free text from a pathology report. It de-
scribes a tissue sample with invasive ductal carci-
noma and ductal carcinoma in situ, and the mea-
sured margins around both the invasive carcinoma
and the carcinoma in situ. It also mentions the per-
centage of estrogen receptor positive cells, proges-
terone positive cells and the presence of the Ki67
marker.

A program for extracting free text fields and
encoded data fields from the XML-files has been
written, and the input text has been divided into
tokens using a custom program. A token corre-
sponds to a unit of text, which can be a word, a
number or punctuation sign, percentage sign etc.
The number of tokens in the reports is ranging
from 107 to 1,203 tokens with a median of 531 to-
kens. There are 22,670 tokens in total in the input
data.

Input text and corresponding encoding

The pathology reports used in this study consist of
two parts, the free text part written by a pathol-
ogist and the encoding of the same report per-
formed by an expert coder. Each encoded field
and its possible values are described in the inter-
nal requirements defined by the registry (Kreftreg-
isteret, 2014). The requirements do, however, not
say anything about how the pathologists should
write their reports; the input text is therefore not
as well defined as the encoded parts of the reports.

The free text contains both macroscopic and mi-
croscopic descriptions of the tissue sample. The
descriptions can include test results, size measure-
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Mammaresektat (ve. side) med
infiltrerende duktalt karsinom,
histologisk grad 3
Tumordiameter 15 mm
Lavgradig DCIS med utstrekning 4 mm i
kranial retning fra tumor
Frie reseksjonsrender for infiltrerende
tumor (3 mm kranialt)
Lavgradig DCIS under 2 mm fra kraniale
reseksjonsrand

ER: ca 65 % av cellene positive
PGR: negativ
Ki-67: Hot-spot 23% positive celler.
Cold spot 8%. Gjennomsnitt 15%
HER-2: negativ
Tidl. BU 13:

3 sentinelle lymfeknuter uten påviste
patologiske forandringer

Figure 1: Extract from the free text part of an
anonymised breast cancer report in Norwegian,
but the data in the figure is made up and can not
be linked to any individual.

ments, the type of cancer and the possible degree
of hormone receptors. Other reported findings are
pre-cancers and metastases in lymph nodes.

Some of the values are explicitly stated in the
text as for example tumor size in Figure 1 Tumor-
diameter 15 mm (Tumor diameter 15 mm). Other
values are implicit and need to be inferred from
the text.

An example of this is the pT-values. They are
a kind of staging information for tumors, and in
the case of breast cancer the pT-value is based on
the size of the tumor and what tissues the tumor is
growing in (Naume, 2015). The pT value is not ex-
plicitly stated in the text, so the human or machine
encoder needs to evaluate several parts of the text
to determine the value of such a field.

A small portion of values appears in the same
form in the input text as in the encoding, but many
of the values are translated into one of a set of pre-
defined values. For example, estrogen receptors
are reported in numerical values in the text, as in
Figure 1 ER: ca 65 % av cellene positive. This per-
centage value is discretized to one of six possible
values when coded.

In total there can be 83 encoded fields for a sin-
gle report. There are 47 different field types and
18 of the field types can be repeated up to three
times depending on the number of tumors present
in the tissue sample. A majority of the fields are

mandatory to encode, but an option such as not
performed is often available.

The distribution of textual and encoded fields is
presented in Table 1. The implicit type is most
common in the input texts and the discretized type
is most common in the encodings. There is an
average of 5 different values for the discretized
fields.

Encoding type Continuous Discrete True/False Total

Continuous 19% 4% 23%
Discrete 11% 11%
Implicit 17% 30% 47%
Cont./Impl. 19% 19%

Te
xt

ua
lt

yp
e

Total 19% 51% 30% 100%

Table 1: The 47 encoded values sorted by type,
the Cont./Impl. category contains the values that
are present either as continuous or implicit values
in the input texts.

4 A rule based approach for information
extraction

The available pathology reports have been divided
into a development set of 30 reports and a test set
of ten reports. The encoding of the reports has
been used for evaluation and there has not been
any additional manual annotation of the free text.

The developed system is based on the idea that
specific fields are identified by their form and con-
text. There are, for example, a number of fields
in the reports that are reported in the form of per-
centages and it is possible to distinguish them by
looking at characteristic tokens appearing before
and after them.

Each field therefore gets assigned one or more
Regex-style rules and two optional lists containing
sequences of tokens. The first list holds sequences
associated with the field and appearing before it,
and the second contains sequences appearing after
the field. The content of the context lists was cre-
ated by manual inspection of the pathology reports
in the development set.

One example of a field in the reports is the Ki67
hot spot value. It is often explicitly stated in the
text in the form of a percentage. Therefore, the
token % has been put in the after-list, and the to-
ken sequences selected for the before-list were hot
spot, hotspot, hot spotområde, ki - and ki67. A
program was then used to search each sentence in
the data for these tokens and a regular expression
was used to extract any numerical values found be-
tween them.
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An automatic approach for creating the context
lists has also been tested. Each unigram, bigram,
trigram and 4-gram appearing in the development
set was evaluated in three steps; scoring, sorting
and selecting. In the first step the individual n-
gram was scored using F-scores according to its
ability to extract the correct values for an investi-
gated field. In the second step, the n-grams were
sorted in descending order according to this score
and in the final step a set of n-grams were selected.
The selection was performed by taking each n-
gram in order and putting it into the context list.
If the adding of the n-gram increased the total F-
score for the field, the n-gram was kept in the list.

5 Results

The system has been evaluated against the manual
encoding using precision, recall and F-score. The
results are presented in Table 2. The fields Sen-
tinel Nodes and the Axillary Nodes can have two
possible values, performed and not performed.
The field Tumor size is encoded in millimeters and
therefore has many possible values. Ki67 is a pro-
tein indicating the growing rate of tumors and the
two different Ki67 fields are encoded in percent.
The hormone receptors for estrogen and proges-
terone are also reported in percent, but encoded
into five and six different values, respectively. It is
also possible for these values to be encoded as not
stated if they are not present in the reports. The
pT-value can be encoded as 18 different values de-
pending on the size of the tumor, the type of cancer
and where the cancer grows.

Data set Development set Test set
Field P R F P R F
Sentinel Nodes 83 100 91 60 100 75
Axillary Nodes 93 100 97 90 100 95
Tumor Size 77 91 83 78 100 88
Histological grade 96 96 96 100 100 100
Estrogen 77 100 87 70 100 82
Progesterone 83 100 91 70 100 82
Receptors N.R. 93 100 97 90 100 95
HotSpot Ki67 93 100 97 90 100 95
Avg. Ki67 39 100 56 100 75 86
pT 80 100 88 50 100 67
Average all 82 99 88 80 98 86

Table 2: The precision (P), recall (R) and F-score
(F) achieved on the test and development data in
percent. N.R. stands for not reported.

The automatic creation of context lists was
tested on four of the fields, histological grade,

Ki67 hot spot value, Ki67 average value and tu-
mor size; see Table 3. The automatically created
context list for tokens appearing before the Ki67
hot spot value contained hot, ki67, - and hotspot.

Development set Test set
Field P R F P R F
Hist. grade 96 96 96 50 100 67
Tumor size 81 96 88 88 88 88
HotSpot Ki67 93 100 97 90 100 95
Avg. Ki67 39 100 56 100 75 86
Avg. automat. 77 98 84 82 91 84
Avg. manual 76 97 83 92 94 92

Table 3: The achieved precision (P), recall (R) and
F-score (F) in percent when using the automati-
cally created context lists. The last row shows the
average scores on the same four fields when using
the manual approach.

6 Conclusions and Future work

In this pre-study, the possibility a system for ex-
tracting information from pathology reports writ-
ten in Norwegian has been investigated.

A number of different encoding types have been
identified in the data. This suggests the need for
a number of approaches for successful informa-
tion extraction. One main difficulty is to deter-
mine whether a value is actually present in the re-
port, since not all tests are preformed on all tissue
samples. Here, text classification could be imag-
ined as a useful technique. Several of the fields in
the reports are explicitly stated in a limited num-
ber of possible ways. In these cases, a rule based
approach as the one presented here could perform
well. There is also a category of values where the
encoding is more complicated. This is the case
when several parts of the input text needs to be in-
terpreted to find the correct encoding, here differ-
ent machine learning techniques should be investi-
gated. An overview of the future system is shown
in Figure 2.

The manually created context lists gave a better
performance than the automatically created con-
text lists. This can be explained by the fact that
a human can imagine similar contexts to the ones
found in the development data and add those to the
context lists. The automatic creation could, how-
ever, be useful when using more data and when ex-
panding to other types of cancers since it requires
no or little manual inspection of the input texts.

The validity of the presented precision, recall
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Figure 2: The pathology mining system

and F-scores for the information extraction can not
be considered as very high, as too little data has
been used. To make any robust claims about the
performance of a future system, more test data is
needed, and to properly develop the system more
development data is also crucial. Ideally the per-
formance of this system should be compared to an
inter-annotator-agreement measure for the expert
coders. However, the achieved results are promis-
ing and show that this system should be further
developed and that a well functioning system is
feasible.
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Abstract

We present a distributional approach to the
problem of inducing parameters for un-
seen words in probabilistic parsers. Our
KNN-based algorithm uses distributional
similarity over an unlabelled corpus to
match unseen words to the most similar
seen words, and can induce parameters
for those unseen words without retrain-
ing the parser. We apply this to domain
adaptation for three different parsers that
employ fine-grained syntactic categories,
which allows us to focus on modifying the
lexicon, while leaving the structure of the
parser itself intact. We demonstrate up-
lifts for dependency recovery of 2%-6%
on novel vocabulary in biomedical text.

1 Introduction

Parsing is an important component in many NLP
applications. Shallower analyses may allow the
discovery of local relations, but to handle the full
complexity of speech and text requires knowledge
of the hierarchical structures that parsers are de-
signed to uncover. This is particularly true of long
range dependencies such as that between activities
and decreased in the specific synthetic activities
of electrophoretically purified myosin heavy chain
decreased. Such dependencies have proven to be
useful features in many text mining and knowl-
edge extraction applications, for example identify-
ing biomarkers in the biomedical literature (Seoud
and Mabrouk, 2013) or extracting family history
from clinical text (Lewis et al., 2011).

Correctly identifying the dependencies within a
string of words is generally based on finding the
most probable structure over them, and this in turn
requires knowing what sort of relations each word
is likely to enter into. Unfortunately, gold standard
training data, annotated with these syntactic rela-
tions, is generally in short supply. The vocabulary

for which we have explicitly seen examples of the
type of dependencies each word supports is there-
fore typically small and performance on real data
is often degraded in handling out-of-vocabulary
items.

Although the Penn Treebank has been a vital
tool in the development and evaluation of pars-
ing technology, providing a standard dataset for
comparison of parsers, practical application of
these techniques usually requires adaptation to
new domains. Rimell and Clark (2009), for ex-
ample, examine the adaptation of a WSJ-trained
CCG parser to the biomedical domain. The diver-
gence between these two domains, news and biol-
ogy, is manifest in terms of both vocabulary and
also stylistic differences in the prevalence of var-
ious syntactic structures. For example, biomedi-
cal writing eschews personal pronouns and toler-
ates long sequences of noun modifiers, whereas
the style of news articles tends to reverse these
preferences. Rimell and Clark’s (2009) approach
to adapting to these differences is based on retrain-
ing elements of the model using biomedical texts
which have been hand-tagged with gold-standard
tags. While this is undoubtedly effective, achiev-
ing an overall improvement of F-score of over 5%,
it requires a considerable commitment of skilled
resources to manually annotate a substantial cor-
pus with the linguistically correct tags.

Here, we consider a distributional approach to
domain adaptation using the information about
syntactic structure that is implicit in raw text.
We estimate parameters for unseen words using
a KNN approach that matches them to the near-
est seen words and averages over their parameters.
We explore a number of different approaches to
measuring distributional similarity and find that
vectors based on counts of occurrence within
ngram contexts give the best results. Bag-of-word
approaches and neural embeddings, which have
worked well for semantic tasks, do not appear to
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capture the information about syntactic similarity
that this task requires.

Our use of ngram contexts is inspired by psy-
cholinguistic research into the acquisition of syn-
tactic categories. Cartwright and Brent (1997),
for example, consider how children might use a
word’s distribution across a range of templates,
such as 〈the XXX is good〉, to infer its syntactic
properties. They show, in simulations, that such
distributional information can be used to infer
syntactic categories from child-directed speech.
Mintz (2003) analyses distributions over a simpler
type of template, which he calls a frequent frame,
consisting of a pair of common lexical items flank-
ing a word of interest, e.g. 〈you XXX it〉 or
〈the XXX is〉. In addition to showing how such
distributional information can be used to induce
categories, he also discusses the evidence that
adults and children are sensitive to these frames.
Redington et al. (1998) consider even simpler
contexts, based simply on bigram colocations, e.g.
〈the XXX〉. Pinker (Pinker, 1987), on the other
hand, has long contested the possibility of using
such distributional information to acquire valid
grammatical categories, and proposes instead that
grammatical categories are bootstrapped using se-
mantic knowledge.

While the patterns and templates described
above can be used to characterise a word’s be-
haviour in terms of concrete occurrences in spe-
cific contexts, neural networks have recently be-
come popular as a means to create more abstract
representations. In this case, as the network adapts
to the data, representations are learned that em-
bed discrete inputs in a continuous space defined
by its internal states. Researchers have been inter-
ested in the nature of such internal representations
for some time (e.g., Small et al., 1995; Joanisse
and Seidenberg, 1999). However, it has now be-
come practical to induce such embeddings from
large quantities of text and employ them in lin-
guistic applications. For example, Tsuboi (2014)
and Collobert et al. (2011) apply neural represen-
tations to POS tagging, and this suggests that at
least some useful information about the syntax of
unseen words might be gained from this source.

While POS tags can provide a coarse-grained
description of words’ syntactic behaviour, accu-
rate parsing typically requires finer-grained de-
tail. We can distinguish between two approaches,
which may be combined, to specifying this addi-

tional level of detail. The first approach simply
makes use of finer-grained syntactic categories, ei-
ther instead of or in addition to POS tags (Steed-
man, 2000; Klein and Manning, 2003b; Petrov et
al., 2006). These categories can then determine
the missing information about the dependencies a
word will take part in, such as whether a verb is
intransitive or whether it takes prepositional argu-
ments. The second approach instead increases the
granularity of the production rules, by condition-
ing the probabilities on the heads of the phrases
involved (Charniak, 2001; Collins, 2003). In this
way, words are associated with probabilities for
the structure of phrases that they head, determin-
ing, for example, the types of object that a verb
phrase expands into.

Although the two approaches are compatible, a
significant difference makes the former more con-
ducive to our purposes. Enhancing the granular-
ity of the syntactic categories results in a much
richer lexicon containing more information about
how words behave syntactically. In principle, this
should lead to an enlargement of the lexicon hav-
ing a greater impact on performance by itself.
In the latter approach, of lexicalising the produc-
tion rules, expanding the vocabulary of the parser
may be much more complicated, requiring mod-
ifications throughout the model. In contrast our
approach simply adds new entries to the lexicon
without the need to retrain the parser. In fact, our
approach does not even require full sentences and
can be applied to an unlabelled corpus of ngram
counts.

Our KNN approach and the three parsers we
modify are described in Sections 2 and 3 respec-
tively. We then use a biomedical dependency re-
covery task, specified in Section 4, to evaluate the
performance of the modified parsers, as reported
in Section 5.

2 Approach

Our approach is based on the assumption that
words with similar syntactic properties should
have similar distributional characteristics. We
evaluate both neural embeddings and also raw
context frequencies as the basis for measuring
distributional similarity. These context vectors
have components which correspond to occur-
rences within a corpus of raw biomedical text
and we employ both SENNA (Collobert et al.,
2011) and Skip-gram (Mikolov et al., 2013) em-
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beddings. In all cases, we induce parameters for
unseen words by averaging the parameters from
the k nearest neighbours seen in the training data.

2.1 Context Vectors
Distributional similarity is here based on compar-
ing vectors that are constructed from raw context
counts. We considered two approaches to defining
these contexts: ngrams and bags-of-word (BOW).

The ngram approach counts occurrences in
2gram, 3gram and 4gram contexts that are in-
tended to emphasise syntactic - as opposed to se-
mantic - characteristics, following the structure of
templates and frames proposed by e.g. Cartwright
and Brent (1997), Mintz (2003) and Redington et
al. (1998). Thus our 2gram contexts have two
forms that distinguish occurrence on the left from
occurrence on the right: 〈left token XXX〉
and 〈XXX right token〉. The 3gram con-
texts are equivalent to Mintz’s (2003) frequent
frames: 〈left token XXX right token〉. And
the 4gram contexts extend this frame to the right,
mimicking the form of templates described by
Brent (1991) and Cartwright and Brent (1997):
〈left token XXX right token1 right token2〉.

The BOW approach ignores the sequential in-
formation contained in the ngram contexts and re-
lies instead on counts of individual words that oc-
cur anywhere in 5 word-windows each side of a
target word.

In each case, we built distributional vectors us-
ing the most common of these contexts, with vec-
tor components based on a ratio of probabilities.

vi =
p(ci|wt)
p(ci)

=
freqi,t · freqtotal
freqi · freqt (1)

where ci is the ith context, wt is the target word,
freqi,t is the count of the number of times wt oc-
curs in context ci, freqi is the overall count of the
number of times context ci occurs with all words,
freqt is the overall count for wt in all contexts
and freqtotal is the total count for all words in all
contexts. Target words with freqt < 10 were dis-
carded as containing too little useful information.

The distance between two vectors, u and v, was
measured in terms of the city block metric:

dist(u, v) =
∑
i

|ui − vi| (2)

This appeared to work more effectively on
sparse vectors than the more usual cosine metric.

We built these representations on a corpus of 1.2
billion words of titles and abstracts from the Med-
line database.

2.2 SENNA

Collobert et al. (2011) trained a neural net
language model on a snapshot of the English
Wikipedia (≈ 631M words) and published the fea-
ture vectors1 induced for each word in the first
hidden layer of the network. They showed that
these embeddings are useful in enhancing the per-
formance of a number of tasks, including POS tag-
ging and semantic role labelling. Using these rep-
resentations as features, Bansal et al. (2014) ob-
tained improvements in dependency recovery in
the MST Parser (McDonald and Pereira, 2006).

Andreas and Klein (2014) also used these em-
beddings on a number of tasks, including an at-
tempt to expand the vocabulary of the Berkeley
Parser by matching unseen words to the nearest
word already in the lexicon. However, instead
of inducing parameters for the new vocabulary
they simply replaced unseen words with their seen
matches in the input. Unfortunately they did not
find a reliable benefit from this approach.

Like the context vectors described above, the
SENNA representations were derived from large
quantities of raw text and reflect the distributional
behaviour of words in that data. However, un-
like our context vectors, which have components
derived from explicit distributional contexts, the
components of their neural embeddings are ab-
stract dimensions whose values derive from the
optimization of a particular mathematical model.
In this case the form of this model was based
on distinguishing between real 11-word phrases
drawn from the unlabelled corpus and an incorrect
phrase which had the central word replaced with
a randomly chosen item. The model tries to max-
imise the difference between these two phrases in
terms of scores which are a nonlinear function of
the vectors representing the words they contain.

Training involved stochastic gradient ascent op-
timisation of an objective function based on a
ranking criterion for the two phrase scores, and re-
sulted in each word within a 100,000 word vocab-
ulary being assigned a vector representation. The
published embeddings are of dimension 50 and we
measured the similarity of these vectors in terms
of the cosine measure:

1http://ronan.collobert.com/senna/
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dist(u, v) =
u · v
|u||v| (3)

2.3 Skip-gram
Like the SENNA model, the Skip-gram model
(Mikolov et al., 2013) is trained to differentiate
between the correct central word of a phrase and a
random replacement, which they refer to as nega-
tive sampling. Unlike SENNA, however, the Skip-
gram model tries to make this prediction using
only a single one of the surrounding words at a
time and ignores the ordering of those words, i.e.
taking a bag-of-words approach to context.

The published 300-dimensional vectors2 were
trained on 100B words of Google News text using
stochastic gradient ascent, and cover a vocabulary
of 3M words. We also retrained the same 300-
dimensional model on our 1.2 billion word unla-
belled biomedical corpus, giving a vocabulary of
around 1M words. In both cases, we measured
similarity using the cosine metric, Equation 3.

2.4 KNN Parameter Induction
Our approach to inducing parser parameters for
unseen words is a form of k-nearest-neighbor in-
duction.3 Specifically, we constructed parame-
ters for unseen words by finding the most similar
words in the lexicon, using the distributional mea-
sures described above, and then averaging over
their existing parameters in the parsing model. We
did this for each parser, varying the dimensions
of the context vectors, and the number of nearest
neighbours to find the optimal model. To ensure
that the parameters that we average over are well-
estimated and reliable, we only consider words
that appear more than a hundred times in the Penn
Treebank when finding the nearest neighbours.

3 The Parsers

We extend the vocabulary of three parsers, all of
which make use of fine-grained lexical categories.

2https://code.google.com/p/word2vec/
3We also evaluated Support Vector Regression as a means

of inducing parameters, but we found it to be less effective.
Although the characteristics of SVMs do in general make
them powerful modelling tools, this particular task required
us to use one SVM model for every parameter type to be in-
duced (e.g. ≈ 400 CCG categories). In fact, the requirement
to optimise the C and gamma hyper-parameters resulted in
evaluation of about 100 models per parameter (e.g. ≈ 40,000
models). In contrast, the KNN approach induces all the pa-
rameters in one single model, producing a much more con-
strained problem, which probably contributes to its superior
generalisation in this case.

The first of these parsers induces sub-categories
beneath the level of POS-tags during training
while the other two require hand-annotation of the
categories in the training data. In all cases, we
modify the parser merely by inserting new items,
along with their tag parameters, into the lexicon
while leaving the rule probabilities in the rest of
the parser unchanged. Sections 3.1, 3.2 and 3.3
outline these parsers, focusing particularly on the
contents of the lexicon which our methods modify
as decribed in Section 2.

3.1 The Berkeley Parser

While an unlexicalized parser that uses syntactic
categories based solely on the symbols found in
the Penn Treebank will generally perform poorly,
a number of results show that refining these cat-
egories can substantially improve performance.
Klein and Manning (2003b), for example, show
that the performance of an unlexicalised model
can be substantially improved by splitting the ex-
isting symbols down into finer categories. Their
subcategorizations were developed by hand based
on linguistic intuitions and a careful error analy-
sis. The Berkeley Parser4 (Petrov et al., 2006), in
contrast, is based on a method for automatically
finding useful subcategorizations during training
by splitting and merging the original nodes.

The model is an unlexicalized generative PCFG,
but the granularity of the terminal and non-
terminal categories found in training give it a
much greater sensitivity to the syntactic behaviour
of words and phrases than is possible using stan-
dard POS tags. The lexicon specifies each word’s
association to the terminal categories, and the rest
of the parser is entirely unlexicalized. Parsing is
complicated by the large number of syntactic cate-
gories which threaten to make standard techniques
infeasible, due to the size of the search space and
also even just the amount of memory required to
hold the chart. However, the hierarchical structure
resulting from the split-merge process enables a
form of coarse to fine pruning that makes the prob-
lem tractable (Petrov and Klein, 2007). Training
is based on the EM algorithm along with 6 cy-
cles of splitting each symbol into two and remerg-
ing the 50% of sub-symbols carrying the least in-
formation. Output from the Berkeley Parser con-
sists of trees labelled with the original Penn Tree-
bank symbols, and we use the EnglishGrammat-

4https://code.google.com/p/berkeleyparser/
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icalStructure class from the Stanford Parser5 to
convert the trees to Stanford-style dependencies.
Out-of-vocabulary items are handled by a process
that uses orthography and sentence position to es-
timate probabilities for unseen words.

Expanding the lexicon of this model using our
KNN method is complicated by the fact that it
is generative, so that inserting new vocabulary
with non-zero probabilities requires adjusting the
probabilities of everything else in the lexicon to
maintain normalization. Since the parser uses a
cutoff of a word count of 100 or lower to de-
termine whether word given tag probabilities are
smoothed, we assigned all new vocabulary a count
of 101, and partitioned this count according to the
induced tag and sub-tag probabilities. In fact, our
attempts to use KNN to induce probabilities over
the sub-categories below the level of POS tags
were fruitless, producing worse results than the
original model in all experiments. Thus, we re-
sorted to using the KNN approach to induce POS
level probabilities and then basing the lower level
probabilities on a 50-50 interpolation of a general
profile for each POS tag and the probabilities as-
signed by the OOV process.

3.2 C&C

Whereas the Berkeley Parser automatically in-
duces a set of fine-grained categories during train-
ing in an attempt to maximize parsing perfor-
mance, the categories of CCG (Steedman, 2000)
have been linguistically designed to represent the
dependencies that words will support. In particu-
lar, they have a close correspondence to the func-
tional types of lambda calculus representations.
So, for example, an intransitive verb has the CCG
category S\NP , which can be interpreted as iden-
tifying this as a syntactic structure that takes a
noun phrase to its left (represented by \NP ) to
produce a sentence (represented by S). In other
words, it is a function from entities of type NP
to type S. In comparison, a transitive verb has
the type (S\NP )/NP , which describes structure
that takes a noun phrase to its right (/NP ) to pro-
duce a structure equivalent to an intranstive verb
(S\NP ), which is itself a category looking for
an NP to its left to produce a sentence. Thus,
the transitive verb category is a function from two
NP s - one to the right and one to the left - to an
entity of type S.

5http://nlp.stanford.edu/software/lex-parser.shtml

The C&C parser6 (Curran et al., 2007) is a
discriminative parser, which has been trained on
CCGbank (Hockenmaier and Steedman, 2007), a
translation of the Penn Treebank into the CCG for-
malism. Roughly, the parser can be split into three
modules: a POS-tagger, a super-tagger and the
parser itself. The POS-tagger assigns fixed POS
tags to the text to be parsed, based on a window
of five words centred on the word to be tagged.
The super-tagger takes these POS tags and words
as input and, using the same five token window,
passes CCG tags to the parser. The parser in turn
tries to build a derivation from the CCG tags it has
been given, but can request a re-analysis from the
super-tagger if this fails.

Each module uses a log-linear model to predict
which structures, ω, are most likely given the in-
put, S:

p(ω|S) =
e
∑

i λifi(ω)

ZS
(4)

where the fi are a set of features, the λi are feature
weights and ZS is a normalising constant.

Here we only consider modifying the POS-
tagger and super-taggers, and then only to intro-
duce weights connecting a new lexical item with
its corresponding tag. Both taggers make use of
many additional features, for example features re-
lating to the dependency of a tag on the two words
to either side. However, these additional feature
weights do not seem to be effectively estimated by
the approach we consider here. Instead, we focus
on estimating the feature weights that correspond
to the likelihood of a given word taking a particu-
lar tag.

3.3 EasyCCG

EasyCCG7 (Lewis and Steedman, 2014) is another
CCG-based parser that also relies on a log-linear
model, as described by Equation 4, but only within
what is essentially its super-tagger. POS-tagging
is avoided as it represents a bottle-neck within the
C&C parser, with wrongly assigned POS tags be-
ing difficult to recover from. Similarly, the prob-
abilistic model of parse trees is discarded, and in-
stead an A* parser (Klein and Manning, 2003a) is
used to search for the valid CCG derivation that
maximises the probabilities of the categories as-
signed to words in the input. The effectiveness of

6http://svn.ask.it.usyd.edu.au/trac/candc
7http://homepages.inf.ed.ac.uk/s1049478/easyccg.html
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this approach depends both on the constraints im-
posed on derivations by the CCG formalism and
also on the performance of the super-tagger, with
the latter aspect being reliant on the features cho-
sen for this model.

Whereas the features used by the C&C parser
are structures that are explicitly present in the
training data, such as a particular sequence of tags
or a CCG rule that involves particular head and
dependent words, EasyCCG uses low-dimensional
word vectors as features, alongside more tra-
ditional features such as capitalisation and 2-
character suffixes. The CCG category of an input
token is then predicted by a log-linear classifier
using the features in a 7-word window surround-
ing it. The word vectors are initialised using the
50-dimensional embeddings induced by Turian
(2010) on 37 million words of newswire text, and
are further optimised during training on CCGbank.
The use of these word vectors allows EasyCCG
to generalise well to out-of-domain data, both be-
cause embeddings are available for a wider vo-
cabulary than is found in CCGbank and also be-
cause the low dimensionality of the vectors coun-
ters some of the problems of sparsity.

4 Evaluation

We measure the performance of our parsers in
terms of the ability to recover dependencies from
biomedical text. Dependency recovery is not only
a useful component in processing both clinical text
(Lewis et al., 2011; Sohn et al., 2012) and biomed-
ical literature (Seoud and Mabrouk, 2013; Cohen
and Elhadad, 2012; Miyao et al., 2008; Poon and
Vanderwende, 2010; Qian and Zhou, 2012), it also
provides an evaluation metric that is independent
of the particular syntactic formalism employed in
the parser.

BioInfer (Pyysalo et al., 2007b) is a corpus of
about 35,000 words from PUBMED abstracts, an-
notated with grammatical relations using a slight
modification of the Stanford dependencies scheme
(de Marneffe et al., 2006). Our models were tuned
on a development set of 600 sentences and then
evaluated on the remaining 500 sentence test set,
using the same split as Pyysalo et al. (2007a)
and Rimmel and Clark (2009). The vocabulary
in these sentences diverges considerably from that
found in the WSJ, with about 27% of the tokens
being unseen. Of the ≈ 3, 000 unseen word types
found in BioInfer, 92% occur in the unlabelled

Parser Type D k F-Score

Berkeley

original - - 70.67
2gram 200 10 71.37
3gram 50 10 70.55
4gram 2000 5 69.76
BOW 50 5 70.12
SG-bio 300 5 68.44
SENNA 50 10 70.49
SG-news 300 16 70.41

C&C

original - - 76.39
2gram 200 4 77.52
3gram 500 3 77.82
4gram 2000 3 77.61
BOW 50 5 75.95
SG-bio 300 3 76.26
SENNA 50 10 77.02
SG-news 300 1 76.64

EasyCCG

original - - 78.23
2gram 100 7 79.16
3gram 1000 7 78.78
4gram 10000 3 79.02
BOW 10 20 78.11
SG-bio 300 18 76.80
SENNA 50 20 78.65
SG-news 300 10 78.01

Table 1: F-scores for recovery of dependencies on
the BioInfer development set for the best perform-
ing D and k for each type of KNN model.

Medline corpus that we use to induce distribu-
tional representations, and over 80% are assigned
parameters by the KNN method. In contrast, only
about 700 of those unseen words are present in the
SENNA vocabulary, all of which are assigned pa-
rameters.

5 Results

Table 1 compares the performance of the Berke-
ley, C&C and EasyCCG parsers on the BioInfer
development set, after KNN adaptation using var-
ious forms of distributional similarity. The results
for each parser are grouped together with the first
line in each of these groups giving the baseline
F-score achieved on the BioInfer development set
before expanding the vocabulary. Each subsequent
line then corresponds to the best model found for
each type of representation, with columns con-
taining D, the number of dimensions in the distri-
butional vectors, k, the number of nearest neigh-
bours, and lastly the F-Score.
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The types of distributional representation used
in the KNN algorithm are subdivided into those
constructed on our Medline titles and abstracts
and those trained by their authors on other data
sources before being made publicly available.
The former group consist of the ngram contexts
(2gram, 3gram and 4gram), the bag-of-words con-
texts (BOW) and the retrained Skip-gram model
(SG-bio). The downloaded Skip-gram (SG-news)
and SENNA (SENNA) vectors make up the latter
group.

Looking first at the differences between these
approaches to constructing distributional repre-
sentations, it is reasonably clear that within each
parser the worst performing models tend to be
those based on bag-of-words contexts (BOW, SG-
news and SG-bio). Of the neural embedding mod-
els, SENNA gets the best performance, which
we attribute to its preservation of sequential order
in handling context. Surprisingly, the Skip-gram
model retrained on biomedical data (SG-bio) fared
worse than the original (SG-news), due probably
in large part to the fact that the original training
data was almost 100 times larger than our 1.2B
word corpus. The ngram contexts achieved the
best F-Scores fairly consistently for all parsers,
vindicating our appeal to the psycholinguistic re-
search of Cartwright and Brent (1997), Mintz
(2003) and Redington et al. (1998).

Turning now to each parser individually, the
baseline performance of the Berkeley Parser
proved difficult to exceed, with only the 2gram
distributional contexts giving any improvement.
The best model used the 200 most frequent bi-
grams as contexts and averaged over 10 nearest
neighbours to achieve an uplift of only 0.7% in
F-Score. All other types of model resulted in the
Berkeley Parser’s performance degrading. For the
C&C parser, in contrast, most types of represen-
tation, except SG-bio and BOW, achieved an up-
lift. The best model used the 500 most frequent
3gram contexts, and 3 nearest neighbours to in-
fer parameters for unseen words, improving the
F-Score by 1.43%. In comparison, the EasyCCG
models achieve higher F-Scores but show smaller
uplifts. Here, the best model is based on 2grams,
using only 100 such contexts, but requiring 7 near-
est neighbours to raise the F-Score by 0.93%.

The results of applying these best performing
models to the BioInfer test set are given in Table
2. We evaluate performance on both the set of all

F-score
Parser Model All Unseen

Berkeley
original 69.85 52.78
enhanced 70.17 55.98

C&C
original 75.56 63.84
enhanced 77.69 70.28

EasyCCG
original 77.19 71.44
enhanced 78.31 74.15

Table 2: F-scores for recovery of dependencies for
the original models and the best performing KNN
enhanced models on the BioInfer test set.

dependencies and also the subset of dependencies
involving unseen words only. All parsers show an
uplift on both measures, with C&C achieving the
greatest gains: 2.13% over the whole test set and
6.44% on unseen words. The other parsers obtain
smaller uplifts of around 3% on the unseen words
but these OOV improvements are nonetheless sig-
nificant at p < 0.01 on a bootstrap test (Efron and
Tibshirani, 1993) for all parsers. The improve-
ments over the whole test set are diluted by com-
parison, although still positive.

6 Discussion

We have demonstrated a KNN algorithm to esti-
mate parameters for new lexical items that pro-
duces improvements in F-score of up to 6% in
the recovery of dependencies in biomedical text.
These improvements were obtained without hav-
ing to retrain the parsers, based simply on distri-
butional representations constructed on unlabelled
corpora. In fact, since the context vectors compre-
hensively outperformed the neural embeddings,
our approach achieved these gains without hav-
ing to induce a clustering or other model over the
unlabelled corpora and required only counts for
ngrams containing the seen and unseen words. In
principle, this method could be applied on the fly,
as and when the parser encounters new vocabu-
lary. The success of this ngram based approach is
also consistent with psycholinguistic research into
syntactic acquisition (Cartwright and Brent, 1997;
Mintz, 2003; Redington et al., 1998)

We were able to assign parameters to over 80%
of the unseen word types. This introduction of pa-
rameters for new word types into the lexicon was
the only modification made to the parsers, with
the remainder of the models being left unchanged.
When combined with methods that could adapt the
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existing model parameters to the statistics of the
new domain, such as self-training (e.g., Deoskar
et al., 2014), we expect further improvements to
be achievable.

Nonetheless, there were substantial variations
in the strength of the improvement attained, with
the weak performance of the Berkeley Parser be-
ing a notable disappointment. Several differences
could be invoked to explain this shortfall. Firstly,
the Berkeley Parser has a strong OOV process, and
it may just be difficult to beat the estimates it pro-
duces, without seeing gold standard data. Sec-
ondly, it is a generative rather than a discrimina-
tive model, and this complicates the process of
modifying the lexicon with questions of how much
probability mass to give to unseen words and how
to renormalise the lexicon afterwards. Thirdly,
rather than representing a single coherent type of
linguistic information, the categories induced by
the splitting and merging process are just simply
the results of whatever splits happened to give the
most improvement during training. An example of
a subcategory within DT might differentiate defi-
niteness from indefiniteness, while a subcategory
in NNP might separate personal names from place
names. The inhomogeneity in the type of infor-
mation encoded in these subcategories probably
contributed to our being unable to find distribu-
tional information which could be used to induce
useful probabilities for them. Consequently, our
KNN parameter induction worked only at the level
of POS tags for this parser and was therefore less
predictive. Andreas and Klein (2014) also strug-
gled to obtain performance improvements for the
Berkeley Parser using a distributional matching
method. Their problems were also compounded
by using SENNA vectors, which we found to give
weaker benefits than the ngram context approach.

Our method has certain aspects in common with
other approaches to domain adaptation. For exam-
ple, Koo et al. (2008) train a dependency parser
on features deriving from distributional clusters,
with two words having similar cluster features if
they have similar bigram distributions. Thus, these
clusters engender a form of distributional similar-
ity comparable to that used in our KNN algorithm.

KNN algorithms are also commonly used
in Graph-Based Semi-Supervised Learning ap-
proaches (Das and Petrov, 2011; Altun et al.,
2006; Subramanya et al., 2010), with the k-
nearest-neighbour sets determining the edges that

structure the graph. POS tags are then propagated
through the graph from labelled to unlabelled data.
Although similarity in these cases is commonly
being assessed between token sequences, as op-
posed to word types, the features used are similar
to the ngram templates used here and the bigram
distributions used by Koo et al. (2008).

A major difference in our approach is that it
does not require retraining the parser or construct-
ing a full model on the unlabelled data. We simply
copy parameters from words in the existing lex-
icon to unseen words, based on a distributional
measure of similarity. Moreover, we don’t need
to see the entire unlabelled corpus. Instead, we
can estimate parameters for an unseen word based
simply on a set of ngrams centered on it, along
with the corresponding ngrams for the existing
lexicon.

A reasonable direction for future work would
be to develop the way we select the contexts on
which our distributional representations are based.
In particular, it would make sense to exploit the
approach of Brent (1991) and Manning (1993) in
which these contexts have an a priori linguistic as-
sociation with particular syntactic frames, as op-
posed to a merely empirical association deriving
from a k-nearest-neighbour model.
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Abstract

Approaches to determining the factuality
of diagnoses and findings in clinical text
tend to rely on dictionaries of marker
words for uncertainty and negation.
Here, a method for semi-automatically
expanding a dictionary of marker words
using distributional semantics is presented
and evaluated. It is shown that ranking
candidates for inclusion according to
their proximity to cluster centroids of
semantically similar seed words is more
successful than ranking them according to
proximity to each individual seed word.

1 Introduction

Clinical text, i.e., the narrative sections of health
records, has recently received much attention with
regards to automatic detection of uncertainty and
negation (Uzuner et al., 2011; Velupillai, 2012;
Mowery et al., 2014). Methods for automatic
detection of which diagnoses and findings are
mentioned as negated or uncertain typically rely
on a dictionary of marker words, either as a re-
source for rule-based methods or when construct-
ing features for machine learning (Uzuner et al.,
2011). Dictionaries of marker words have previ-
ously been constructed by manual annotation or
by translation of dictionaries from one language to
another (Velupillai et al., 2014). Alternative meth-
ods for automating marker word dictionary con-
struction would, however, be useful since manual
annotation is time-consuming, and translation re-
sults in incomplete dictionaries due to differences
between languages in how negation and uncer-
tainty are expressed. The aim of the present study
was to explore one such possible method for semi-
automatic dictionary expansion: using distribu-
tional semantics to extract possible marker words
from a large unannotated corpus and, more specif-
ically, attempting to obtain improved performance

by applying clustering to the semantic vectors in
the resulting semantic space.

Given a dictionary of known uncertainty and
negation markers to use as seed words, the task
of the system explored here was to rank words not
included in the seed dictionary according to their
suitability as marker words, with the aim of hav-
ing good candidates for inclusion in the dictionary
among the top-ranked words.

An experiment was carried out to determine if
a method whereby words are ranked according to
proximity to the centroids of seed word clusters
outperforms – in the sense of ranking true marker
words higher – a ranking method that instead uses
proximity to each individual seed word. The seed
words are here represented as vectors comprising
word co-occurrence information, created using a
model of distributional semantics called random
indexing.

2 Background

For the English language, there are a number of
large corpora annotated for speculation and nega-
tion: bio-medical corpora (Vincze et al., 2008;
Uzuner et al., 2011), as well as corpora in other
domains (Konstantinova et al., 2012). Systems for
detecting negation and speculation are typically
constructed by training machine learning models
on these corpora (Farkas et al., 2010; Uzuner et
al., 2011). For most other languages, there are,
however, often only smaller annotated corpora or
none at all (Velupillai et al., 2011; Aramaki et al.,
2014). In such cases, methods for detecting uncer-
tainty and negation that rely on lexicon/dictionary-
matching to lists of marker words for uncertainty
or negation are a possible alternative. Such an ap-
proach has been shown to perform in line with ma-
chine learning methods trained on corpora with
fewer training instances (Velupillai et al., 2014;
Aramaki et al., 2014).
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For a dictionary-matching approach, extensive
dictionaries of marker words are, however, re-
quired, and to build such a resource manually
can also be prohibitively expensive. An alter-
native to creating a dictionary of marker words
manually is to use automatic methods for creating
lists of candidate words to include in the dictio-
nary. For semi-automatically creating vocabulary
resources of other types than marker words, there
are a number of previous studies wherein various
methods are used. Those that rely on terms be-
ing explicitly defined in the text (Hearst, 1992;
Yu and Agichtein, 2003; Cohen et al., 2005; Mc-
Crae and Collier, 2008; Neelakantan and Collins,
2014) are unlikely to be successful for negation
and uncertainty terms. Term extraction methods
that measure similarity between words according
to how frequently they occur in similar contexts
(Lin, 1998), on the other hand, might be more
suitable. Such distributional semantic properties
are often represented by spatial models, i.e., given
a geometric representation in the form of a vec-
tor space (Cohen and Widdows, 2009), and there
are examples in which such spatial models have
been used for vocabulary expansion (Zhang and
Elhadad, 2013; Skeppstedt et al., 2013; Henriks-
son et al., 2014), as well as for related tasks (Jon-
nalagadda et al., 2012), in the bio-medical domain.

Random indexing is a computationally light-
weight method for producing spatial models of
distributional semantics (Kanerva et al., 2000;
Sahlgren, 2006). Random indexing requires two
types of vectors: index vectors, which are used
only for semantic space construction, and context
vectors, which represent the meaning of words and
collectively make up the resulting semantic space.
Each unique word w j in the corpus vocabulary W
is assigned an index vector ~wi

j and a context vec-
tor ~wc

j of dimensionality d. The index vectors are
static representations of contexts (here, these are
unique words) that are approximately uncorrelated
to each other, which is achieved by creating very
sparse vectors that are randomly assigned a small
number of non-zero elements (1s and -1s). A ~wc

j –
containing the distributional profile of the word w j

– is then the (weighted) sum of all the index vec-
tors of the words with which w j co-occurs within
a (typically symmetric) window of a certain size.
Spatial proximity between two context vectors is
taken to indicate the semantic similarity between
the two words they represent. The context vectors

can also be further analysed, for instance by ap-
plying different kinds of clustering (Rosell et al.,
2009; Pyysalo et al., 2013).

3 Method

The conducted experiment consisted of the follow-
ing steps: 1) constructing a semantic space with
random indexing; 2) applying hierarchical clus-
tering to context vectors representing seed words;
3) for different levels in the cluster tree, produc-
ing a ranked list of the words in the corpus ac-
cording to their proximity to the centroids of the
constructed clusters; 4) evaluating the recall of the
top-ranked words in the produced lists against a
reference standard.

1) A semantic space was constructed with ran-
dom indexing on a freely available subset (years
1996–2005) of the Läkartidningen (Journal of
the Swedish Medical Association) corpus (Kokki-
nakis, 2012). This subset contains 21,447,900 to-
kens and 444,601 unique terms. In order also
to allow inflected forms of marker words to be
captured, the corpus was not lemmatised. 1,000-
dimensional vectors were used in a context win-
dow of two preceding and two following words
and double weight was given to the two words
closest to the target word. Since the sentences
in the corpus appear in a randomised order, no
context windows were allowed to cross sentence
boundaries.

2) Single-linkage agglomerative hierarchical
clustering (Sibson, 1973) was applied to the con-
text vectors representing the seed words. A tree-
formed cluster hierarchy was thereby created, with
progressively larger clusters, starting from clusters
in which each seed word formed its own cluster
(cluster level 0 on the x-axis in Figure 1), until
all seed words collectively formed a single cluster
(cluster level 79 on the x-axis in Figure 1).

3) For each cluster level (0 to 79), a ranked
list of all words in the corpus (except those used
as seed words) was produced. The words were
ranked according to the Euclidean distance be-
tween their length-normalised context vector and
their most closely located cluster centroid (also
length-normalised). That is, the word with the
context vector that was closest to any of the cen-
troid vectors achieved the highest ranking, the
word with the context vector that was second clos-
est to any of the centroid vectors was ranked as
number two on the list, and so on. For cluster level
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Cluster level 0 Cluster level 40 Cluster level 79
misstänka (suspect) risken (the risk) barnet (the child)
sannolikt (likely) analys (analysis) folk (people)
angeläget (pressing) påvisats (proven) arbetsgivaren (the employer)
rimligt (reasonable) acceptera (accept) så (so)
förmodligen (probably) riskerar (risks) uppdraget (the assignment)
tycker (think) registrering (registration) personalen (the staff)
kontrollera (check) använda (use) verksamhetscheferna (the business managers)
hävda (assert) läran (doctrine) medlet (the agent)
kartlägga (survey) kommer (come) läkarna (the doctors)
värdera (estimate) kunskapen (knowledge) landstingen (the counties)

Table 1: Top 10 words retrieved for a randomly selected seed word sampling (among the 500 re-
samplings used in the experiment. The top 10 words for cluster level 0, 40 and 79 are shown).

0, in which each seed word formed its own cluster,
the centroids were composed of the context vec-
tors for the seed words, and the words were thus
ranked according to their proximity to any of the
seed words.

4) As a final step, the method was evaluated
using an existing, freely available, dictionary of
Swedish marker words for uncertainty and nega-
tion. This dictionary was developed through trans-
lation of English marker words and through man-
ual annotation of clinical text (Velupillai et al.,
2014). Markers in the dictionary were used as seed
words as well as for evaluation data.

The dictionary was filtered by removing multi-
word terms, since the constructed semantic space
only contains single-word terms. In addition,
words occurring fewer than 50 times in the cor-
pus were removed, since a certain number of ob-
servations of a word is required for its context vec-
tor to be modeled reliably in semantic space. The
performed filtering resulted in a set of 161 marker
words for uncertainty and negation. The vocabu-
lary used is shown in Figure 3.

This set of vocabulary terms was used in
the evaluation by randomly splitting it into two
equally large subsets: one set of seed words and
one set of words to use as reference standard. The
set of seed words represents words that, in a real-
world scenario, would be included in an exist-
ing, but incomplete, dictionary of marker words,
and the reference standard represents words that
should be included as top-ranked candidates by
the evaluated system. The performance of the sys-
tem was evaluated through a standard information
retrieval measure, i.e., by calculating recall (for
the n top-ranked candidates) of the produced list

against the words in the reference standard. Recall
was calculated for up to top 5,000 candidate words
(from top 100 with a step size of 100). Candidate
list precision for the automatic evaluation is not re-
ported, as this is separated only by a constant from
recall, and would therefore show the same pattern
with respect to cluster sizes.

To make the results less dependent on which
terms were used as seed words and which were
used as reference standard words, the experiment
was repeated 500 times, each time with a new
random split of the 161 words in the dictionary
into a seed words set and reference standard set.
The final results were achieved by averaging the
achieved recall results.

Table 1 shows an example of the top 10 can-
didates retrieved for one randomly selected seed
sample among the 500 evaluated re-samplings. In
this short list, and for this sample, there are bet-
ter candidates for cluster level 0 than for the other
cluster levels.

4 Results and Discussion

As can be seen in Figure 1, results achieved with
a moderate cluster level (20–40) were better than
those achieved when proximity to each individ-
ual seed word was used as the ranking method
(level 0). When the clusters grew larger (cluster
level > 50), however, recall started to decrease,
and using proximity to the centroid of a cluster
containing all seed words resulted in much lower
recall than when using proximity to each individ-
ual seed word, indicating that there are important
differences in the usage of marker words. As a
method for ranking the words in the corpus, it was
thus better to use proximity to the centroid of a
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Figure 1: Recall for different levels of clustering.
Cluster level 0 means that each seed word forms
its own cluster. The higher the cluster level, the
larger the clusters created. Cluster level 79 means
that all seed words form one large cluster.

number of semantically similar words than to use
proximity to each individual word. When using
large clusters of seed words, however, distribution-
ally dissimilar words, e.g., förnekar (denies) and
möjlig (possible), were clustered together, which
decreased recall.

Recall is shown in Figure 1 from among the top
100 best candidates up to among the top 5,000 best
candidates (with a step size of 100). The improve-
ment that is achieved with a larger number of can-
didate words slowly levels out with an increasing
number of candidates. The average result among
the top 5,000 best candidates was a recall of just
above 50%. A possible reason for these relatively
low recall scores could be that the dictionary of
marker words for uncertainty and negation con-
tains many semantic outliers, i.e., words that do
not occur in contexts similar to the other words in
the list. The statistics shown in Figure 2 support
this theory. The first stack in each of the three his-
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Figure 2: Histogram over the proportion of times
a word is found when used as a reference standard
word. The first stack shows the number of words
that are found between 0% and 10% of the times
they are used in the reference standard. The sec-
ond stack shows the number of words found be-
tween 10% and 20% of the times, and so on. The
statistics are shown for top 1,000, 3,000 and 5,000
candidates (using the cluster level optimal for top
3,000).

tograms, which shows the number of words that
are very rarely found, is large in all three his-
tograms. This indicates that regardless of which
seed words are used, there is a large number of
words that are never or very rarely found. It might,
therefore, be the case that methods based on distri-
butional semantics cannot be used for constructing
a complete dictionary of negation and uncertainty
markers, as such a dictionary includes semantic
outliers, although the methods are useful for ex-
panding a dictionary with typical marker words.
Figure 3 shows the vocabulary used and how often
a word was retrieved among the top 1,000 candi-
dates when used as evaluation data.

It should be noted that the used list of marker
words has been constructed using clinical text and
has the aim of being used for clinical text, while
this study was carried out on medical journal text.
The used medical corpus has the advantage of be-
ing freely available, in contrast to large clinical
corpora, which are only rarely available for re-
search, and it also makes it possible for anyone
to repeat the experiments carried out in this study.
As there are many differences between medical
journal text and clinical text (Smith et al., 2014),
some marker words might be used in other con-
texts in clinical text than in medical journal text,
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övertygande(convincing):0.0  överväga(consider):0.82  övervägas(considered):0.0  aldrig(never):0.0  alternativ(option):0.0  alternativa(alternative):0.0 
alternativt(alternatively):0.43  angående(relating):0.0  anse(deem):0.97   ansetts(considered):0.0   antagits(been guessed):0.0  antas(is-guessed):0.21  antingen(either):0.0 
antogs(was guessed):0.0  antydan(hint):0.0  antyder(implies):0.98  antytt(hinted):0.55  avfärda(dismiss):0.0  avfärdar(dismisses):0.0  beaktande(regard):0.0 
bedömning(assessment):0.47  betänka(reports):0.48  borta(gone):0.0   differentialdiagnos(differential-diagnosis):0.0  ej(not):0.0  eventuell(possible):0.3  eventuella(any):0.0 
eventuellt(optionally):0.0  förefaller(appears):0.4  föreslå(propose):0.92  föreslår(proposes):0.16  föreslagit(proposed):0.55  förmoda(surmise):0.8  förmodad(putative):0.0 
förmodade(putative):0.0  förmodas(believed):0.28  förmodligen(probably):0.76  förneka(deny):0.97  förnekar(denies):0.08  förslagsvis(tentatively):0.4  fråga(issue):0.0 
frågan(the-issue):0.06  frågeställning(issue):0.0   frågeställningen(the-issue):0.0  framstår(stands):0.66  framträder(stands):0.0  fri(free):0.0  fria(free):0.0  funderingar(speculations):0.0 
granskning(review):0.33  indicerat(indicated):0.0  indikation(indication):0.31  indikationen(the-indication):0.59  indikationer(indications):0.27  
indikationerna(the-indications):0.61  indikera(indicate):0.0  indikerar(indicates):0.97  indikerat(indicated):0.43  inga(no):0.0  ingen(no):0.22  ingenting(nothing):0.02 
inget(no):0.21  inte(not):0.0  känna(feel):0.0  kanske(maybe):0.74  löst(solved):0.0   liknade(similar):0.02   liknar(resembles):0.3  märka(notice):0.96 
möjlig(possible):0.13  möjliga(possible):0.0  möjligen(possibly):0.14  möjligheten(possibility):0.91  möjligt(possible):0.02  möjligtvis(possibly):0.14 
misstänka(suspect):0.9  misstänker(suspect):0.57  misstänkt(suspect):0.0  misstänkta(suspects):0.0  misstankar(suspicions):0.64  misstanke(suspicion):0.36 
misstanken(suspicion):0.58  negativ(negative):0.13  negativa(negative):0.0  negativt(negative):0.0  nog(probably):0.19  observerades(observed):0.0  observerats(observed):0.0 
och/eller(and/or):0.0  oklar(unclear):0.53  oklart(unclear):0.45  oroande(worrying):0.05  osäker(unsure):0.52  osäkerhet(uncertainty):0.0  osäkert(uncertain):0.35 
osannolik(improbable):0.0  osannolikt(improbable):0.51  otroligt(incredible):0.0  otydliga(unclear):0.02  påstår(states):1.0  preliminär(provisional):0.0 
preliminärt(preliminary):0.0  protokoll(protocol):0.0  protokollet(protocol):0.0  representerar(represents):0.0  rimligtvis(reasonably):0.0  saknar(lack):0.0  saknas(missing):0.0 
sannolik(probable):0.47  sannolika(probable):0.4  sannolikheten(probability):0.18  sannolikt(likely):0.81  sett(seen):0.0  stödjer(supports):0.03  svårbedömd(hard-to-assess):0.42 
svårtolkade(difficult-to-interpret):0.02  syns(visible):0.0  tendens(tendency):0.0  tendenser(trends):0.0  tolka(interprete):0.98   tolkades(was-interpreted):0.59 
tolkar(interpretes):0.0   tolkas(interpreted):0.0   tolkats(interpreted):0.05   torde(should):0.36   tro(believe):0.91  trodde(thought):0.83  trolig(probable):0.34 
troliga(probable):0.22  troligen(probably):0.81  troligt(likely):0.22  troligtvis(probably):0.71  tror(think):0.03  tros(believed):0.0  trott(imagined):0.0  tveksam(passable):0.0 
tveksamhet(hesitancy):0.0  tveksamt(doubtful):0.14  tycker(think):0.06  tycks(appears):0.46  tydligen(apparently):0.36  undersökning(study):0.37  uppenbarligen(obviously):0.41 
uppleva(experience):0.9  upplevd(perceived):0.0  upplevdes(perceived):0.64  upplever(experiencing):0.0  utan(without):0.0  uteslöt(excluded):0.0 
utesluta(exclude):0.87  uteslutas(excluded):0.0  utesluter(excludes):0.0  uteslutet(precluded):0.01  uteslutit(excluded):0.0  uteslutits(excluded):0.0 
utreda(investigate):0.91  utredning(investigation):0.47  utvärdering(evaluation):0.47  varken(neither):0.0  verkar(seems):0.3  visa(show):0.94 

Figure 3: The vocabulary used for the experiments, displayed in a font size corresponding to how often
a word, when included in the evaluation data, was retrieved among the top 1,000 candidates. Words
displayed in black were retrieved in less than 10% of the times they were included in the evaluation data.

and there might be fewer semantic outliers if the
experiments were to be repeated using a clinical
corpus.

There were also 54 negation and uncertainty
markers in the used dictionary that were excluded
from the study since they occurred fewer than 50
times in the corpus. The existence of these words,
which were mainly inflected forms, abbreviations
and a few misspellings that are unusual outside
of the clinical language, e.g., beaktandes (taking
into consideration), alt (alternatively), diffdiagnos
(differential diagnosis), is also a reason for why
the experiment should be repeated with a clinical
corpus. Multi-word terms formed an even larger
proportion of the terms excluded from the nega-
tion and uncertainty dictionary when construct-
ing the vocabulary used in the experiments (376
terms). There are previous studies in which multi-
word negation and uncertainty markers have been
constructed from single-word markers (Velupillai
et al., 2014), but an alternative could be to directly
model multi-word terms in semantic space (Hen-
riksson et al., 2013a; Henriksson et al., 2013b).

A manual evaluation of a Swedish uncertainty
and negation marker candidate list, produced with
the methods of this study, could also be carried out
in order to determine to what extent it is possible
to obtain words not yet included in the dictionary
using this method. The dictionary used for eval-
uation was, however, obtained by translation of
English marker words and by extracting markers
from clinical text in which 2,500 diagnostic state-
ments had been annotated (Velupillai et al., 2014).

It could, therefore, be difficult to retrieve standard
language single-word terms for negation and un-
certainty not already included in this dictionary.
There might, however, still be a need to add ab-
breviated forms and multi-word terms. The meth-
ods evaluated here could also be applied to other
languages, for which resources of marker words
for negation and uncertainty, used in medical text,
have not yet been constructed.

5 Conclusion

It was shown that proximity to the centroid of a
number of semantically similar seed words was a
more successful method for ranking the words in
the corpus as candidates for negation and uncer-
tainty markers than to use proximity to each in-
dividual seed word as the ranking method. How-
ever, many of the marked words used in the evalu-
ation were never, or very rarely, ranked highly on
the candidate list, regardless of which seed words
were used.
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Abstract

Distant supervision is a useful technique
for creating relation classifiers in the ab-
sence of labelled data. The approaches are
often evaluated using a held-out portion of
the distantly labelled data, thereby avoid-
ing the need for lablelled data entirely.
However, held-out evaluation means that
systems are tested against noisy data, mak-
ing it difficult to determine their true ac-
curacy. This paper examines the effec-
tiveness of using held-out data to evalu-
ate relation extraction systems by com-
paring the results that are produced with
those generated using manually labelled
versions of the same data. We train clas-
sifiers to detect two UMLS Metathesaurus
relations (may-treat and may-prevent) in
Medline abstracts. A new evaluation data
set for these relations is made available.
We show that evaluation against a distantly
labelled gold standard tends to overesti-
mate performance and that no direct con-
nection can be found between improved
performance against distantly and manu-
ally labelled gold standards.

1 Introduction

Relation extraction is a popular topic in the
biomedical domain and has been the subject of
several challenges (e.g. DDI challenge (Segura-
Bedmar et al., 2013), BioNLP Shared Task
(Nédellec et al., 2013)). Many approaches rely
on supervised learning techniques using manually
labelled training data. However, the creation of
annotated training data is time-consuming, expen-
sive and often requires expert knowledge.

Distant supervision (self-supervised learning) is
a widely applied technique for training relation ex-
traction systems (Wu and Weld, 2007; Krause et
al., 2012; Roth and Klakow, 2013; Ritter et al.,
2013; Vlachos and Clark, 2014) that avoids the
need for annotated training data. Training exam-
ples are annotated automatically using a knowl-
edge base. Facts from the knowledge base are
matched against text and used as training exam-
ples. For example, a knowledge base may as-
sert that the entity pair CONDITION(“hair loss”)-
DRUG(“paroxetine”) is an instance of the re-
lationship adverse-drug effect. Distant supervi-
sion approaches normally assume that sentences
containing both entities assert the relation be-
tween them and, consequently, the following sen-
tence would be used as a positive example of the
adverse-drug effect relation:

“Findings on discontinuation and
rechallenge supported the assumption
that the hair loss was a side effect of the
paroxetine.” (PMID=10442258)

However, this assumption does not always hold
which can lead to sentences containing entity pairs
being mistakenly identified as asserting a particu-
lar relation between them. For example, the fol-
lowing sentence contains the same entity pair but
does not assert the adverse-drug effect relation:

“There are a few case reports on
hair loss associated with tricyclic
antidepressants and serotonin selec-
tive reuptake inhibitors (SSRIs), but
none deal specifically with paroxetine.”
(PMID=10442258)

Consequently, data annotated using distant su-
pervision is noisy and unlikely to be of as high
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quality as manually labelled data. Despite this dis-
tantly supervised relation extraction provides rea-
sonable results compared to those based on super-
vised learning (see e.g. in (Thomas et al., 2011)).

Distant supervision allows relation extraction
systems to be created without manually labelled
data. However, this raises the issue of how such
a system can be evaluated. Previous approaches
have carried out evaluation using existing data
sets labelled with examples of the target relation
(Bellare and Mccallum, 2007; Nguyen and Mos-
chitti, 2011; Min et al., 2013) or a similar relation
(Thomas et al., 2011; Roller and Stevenson, 2014).
However, in the majority of scenarios the best use
for any labeled data available is as training data.
Others, such as Craven and Kumlien (1999), gen-
erated their own gold standard to annotate relevant
relations of their knowledge base. But the effort
required to generate manually labelled evaluation
data somewhat negates the benefit of reduced de-
velopment time provided by distant supervision.

An alternative approach, which does not require
any labelled data, is held-out evaluation. This ap-
proach splits facts from the knowledge base into
two parts: one to generate distantly supervised
training data and the other to generate distantly
supervised evaluation data (Mintz et al., 2009;
Riedel et al., 2010; Hoffmann et al., 2010; Roller
et al., 2015).

This approach is often combined with a man-
ual evaluation in which a subset of the predictions
is selected to be examined in more detail. For
example, Riedel et al. (2010) supplemented the
held-out evaluation of their distant supervision ap-
proach for Freebase by selecting the top 1000 facts
it predicted and evaluating them manually. Others
such as Surdeanu et al. (2012) and Intxaurrondo
et al. (2013) work with the same knowledge base
and are able to re-use the manually labelled data
generated by Riedel et al. (2010). However, this
data is only available for some Freebase relations
and evaluation data has to be generated for each
new relation. Approaches such as Takamatsu et al.
(2012), Zhang et al. (2013) and Augenstein et al.
(2014) combine a held-out evaluation with a man-
ual evaluation of a randomly chosen subset or the
top-k predictions. This technique is a more reli-
able evaluation method but requires more effort in-
cluding (potentially) domain knowledge and needs
to be repeated for each version of the classifier.

Held-out evaluation using distantly labelled

data is a simple and quick technique for estimat-
ing the accuracy of distantly supervised relation
extraction systems. However, this evaluation data
is noisy and it is unclear what effect this has on the
accuracy of performance estimates.

The issue is explored in this paper by evaluating
relation extraction systems for two biomedical re-
lations using both manually and distantly labelled
data. We automatically generate labelled held-out
data and then carry out a manual annotation to
allow direct comparison. A distantly supervised
classifier is trained and evaluated on both data sets.
Similar as in Xu et al. (2013) we show that a large
portion of the labels generated by distant super-
vision for the two relations are incorrect. How-
ever we find that evaluating classifiers using held-
out distantly supervised data tends to overestimate
performance compared to manually labelled data
and that improvements in performance observed
in evaluation against distantly supervised data are
not necessarily reflected in improved results when
measured against manually labelled data. To the
best of our knowledge this is the first direct com-
parison of evaluating distantly supervised classi-
fiers against distantly and manually labelled gold
standards. Analysis in previous work has been re-
stricted to determining the true labels for a set of
positively predicted labels.

The remainder of this paper is structured as fol-
lows. The next section 2 describes the creation
of the distantly supervised data and a manually
labelled subset. A comparison of the automati-
cally and manually generated labels is carried out
in Section 3. Sections 4 evaluates a relation extrac-
tion system using different data sets and compares
the performance obtained. The paper concludes
with section 5.

2 Data Generation

A large set of distantly labelled examples was gen-
erated (Section 2.1). A small portion of these were
used as held-out test data. This data set was also
manually annotated (Section 2.2).

2.1 Distant labelling

Distantly labelled examples are generated using
the Unified Medical Language System (UMLS)
Metathesaurus as a knowledge source. UMLS is a
large biomedical knowledge base which contains
information about millions of medical concepts
and the relations between them, making it well
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distantly labelled (DL)
may-treat may-prevent

pos neg # pos neg #

manually labelled (ML) pos 106 67 173 85 54 139
neg 94 133 227 115 146 261

200 200 200 200

Table 1: Comparison of manual and distantly labelled annotations

suited for distant supervision. Two biomedical re-
lations (may-treat and may-prevent) were selected
from UMLS. These relations describe connections
between a pharmacological substance (e.g. drug)
and a disease. For example, the following sentence
expresses a may-prevent relationship between the
entities fluoride and dental caries:

“Although fluoride is clearly a major
reason for the decline in the preva-
lence of dental caries, there are no
studies of the incremental benefit of
in-office fluoride treatments for low-
risk patients exposed to fluoridated wa-
ter and using fluoridated toothpaste.”
(PMID=10698247)

Training data for the two relations was gener-
ated from approximately 1 million biomedical ab-
stracts from Medline1 annotated with UMLS con-
cepts by MetaMap2 (Aronson and Lang, 2010).
Sentences containing concepts that are identified
as being related in the UMLS’s MRREL table were
selected and used as positive examples.3 Nega-
tive examples were generated using a closed word
assumption: pairs of concepts that are not listed
as being related in UMLS for a given relation are
considered to be negative examples of that rela-
tion. Such pairs are generated by considering all
possible pairs from a particular relation and creat-
ing new pairs from the set of entities.

2.2 Test Data
A set of 400 distantly labelled sentences were ran-
domly selected for each relation to generate held-
out test data. Although the distantly labelled data
contains more negatively labelled sentences than
positive ones, equal numbers of positive and neg-
ative examples (200 of each) are selected in order
to ensure that a sufficient number of positive in-
stances are included in the data set. The sentences

1http://mbr.nlm.nih.gov
2MetaMap annotations use UMLS release 2011AB,

http://mbr.nlm.nih.gov/Download/MetaMapped Medline/
3The UMLS’s MRREL table contains information about

related Concept Unique Identifiers (CUIs).

in this data set were selected so that none of the in-
stance pairs occur in the data used for training. We
refer to this data set as DL (Distantly Labelled).

The DL data set was then manually annotated.
Two annotators were recruited, both of whom
were studying graduate degrees in subjects related
to medicine at our institution. Given a sentence
with a highlighted pharmacological substance and
a highlighted disease, the annotators had to deter-
mine whether a sentence expresses the relation-
ship of interest between two presented entities or
not. The annotators were not shown the labels gen-
erated by the distant supervision process. The an-
notators were asked to only label sentences as pos-
itive if it contains a clear indication that the phar-
macological substance either treats or prevents the
disease. For example, the following sentence men-
tions that a study has been carried out to determine
whether the drug voriconazole treats paracoccid-
ioidomycosis:

“A pilot study was conducted to investi-
gate the efficacy, safety, and tolerability
of voriconazole for the long-term treat-
ment of acute or chronic paracoccid-
ioidomycosis, with itraconazole as the
control treatment.” (PMID=17990229)

However, the sentence does not contain any indi-
cation that the drug successfully treats the disease
and should therefore be annotated as a negative ex-
ample of the relation.

The annotators were asked to label all 400 sen-
tences and then re-examine any for which there
was disagreement. Inter-annotator agreement (Co-
hen, 1960) after this stage was of κ = 0.91 for
may-treat and κ = 0.94 for may-prevent. Remain-
ing disagreements were resolved by one of the au-
thors based on comments provided by both anno-
tators and the annotation guidelines. The manually
annotated version of the data set is referred to as
ML (Manually Labelled).4

4The annotated corpus and further details
about the annotation process are available here:
https://sites.google.com/site/umlscorpus/home.
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may-prevent may-treat
evaluation on DL evaluation on ML evaluation on DL evaluation on ML

# prec rec f1 prec rec f1 prec rec f1 prec rec f1
2000 33.33 21.95 26.47 44.44 20.34 27.91 44.97 54.03 49.08 48.32 51.43 49.83
4000 27.27 14.63 19.05 40.91 15.25 22.22 46.32 50.81 48.46 46.32 45.00 45.65
6000 38.89 17.07 23.73 38.89 11.86 18.18 54.05 64.52 58.82 51.35 54.29 52.78
8000 47.62 24.39 32.26 57.14 20.34 30.00 57.03 58.87 57.94 53.91 49.29 51.49

10000 44.44 39.02 41.56 58.33 35.59 44.21 61.40 56.45 58.82 53.51 43.57 48.03
12000 58.33 34.15 43.08 58.33 23.73 33.73 65.05 54.03 59.03 53.40 39.29 45.27
14000 52.38 53.66 53.01 50.00 35.59 41.58 68.89 50.00 57.94 57.78 37.14 45.22
16000 70.83 41.46 52.31 58.33 23.73 33.73 66.02 54.84 59.91 55.34 40.71 46.91

Table 2: Results for relation extraction system evaluated against DL and ML data sets

3 Label Comparison

Table 1 shows differences in the annotations for
the two techniques for labelling that data. The ML
data set for may-treat contains 173 positive and
227 negative examples, whereas the ML data set
for may-prevent contains 139 positives and 261
negatives examples. A comparison of the DL
and ML data sets shows that 40.25% of the la-
bels changed for may-treat and 39.75% for may-
prevent. The distant supervision process generated
more false positives than false negatives for both
relations.

If we assume that we have a classifier that is
able to identify the may-treat and may-prevent re-
lations with perfect accuracy then performance
on the ML data sets would be precision=1.0, re-
call=1.0 and f-score=1.0. However, the false la-
bels on the DL data sets would lead to perfor-
mance of the same classifiers being estimated as
precision=0.61, recall=0.53 and f-score=0.57 for
may-treat and precision=0.61, recall=0.43 and f-
score=0.50 for may-prevent. Hence, the two data
sets may provide quite different estimates of sys-
tem performance and we explore this in more de-
tail in the next section.

4 Relation Extraction

A distantly supervised relation classifier was eval-
uated using manually and distantly labelled ver-
sions of the test data. Classifiers were trained for
both relations and evaluated using both data sets
(DL and ML). The evaluation was carried out us-
ing entity level evaluation, i.e. precision and recall
are computed based on the proportion of correctly
identified entity pairs which occur in sentences la-
beled as positive examples (according to the anno-

tations contained within DL or ML). Entity level
evaluation is commonly used to evaluate distantly
supervised relation extraction systems. Similar re-
sults have been observed using the alternative ap-
proach of sentence level evaluation in which pre-
cision and recall are computed by examining the
prediction for each sentence.

We use MultiR (Hoffmann et al., 2010), a multi-
instance learning system that has been shown to
provide state of the art results for distantly super-
vised relation extraction. The features used are
those described by Surdeanu et al. (2011). The
system is trained using distantly labelled examples
(Section 2.1) of the may-treat and may-prevent re-
lations containing equal numbers of positive and
negative instances. The number of training exam-
ples is varied from 2,000 to 16,000 in increments
of 2,000.

Results are shown in Table 2. Highlighted fig-
ures indicate the data set (DL or ML) against
which the highest score was obtained for each met-
ric (prec., rec. and f1) and configuration (relation
and number of training examples). In general in-
creasing the amount of training data leads to im-
proved results on the DL data. In particular an in-
crease in precision is observed when there is more
training data. However, a different pattern is ob-
served for the ML data and increasing the amount
of training data does not always lead to an im-
provement in the f1-score. Results also show that
the performance estimates obtained using the DL
and ML data sets are only loosely associated. The
results are similar for smaller training data sets but
diverge as the amount of training data increases.

The table also shows that for both relations the
performance estimates using the DL data are in
general higher than those obtained using ML. This
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trend becomes more pronounced as the amount of
training data used increases. The most likely rea-
son for this difference is that the classifiers are
trained using distantly supervised data and there-
fore model the labels in the DL data set more
closely than those in found in ML.

These results demonstrate that evaluation using
distantly labelled gold standard data tends to over-
estimate performance. In some cases the discrep-
ancy is large (up to 18.58 for may-prevent and
13.76 for may-treat). However, it does not seem
to be consistent or particularly predictable. Con-
sequently, improving the performance of a rela-
tion extraction system relative to distantly labelled
evaluation data does not necessarily imply an in-
crease in performance when measured against a
manually annotated gold-standard.

5 Conclusion

This paper explored the effect of evaluating
biomedical relation extraction systems using held-
out test data annotated using distant supervision.
Test data for two biomedical relations was an-
notated using distant supervision and also man-
ually annotated. The manual and automatic la-
bels differed for a large portion of the sentences.
A distantly supervised relation extraction system
was also evaluated using both data sets. We
found that evaluation using held-out distantly su-
pervised data tended to overestimate performance
and that the connection between improved per-
formance against distantly and manually labelled
data was unclear. The use of held-out distantly la-
belled data is a cheap and efficient way to evalu-
ate relation extraction systems, however this anal-
ysis demonstrates that the results obtained should
be treated with some caution and, ideally, systems
should also be evaluated against manually labelled
data.

The results presented here were obtained for
two biomedical relations. In future we plan to ex-
tend our analysis to a wider set of relations.
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Abstract

Structuring of information helps people
to gain a quick overview of complex is-
sues and facilitates the transfer of large
amounts of data. In the medical field,
such data are transferred using defined
standards (HL71, DICOM2) or in conjunc-
tion with terminology systems (ICD-103,
LOINC4, SNOMED CT5). This paper fo-
cuses on the structuring of diagnostic re-
ports in the field of anatomic pathology.
It describes how to make the content of
these reports semantically understandable
for machines. Finally, it will be shown
that structured pathology reports can be
checked for completeness of content in a
computerized way by using terminologi-
cal knowledge. For this purpose, an ontol-
ogy has been designed that describes the
subdomain of reporting a radical prostate-
ctomy specimen.

1 Introduction

The advantage of a structured report against an un-
structured free text is that it can be divided into
subareas with definable context. For each disease
occurring in the field of pathology, it can be deter-
mined how to investigate it and how to structure
and encode the description of the examination re-
sults. Supporting the pathologist in documenting
his observations, could help to avoid missing data
in the report.

1Health Level Seven: http://www.hl7.org
2Digital Imaging and Communications in Medicine:

http://medical.nema.org
3International Statistical Classification of Dis-

eases and Related Health Problems 10th Revision:
http://apps.who.int/classifications/icd10/browse/2015/en

4Logical Observation Identifiers Names and Codes:
https://loinc.org

5Systematized Nomenclature Of Medicine Clinical
Terms: http://www.ihtsdo.org/snomed-ct

In conjunction with medical terminologies, a
suitable report structure improves the addressabil-
ity of particular contents for machines. There are
different approaches on mapping the clinical terms
occurring in free texts of documentations to med-
ical terminologies, such as SNOMED CT, by us-
ing text mining methods (Stenzhorn et al., 2009;
Spasic et al., 2005; Allones et al., 2014). Extract-
ing machine-readable facts out of raw text facili-
tates the electronic exchange of the report infor-
mation between information technology (IT) sys-
tems (Bouhaddou et al., 2008; White and Carolan-
Rees, 2013). Moreover, the structuring of reports
allows a software-controlled search for defined el-
ements. This simplifies searching stored reports
for specific study criteria or diagnoses (Brown and
Soenksen, 2010).

Currently, such a workflow seems not to be fea-
sible in practice. The problem is that existing
medical terminologies do not adequately contain
all the observations and specimen collection pro-
cedures that are required to be available for the
pathology domain (Daniel et al., 2011).

This paper describes how terminological knowl-
edge covering the scope of reporting a radical
prostatectomy specimen can be arranged for the
purpose of checking particular pathology reports
for their completeness of content.

2 Materials and methods

2.1 The pathology structured report

The IHE6 Anatomic Pathology working group cre-
ated a technical framework that contains the spec-
ification of Anatomic Pathology Structured Re-
ports (APSR) (Daniel and Macary, 2011). This
specification defines the APSR content profile,
which is the result of a joint initiative from IHE
and HL7 Anatomic Pathology working groups.

6Integrating the Healthcare Enterprise:
http://www.ihe.net
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Furthermore, it serves as a trial implementation
describing the realization of the APSR content
profile using the HL7 Clinical Document Archi-
tecture (CDA) (Dolin et al., 2006).

Such a CDA-based APSR basically consists of a
header and a body. The header contains informa-
tion about the context of the treatment order, the
patient data and the examining pathologist. The
body contains various hierarchical structured sec-
tions. Each section describes its content in the
form of human-readable text. In addition, some
sections contain entry elements, which convert the
human-readable information from the text element
in machine-readable data. Therefore, each entry
element references a particular concept, which is
described semantically within a terminology. The
address that references a concept is called URI
(uniform resource identifier). According to these
specifications, an APSR contains both human- and
machine-readable information.

This way, an APSR references its content to
concepts of terminologies. That has the advantage
of being able to identify a specific content by a
unique URI in every report and hence give a se-
mantic meaning to this content.

2.2 The terminological knowledge base

Terminologies help to structure concepts of a spe-
cific subject area in a certain language by using a
common vocabulary that is as consensual as pos-
sible. (Roche et al., 2009)

The aim of checking a report for its complete-
ness of content includes the need to determine
what content is required. The CAP (College of
American Pathologists) offers some cancer pro-
tocols7, which specify the content of pathology
reports for different cancer types. Moreover, the
ICCR group (International Collaboration on Can-
cer Reporting) has published five datasets8 for re-
porting different types of cancer. These deter-
mine which information is required in a report and
which information is just considered to be recom-
mended.

Daniel and Macary (2011) created a termi-
nology called PathLex9, which covers the scope
of anatomic pathology observations and speci-

7CAP cancer protocols: http://www.cap.org/web/home/
resources/cancer-reporting-tools/cancer-protocol-templates

8ICCR cancer datasets:
http://www.iccr-cancer.org/datasets

9PathLex - OID : 1.3.6.1.4.1.19376.1.8.2.1,
http://bioportal.bioontology.org/ontologies/PATHLEX

men collection procedures. The aim of Path-
Lex is to achieve semantic consistency of stan-
dard messages and document structures within and
across standards (HL7, DICOM). That means to
guarantee that various information systems create
equally structured clinical information which are
both human- and machine-readable. Therefore, a
unified knowledge base is needed that adopts the
knowledge of existing terminology systems - such
as SNOMED CT and ICD-O10 - and fills critical
knowledge gaps using newly defined concepts.

PathLex is an “interface terminology” (Daniel
et al., 2011). In clinical settings, such termi-
nologies support clinicians in entering informa-
tion into computer programs by providing a sys-
tematic collection of clinically oriented phrases
(terms such as “Gleason Score” or “Margin sta-
tus”). In the opposite way, interface terminolo-
gies facilitate the presentation of electronically
stored, machine-readable patient information as
human-readable text that the clinician can read
easier (Rosenbloom et al., 2006). Accordingly,
PathLex provides a range of flexible “patholo-
gist friendly” phrases, but raises no claim to be
a complete, all-encompassing semantic represen-
tation for the contained concepts in relation to the
entire medical knowledge in reality.

As an interface terminology, the strategy of
PathLex regarding the semantic interoperability
is to derive concepts out of the phrases used by
pathologists and then linking them to reference
terminologies. Mapping interface terminologies
to standard reference terminologies rather than
identifying one or more interface terminologies
to serve as standards is a commonly admitted
strategy towards semantic interoperability (Rosen-
bloom et al., 2009). Newly defined concepts
that do not appear in any reference terminology
so far must be explained with the aid of known
concepts and relations. The known concepts are
linked to their representations in existing refer-
ence terminologies. In this way, PathLex could
comprehensively represent the knowledge base of
the anatomic pathology domain and serve as an
aid in semantically structuring regarding the cre-
ation process of pathology reports. Currently, the
mapping of PathLex concepts to the reference ter-
minology SNOMED CT is solely realized by an
algorithm of the National Center for Biomedi-

10International Classification of Diseases for Oncology:
http://www.who.int/classifications/icd/adaptations/oncology/en
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cal Ontology (NCBO) called LOOM, which au-
tomatically relates two terms based on close lex-
ical match between their preferred names or the
preferred name of a term and a defined synonym
of another. The lexical match involves remov-
ing white-space and punctuation from the con-
sidered labels. Due to the existing concepts in
SNOMED CT, that has the effect that the map-
ping is well advanced for some pathological ob-
servations (for example, in the area of histologi-
cal observations), whereas it can not possibly ex-
ist for others where there are no predefined con-
cepts with the required lexical match, let alone the
corresponding meaning, available in the reference
terminology (for example, the TNM classification
of tumors) (Daniel and Macary, 2011). According
to the BioPortal website11, the LOOM algorithm
generated 340 mappings from PathLex concepts to
SNOMED CT concepts. The APSR content pro-
file uses PathLex to encode textual observations in
order to define templates for sharing and exchang-
ing the reports (Daniel et al., 2012).

2.3 Methods

In order to obtain the ability of checking whether
a pathology report is complete in terms of content,
it is necessary to determine the required contents.
Therefore, the ICCR prostate cancer dataset12 was
used to identify the contents that are required and
the ones that are considered to be recommended.

The next step was to structure the report and
find a possibility to reference its contents to the
concepts of terminology systems. In this paper,
the IHE Anatomic Pathology CDA-based APSR
structure was used to construct five invented ex-
ample reports13 with the properties as shown in
Table 1.

In order to check these reports for completeness
of content in a computerized way, it was necessary
to describe the content requirements in machine-
readable code. That can be achieved by using a
suitable terminology.

As explained in Section 3, PathLex could not
be used to describe the desired properties seman-
tically correct. For this reason, the content of

11Mappings of PathLex concepts:
http://bioportal.bioontology.org/ontologies/PATHLEX/?p=
mappings

12ICCR Prostate Cancer Dataset: http://www.iccr-
cancer.org/datasets/published-datasets/urinary-male-
genital/prostate-cancer-radical-prostatectomy-specimen

13Pathology report examples: http://sourceforge.net/
projects/pathlexprostate/files/PathologyReportExamples

Structured
report

Missing
required
contents

Missing
recommended
contents

Example 1 0 0
Example 2 0 4
Example 3 2 0
Example 4 4 2
Example 5 All (17) All (6)

Table 1: Properties regarding the completeness of
content of the five constructed example reports.

the ICCR prostate cancer dataset was used to de-
velop an adapted ontology that was named Path-
LexProstate14 and can be seen as a terminolog-
ical knowledge base containing the concepts of
the dataset. PathLexProstate was created using
the free, open-source ontology editor Protégé15

and is saved in the functional-style syntax of the
Web Ontology Language (OWL) 2 as defined by
Motik et al. (2009).

The contents contained in the entry elements of
the five example reports were linked to the appro-
priate concepts of PathLexProstate.

2.4 Evaluation procedure

Finally, an evaluation procedure was designed to
check the example reports for completeness of
content. Therefore, the contents of an example
report and the concepts of the PathLexProstate
knowledge base are read in. The ontology spec-
ifies which contents are required and which ones
are recommended, whereas the entry elements of
the CDA-based report state which contents are
included. The evaluation procedure compares
these inputs and then draws a conclusion about
the report completeness in terms of content. As
defined in the ICCR dataset and described by
Kench et al. (2013), a report does not need to con-
tain any recommended content to be counted as
complete, but at least it has to contain all the re-
quired contents.

3 Results

In order to check pathology reports for complete-
ness of content, it is initially necessary to struc-
ture the human-readable free text of these reports

14PathLexProstate v1.0: http://sourceforge.net/projects/
pathlexprostate/files/PathLexProstate

15Protégé: http://protege.stanford.edu
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into sections, which can then be addressed by ma-
chines. The IHE Anatomic Pathology APSR con-
tent profile describes a possible variant of such
a structuring. In the specified CDA-based docu-
ments, the contents which are included in the text
element of each section are defined in the particu-
lar entry elements by referencing them to concepts
described in terminology systems.

The analysis of PathLex has revealed that this
interface terminology is not ready to be used
as a part of the desired pathology report con-
formance check as far as their completeness in
terms of content is considered. Although the map-
ping of PathLex concepts to the reference termi-
nology SNOMED CT is already performed 340
times, there are structural issues that could lead to
semantically wrong interpretations of some con-
cepts. PathLex does not contain any Properties.
This means that the relationships between the de-
fined classes are not shown. The only exception
is the default is-a-relationship, which defines a
class as a subclass of another. However, these
is-a-relations are not always semantically correct.
Consequently, there can be no hierarchical classi-
fication of the concepts contained in PathLex.

Moreover, a representation of a pathology re-
port needs to be added to the knowledge base.
That has the advantage that this representation can
then be related to the concepts which are repre-
senting the particular required report contents.

For these reasons, the ontology PathLexProstate
was created. Figure 1 shows the class named
“ICCR Prostate Cancer Report” in the center of
the image, which represents the concept of pathol-
ogy reports as specified by the ICCR prostate can-
cer dataset. The solid line with the arrow in the di-
rection of the ICCR report class displays that this
is a subclass of the class “Pathology report”. This
expresses that every single ICCR prostate cancer
report is a pathology report. The broken lines
display the relations of the ICCR report concept
with the concepts of the desired report contents.
According to the ICCR prostate cancer dataset,
there are 17 required (dark gray broken lines) and
6 recommended (light gray broken lines) classes
surrounding the center of the image. In total,
PathLexProstate contains 118 classes and two ob-
ject properties (“Contains required information
about” and “Contains recommended information
about”) besides the default subclass relationship.

Using PathLexProstate and the evaluation pro-

Figure 1: Representation of the ICCR prostate
cancer report in PathLexProstate

cedure described in Subsection 2.4, the complete-
ness check could be carried out correctly for all
the five example reports as they were previously
specified (see Table 1). As expected, a lack of re-
quired contents always led to a negative test result
by displaying the missing concepts as errors and
stating that the considered report is not complete
in terms of content, whereas the presence or ab-
sence of recommended contents had no effect on
the result of the completeness check. Neverthe-
less, the absence of a recommended concept was
correctly displayed as a warning in any case. Serv-
ing as a proof, Figure 2 shows the result of the
evaluation procedure of the report example 2. As
stated in Table 1, this report includes all the re-
quired concepts, whereas four recommended ones
are missing. In conclusion, this report is correctly
detected as being “complete in terms of content”.

Figure 2: Result of the evaluation procedure re-
garding the report example 2.
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4 Discussion

In summary, it can be said that the developed on-
tology PathLexProstate can be used as termino-
logical knowledge base for checking pathology
prostate cancer reports for completeness in terms
of content according to the ICCR prostate cancer
dataset.

The described method needs a CDA-based
structured report and a suitable terminological
knowledge base to perform the evaluation proce-
dure.

Working with the IHE APSR content profile for
structuring a pathology report and then referenc-
ing its contained contents to terminologies as de-
scribed in Subsection 2.1, offers the possibility to
gain machine-readable reports.

The terminological knowledge needs to contain
the classes that represent the required report con-
tents. Additionally, the specific report has to be
defined as a class and its relations to the needed
report contents must be specified. Consequently,
the development of such a knowledge base re-
quires initially the help of domain experts, who
have to determine the contents that have to be in-
cluded in a complete report. The problem is that
there are many different guidelines determining
report requirements and the majority of them do
not serve as worldwide standard. The CAP and
the ICCR formed cancer report templates, which
are already internationally accepted (Srigley et al.,
2009; Baskovich and Allan, 2011; Kench et al.,
2013). For this reason, the ICCR prostate can-
cer dataset was chosen to determine the minimum
dataset of pathology reports in this field and then
create the terminological knowledge base Path-
LexProstate. Including more organizations while
defining report templates, could lead to worldwide
acceptance and consistent minimum datasets for
the future.

Currently, medical terminologies do not contain
any information about report contents that are con-
sidered as recommended or even required for com-
pleteness of content. PathLexProstate tries to of-
fer an example on coding these determinations for
the scope of pathology reports of radical prostate-
ctomy specimens.

The described report conformance check should
be seen as a supporting method and not as a bar-
rier that strictly forces any content in pathology
reports. It can be used to help pathologists during
the process of documenting their observations by

mentioning potential content-related gaps in the
report in order to avoid missing data. Neverthe-
less, it should not forbid writing or saving a pathol-
ogy report, even if it is detected as being incom-
plete. The conformance check is just planned to
warn the clinician if useful data could have been
forgotten to enter.

Moreover, the conformance check could be
used for filtering existing pathology reports based
on content-related requirements. This can be inter-
esting for re-use purposes, such as scientific stud-
ies, in the future.

Although the described method can check for
completeness, the semantic plausibility of report
contents has not been verified so far. The devel-
oped ontology should be seen as an interface ter-
minology. Mapping the contained classes to a ref-
erence terminology, such as SNOMED CT, could
help extending the semantic expressiveness of the
concepts covered in PathLexProstate.
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Abstract

Crowdsourcing platforms are a popular
choice for researchers to gather text an-
notations quickly at scale. We inves-
tigate whether crowdsourced annotations
are useful when the labeling task requires
medical domain knowledge. Comparing a
sentence classification model trained with
expert-annotated sentences to the same
model trained on crowd-labeled sentences,
we find the crowdsourced training data to
be just as effective as the manually pro-
duced dataset. We can improve the ac-
curacy of the crowd-fueled model with-
out collecting further labels by filtering out
worker labels applied with low confidence.

1 Introduction

Most text classification methods are based on su-
pervised machine learning models that require
large amounts of labeled training data (Aggarwal
and Zhai, 2012). Gathering a large amount of
high-quality training data can be time-consuming
and expensive. To streamline the process, natural
language processing (NLP) researchers have em-
ployed crowdsourcing platforms to quickly collect
crowdsourced annotations at scale (Khare et al.,
2015; Wang et al., 2013).

In some NLP problems, the annotation task re-
quires some degree of common linguistic knowl-
edge that most non-experts are assumed to have.
By examining the accuracy of crowdsourced data
and its usefulness in training models to perform
common NLP tasks, previous research has shown
that deficiencies in individual crowd worker accu-
racy can be overcome by taking consensus votes
over multiple annotators or weighting the votes
of annotators based on their overall performance
(MacLean and Heer, 2013; Zhai et al., 2013;
Hsueh et al., 2009; Snow et al., 2008).

But how useful is crowdsourcing when the an-
notation task requires domain knowledge beyond
common knowledge? One example is interpreta-
tion of medical data. As hospitals transition to
electronic patient records, there are increasingly
more data than medical experts have time to man-
ually annotate. If crowdsourced medical annota-
tions prove to be mostly accurate, it will acceler-
ate research on using machine learning methods to
support medical decisions.

Previous research has suggested that crowd-
sourced non-experts are capable of identifying dis-
tinct patterns of activity in electroencephalogra-
phy readings (Warby et al., 2014) and predicting
native protein structures (Cooper et al., 2010). To
our knowledge there has been less work in us-
ing unscreened, crowdsourced workers to com-
plete text labeling tasks that require comprehen-
sion of medical concepts. Consider the task of de-
termining whether these excerpts from a radiology
report describe a normal or abnormal observation
of the anatomical structure in parentheses:1

• The mastoid air cells are well-pneumatized.
(mastoid)

• Bilateral dysplastic vestibules and lateral
semicircular canals. (semicircular canal)

• The external auditory canal is patent. (EAC)

Labeling some of these sentences might require a
non-expert to do additional research. (e.g. Should
a mastoid air cell be pneumatized? Does lateral
describe the condition of the semicircular canal, or
is lateral semicircular canal a compound noun?)
In this work, we extend the study of crowdsourc-
ing annotations to text-labeling tasks that require
domain knowledge. Specifically, we examine the
usefulness of crowdsourced data for training mod-
els to classify radiology report sentences as nor-
mal or abnormal as in the examples above. By

1The true labels are [normal, abnormal, normal].
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comparing the performance of classification mod-
els trained on expert-generated and crowdsourced
data sets, we show that crowdsourcing enables us
to build supervised models without sacrificing ac-
curacy. Additionally, we show that as gains in
accuracy achieved by increasing the training set
size level off, we can further improve the accu-
racy of our classifier – without gathering addi-
tional training data – by incorporating worker con-
fidence votes.

2 Methods and Data Collection

2.1 Annotating radiology report reports

The Audiological and Genetic Database (Au-
dGenDB) (CHOP, 06) is a medical research
database that houses over 16,000 radiology images
of the temporal bones and associated text reports.
The reports are unlabeled, making it difficult for
researchers to filter reports containing abnormali-
ties in a particular component of the ear. The mo-
tivation for our work is to build a model that clas-
sifies each report as normal or abnormal with re-
spect to each of thirteen anatomical structures (e.g.
cochlea, stapes, etc.). Here, we focus specifically
on the sub-task of classifying sentences in a report
as normal or abnormal.

2.2 Data collection

Our full data set consists of 10,880 unlabeled sen-
tences extracted from AudGenDB radiology re-
ports, similar to the examples in the introduction
and in the supplemental material.

2.2.1 Gold standard labels: expert
annotations

Two experts individually annotated a randomly
chosen sample of 340 sentences. The experts
achieved an inter-annotator agreement score of
0.848 (Fleiss Kappa/Krippendorffs Alpha), indi-
cating near-perfect agreement (Landis and Koch,
1977) . The final gold standard dataset includes
only the 323 sentences on which both annotators
agreed on the label: 165 (51.1%) normal and 158
(48.9%) abnormal.

2.2.2 Crowdsourced annotations
We collected crowdsourced annotations using the
Amazon Mechanical Turk (MTurk) crowdsourc-
ing platform. To facilitate annotation we created
an interface to show each worker three sentences
per Human Intelligence Task (HIT). We performed

no screening of the workers for medical or ra-
diology expertise, and assumed them to be non-
experts.

To encourage high quality annotations we pro-
vided workers with brief instructions to ”classify
the highlighted sentence as describing a normal or
abnormal observation of the specified ear compo-
nent” and examples of normal and abnormal sen-
tences (figure 1). This was the only training pro-
vided. We monitored performance on each HIT
using at least one control sentence from the gold
standard dataset with known class.

In addition to asking the workers to indicate
whether each sentence described a normal or ab-
normal observation, we also asked them to in-
dicate their confidence (Very Confident, Some-
what Confident, or Not Confident) in their choice,
serving as a self-reported measure of either the
perceived difficulty of classifying particular sen-
tences, the accuracy of their classifications, or
both.

We solicited labels for each unlabeled sentence
from at least two unique workers. If workers dis-
agreed on a sentence label we continued to collect
annotations until reaching 75% absolute agree-
ment. In total, we collected annotations satisfying
these conditions for 717 additional sentences em-
ploying 56 unique workers. Data collection took
under two days and cost less than $600 USD.

2.2.3 Weighting the workers’ votes
To consolidate MTurk workers individual votes
into a single crowdsourced label for each sentence,
we take the class of each sentence as the weighted
average of the workers votes. Following Snow et
al. (2008), we weight the workers votes based
on their accuracy. Intuitively, we weigh the votes
of accurate workers higher than votes of inaccu-
rate workers. Further, if two workers achieve the
same percentage accuracy over a different number
of sentences, we want to weigh more heavily the
votes of the worker who classified more sentences.
To satisfy these criteria, we employed the lower
bound of the 25% Clopper-Pearson binomial con-
fidence interval for worker accuracy as a heuristic
weighting scheme:

wi = B(
1− 0.25

2
; C, T − C + 1)

where wi is the weight given to the annotations
from worker i, B is the beta distribution probabil-
ity density function, T is the total number of con-
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Component Class Example Text
scutum normal There is no evidence of bony erosion of the ossicles or the scutum.
ossicles abnormal The ossicles are markedly dysplastic.
auditory canal normal The internal auditory canal is unremarkable.
stapes abnormal The stapes is thickened.

Figure 1: Sample of example sentences provided to workers

trol sentences annotated by i, and C is the number
of control sentences correctly annotated by i.

2.3 Building a classification model

We constructed a simple sentence classification
model using a bag-of-ngrams sentence represen-
tation to examine whether the crowdsourced data
is as useful for training a sentence classification
model as the expert-annotated data.

Our model represents each tokenized sentence
as a 901-dimensional feature vector, where the
first 900 features correspond to the top-500 uni-
grams, top-300 bigrams, and top-100 trigrams in
our dataset in terms of frequency. The value of
each n-gram feature indicates the count of that n-
gram in the sentence. The 901st feature indicates
the sentence token count. Having represented each
sentence as a numeric feature vector, we use L2-
regularized logistic regression to predict whether
the sentence is normal or abnormal.

3 Results

3.1 Labeling performance and analysis

Our 56 unique MTurk workers each classified 99.9
sentences on average (range [3, 462]). The av-
erage individual accuracy on classifying control
sentences was 93.49%, and performance was rel-
atively consistent between workers. Only three
workers had accuracy scores significantly below
average as determined by the 95% binomial pro-
portion confidence interval.

Similarly to previous studies that examine the
reliability of crowdsourced annotations (Zhai et
al., 2013; Hsueh et al., 2009; Snow et al., 2008),
we find that inter-annotator agreement among the
crowdsourced workers was lower than agreement
between our expert annotators. We calculate inter-
annotator agreement using two methods. Ap-
plying Krippendorffs Alpha directly, the crowd-
sourced workers achieve a score of 0.743. Be-
cause a varying number of workers labeled each
crowdsourced sentence, we cannot calculate Fleiss

Kappa directly as we could for the two expert an-
notators. Instead we randomly sample two crowd
labels for each sentence for 100 iterations and find
the average Kappa score over all iterations to be
0.758 (90% CI ±.003). This indicates substantial
agreement (Landis and Koch, 1977), albeit lower
than agreement between the expert annotators who
scored 0.848 on both measures.

3.2 Votes of confidence

Workers generally indicated high confidence in
their annotations. The distribution of ratings was
68% Very Confident, 27% Somewhat Confident,
and 5% Not Confident.
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Figure 2: Alpha vs Average Confidence. For nor-
mal sentences, worker agreement is positively cor-
related with average confidence rating.

Figure 2 shows that for sentences labeled nor-
mal, worker agreement is positively correlated
with average confidence rating. In other words,
workers tend to agree with each other on the la-
beling of a sentence when they each feel confident
in their own judgement. At the same time, we find
that labels applied with confident ratings tend to
be more accurate (table 1). Thus we note an in-
teresting pattern in our crowdsourced data: the av-
erage confidence rating of a sentence is an indi-
rect but rather effective estimate of the accuracy
of the sentence’s label. This suggests that we can
increase the accuracy of our training data by filter-
ing out worker annotations that are given with low
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confidence.

Accuracy
Confidence Vote In-Class Threshold
Very Confident 0.975 0.975
Somewhat Confident 0.864 0.953
Not Confident 0.534 0.941

Table 1: Crowd accuracy by confidence rating.
’In-class’ accuracy gives the percent of crowd la-
bels with that exact confidence rating that matched
the gold standard label; ’threshold’ refers to the
percent of labels with the same or more confident
rating that matched the gold standard.

3.3 Using annotations to train a classifier
To see whether the crowdsourced dataset is as use-
ful for training a classification model as the expert-
labeled dataset, we conducted three experiments:

3.3.1 Experts vs The Crowd
First, we train two versions of our classifica-
tion model: one using only gold standard la-
bels as training data (expert-trained classifier), and
the other using only crowdsourced labels (crowd-
trained classifier). Each classifier uses the same
number of training instances.

Since the gold standard data set is so small, we
use stratified K-fold cross validation (k=5) to train
the expert-trained classifier on different portions
of the gold standard data set (Hastie et al., 2009).
For each K-fold iteration, we also randomly sub-
sample (with replacement) a training set from the
crowdsourced data of equal size (˜260 samples),
and evaluate both classifiers against the validation
portion of the gold standard data.

As detailed in table 2, the average accuracy of
the expert-trained classifier is 0.84 (±.04), and the
average accuracy of the crowd-trained classifier is
0.86 (±.03). There is no significant difference be-
tween these two classifiers, which shows that the
crowdsourced dataset is just as useful for training
a classification model as the expert-labeled dataset
given the same number of training instances.

3.3.2 Increasing training instances
To test whether we can improve the accuracy of
the classification model by simply increasing the
number of crowd worker annotations we collect,
we train classifiers using increasing training set
sizes. For each size we randomly sub-sample
a training set from the crowdsourced labels and

Training Set Size Accuracy F-Score
Gold 259 0.84± .04 0.84± .03
Crowd 259 0.86± .03 0.87± .04

Table 2: Experts vs The Crowd Results

evaluate it against the entire gold standard dataset.
Figure 3 below shows the mean and 90% confi-
dence interval for accuracy over 50 random sub-
samples at each training set size. Performance
improves with the size of the training set, but be-
gins to level off when we use all available crowd-
sourced labels (training set size 717). This sug-
gests that we might achieve only modest improve-
ments in accuracy by gathering further crowd-
sourced labels.
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Figure 3: Classifier accuracy by training size. Per-
formance improves with the size of the training
set, but begins to level off around 700 samples.

3.3.3 Incorporating confidence thresholds
We observed that crowd annotations with Very
Confident votes tend to be more accurate than
those with less confident votes when evaluated
against a gold standard (table 1). Our third ex-
periment tests whether limiting the crowdsourced
training data to incorporate only worker labels
given with high confidence will improve the clas-
sifier’s accuracy.

We train our model on three further training
sets with increasing confidence thresholds. When
evaluated against the entire gold standard test
set, the classifier trained under the Not Confident
threshold, which includes all of the training sen-
tences, achieves an accuracy of 0.90. The classi-
fier trained under the Somewhat Confident thresh-
old receives a modest boost in accuracy (0.91),
even though there are fewer training samples avail-
able at that threshold. While the Very Confident
threshold classifier achieves the highest precision
(figure 4), its high threshold limits the number of
training instances available and thus produces a
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lower accuracy and F-Score. (In fact, if we restrict
the number of training samples under each thresh-
old to 532, the accuracy of the Not Confident and
Somewhat Confident thresholds drop to 0.86 and
0.85 respectively.) Overall, the Somewhat Confi-
dent training set, which balances training set size
and label confidence, produced the optimal out-
come.
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Training Thresh. Size Accuracy F-Score
Not Conf. 717 0.90 0.91
Somewhat Conf. 690 0.91 0.91
Very Conf. 532 0.88 0.89

Figure 4: Training Set Confidence Thresholds

4 Discussion

A limitation of this study is that some sentences in
AudGenDB are readily classifiable by non-experts
due to their lexical content or syntactic structure.
Though this requires further research, we con-
ducted a preliminary analysis to explore the im-
pact this may have had on our results. Running
the Stanford CoreNLP pre-trained sentiment pre-
diction model (Socher et al., 2013) on our gold
dataset and assigning a normal label to sentences
predicted positive or neutral by CoreNLP and an
abnormal label to sentences predicted negative
produces output that is 70.4% accurate2. But if we
use the average time spent by workers in classify-
ing each sentence as a rough indicator of difficulty,
we see that ’easier’ sentences (those taking less
than 60 seconds to classify on average) are more
accurately labeled by the sentiment analysis model
than more ’difficult’ sentences (76.4% vs 69.5%

2Before running sentiment prediction, we replaced words
that are uniquely positive in our dataset like unremarkable
and patent with equivalent words like good that are more
commonly positive in the online reviews on which the model
was trained. See supplemental material for details.

accuracy respectively). Thus, it appears that the
hardest sentences to classify are less clearly nor-
mal or abnormal based on lexical content or syn-
tactic structure alone.

Our results show that it is possible to use crowd-
sourcing to generate sentence labels for a task that
requires specific domain knowledge. By apply-
ing labels to sentences based on a weighted vote
of the crowd annotators, we can generate a train-
ing dataset that is as effective as one generated
by expert annotators in training a sentence classi-
fier. We can improve the usefulness of the crowd-
sourced dataset by simply gathering additional an-
notations, to a point. When gains in accuracy
achieved through growing the training set begin to
level off, we can improve classifier accuracy fur-
ther – without collecting more data – by incorpo-
rating individual crowd confidence ratings.

5 Related Work

There has been considerable research effort aimed
at reducing the infamously high monetary and
time cost of expert data annotation. Some studies
examine ways to optimize accuracy of expert an-
notations with minimal cost (Grouin et al., 2014;
Rzhetsky et al., 2009)]. Other research, such as
this work, focuses on crowdsourcing as a way of
reducing annotation cost.

Crowdsourcing is rapidly growing as a data col-
lection method in bioinformatics (Khare et al.,
2015). Within the biomedical crowdsourcing lit-
erature, methods for outsourcing tasks that require
domain knowledge generally fall into one of two
categories. The first type uses active crowdsourc-
ing platforms to locate domain experts within the
crowd (Ipeirotis and Gabrilovich , 2014; Shapiro
et al., 2013; CrowdMed, 2015). The second fo-
cuses on harnessing the efforts of non-experts in
various ways. Some researchers have leveled the
playing field between experts and crowdsourced
humans by gamifying complex tasks (Cooper et
al., 2010) or simply training crowdsourced work-
ers to complete tasks with limited scope (Warby
et al., 2014). In some cases, crowdsourced hu-
mans turn out to be just as accurate on their own
as experts (Zhai et al., 2013). In others, re-
searchers aggregate crowdsourced annotations to
produce a dataset that approaches the accuracy of
an expert-generated gold standard (MacLean and
Heer, 2013). This work falls firmly into this last
group.
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Abstract

Linking electronic health records (EHRs)
to relevant education materials can provide
patient-centered tailored education which
can potentially improve patients’ medical
knowledge, self-management and clinical
outcome. It is shown that EHR query
generation using key concept identifica-
tion improves retrieval of education ma-
terials. In this study, we explored do-
main adaptation approaches to improve
key concept identification. Our experi-
ments show that a 20.7% improvement in
the F1 measure can be achieved by lever-
aging data from Wikipedia. Queries gen-
erated from the best performing approach
achieved a 20.6% and 27.8% improvement
over the queries generated from the base-
line approach.

1 Introduction

Providing patients with access to their own elec-
tronic health records (EHRs) has been shown to
benefit patients in many ways, including enhanced
medical understanding, and better medication ad-
herence (Delbanco et al., 2012). Several studies
have also found that providing knowledge can im-
prove diabetes-related health outcomes (Wiljer et
al., 2006).

However, EHR notes present unique challenges
to the average patients. A national survey in US
shows that 36% of the population have basic or
below basic health literacy (National Center for
Education Statistics, 2003). The language in the
EHR notes is difficult for non-medical profession-
als to comprehend because of the prevalence of
medical terms, abbreviations, and domain-specific
language patterns. Coupled with limited average
health literacy, the valuable and authoritative in-
formation contained in the EHR is less accessible

to the patients, who ultimately stand to benefit the
most from the information.

Linking EHR notes to relevant education ma-
terials can unlock the information in them and
provide patient-centered tailored education which
has the potential to enhance patient engagement
and lead to improved self-management and clin-
ical outcomes. One challenge in designing such
an Information Retrieval system is to generate
queries. It is shown that ad hoc retrieval using
the entire EHR note is less effective because of
the noise contained in the notes (Zheng and Yu,
2015). A better strategy is to identify the key
concepts from the notes and use them as queries.
Using off-the-shelf concept recognition tools such
as MetaMap (Aronson, 2001) can lead to long
queries that contain many unimportant concepts.
For example, incidental findings in an EHR note
may distract the retrieval system from returning
documents that are central to the note. Therefore,
identifying, among all the concepts, the impor-
tant ones is essential to generate effective queries.
In this study, we explored domain adaptation ap-
proaches (Jiang and Zhai, 2007; Daumé III, 2007)
to improve key concept identification. These ap-
proaches have been demonstrated to improve per-
formances of NLP tasks such as semantic role la-
beling (Dahlmeier and Ng, 2010) and discourse
connective detection (Polepalli Ramesh et al.,
2012).

Our system in the training phase uses a combi-
nation of Wikipedia data and EHR data to learn
models to identify key concepts. At the test time,
the models are used to predict key concepts from
the EHR notes. The identified key concepts are
then grouped into one query string to retrieve rel-
evant education documents.

2 Related Work

Domain adaptation is a method to adapt machine
learning models trained from a large labeled out-
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of-domain dataset to a target domain in which la-
beled data is difficult to obtain. Due to privacy reg-
ulations, limited health care data is readily avail-
able to train machine learning models (Chapman
et al., 2011). Thus, domain adaptation approaches
are investigated in many NLP tasks. In Part of
Speech tagging, Coden et al. (2005) showed com-
bining Penn Treebank data with a small clini-
cal notes corpus improves performance. Liu et
al. (2007) developed a heuristic sample selection
method to select training samples from the med-
ical domain, and combined with Penn Treebank
data to adapt a maximum entropy tagger.

There is also interest in adapting models in
other NLP tasks. Polepalli Ramesh et al. (2012)
showed that domain adaptation techniques yielded
the best performance in identifying discourse con-
nectives in biomedical text. Kim et al. (2013) ex-
tracted congestive heart failure related mentions
by adapting models learned from a different type
of clinical notes.

Information Retrieval in the biomedical do-
main is also related to this work. The CLEF
eHealth (Kelly et al., 2014) challenge includes
a task to retrieve information to address ques-
tions patients may have when reading clinical re-
ports. This task provides participants with expert-
formulated concise queries for one central disor-
der in discharge summaries (Goeuriot et al., 2014).
In our study, we aim to generate queries from long
EHR notes without the help of experts. TREC
Clinical Decision Support Track is another infor-
mation retrieval challenge involving EHR notes.
The task is designed to address the physicians’ in-
formation needs rather than the patients’. Case
reports are provided as query descriptions, which
can be shorter and more focused than an EHR
note.

3 Materials

Twenty progress notes are randomly selected from
a de-identified corpus of EHR notes to test our sys-
tems’ performance. Each note contains on average
261 tokens, with a standard deviation of 133. A
physician read each note, and manually identified
relevant education materials from a collection of
MedlinePlus1 documents. The phrases in the EHR
notes that match the title of a relevant MedlinePlus
document are marked as key concepts. A snippet
of one note with its linked education materials is

1http://www.nlm.nih.gov/medlineplus/

Snippet of EHR
Patient is a XX-year-old woman status post
Thoratec left ventricular assist device place-
ment for cardiogenic shock following acute
myocardial infarction. Patient requires crit-
ical care for management of her respiratory
failure, malnutrition, hyperglycemia, post-
procedure hemodynamics, and renal failure.

Select Relevant Education Materials
Heart Attack
Cardiogenic shock
Kidney Failure
Respiratory Failure

Table 1: Snippet of an EHR note and titles of its
linked MedlinePlus documents.

show in Table 1. Key concepts marked by match-
ing titles are italicized.

For domain adaptation, we collected Wikipedia
articles that are in the Diabetes category. This en-
sures the Wikipedia articles are from the same do-
main. The internal Wikipedia links in each article
are used as key concepts. There are a total of 130
Wikipedia articles.

The education material collection to evaluate
retrieval performance consists of approximately
9400 documents from the “Health Topics”, “Drugs
and Supplements”, and “Medical Encyclopedia”
sections of the MedlinePlus website. On average,
the documents have 749 tokens, with a standard
deviation of 566.

4 Methods

4.1 Domain Adaptation Approaches
We trained Conditional Random Fields (CRF)
models to predict the key concepts. As a baseline
system, we used leave-one-out cross validation on
the EHR notes. The features in the model include
lexical, capitalization, prefix, suffix, word shape,
and UMLS semantic type. The semantic types are
provided by MetaMap, and added as a feature to
each token of the MetaMap-recognized terms.

We compared three different methods of do-
main adaptation to identify the key concepts—
instance weighting, instance pruning, and feature
augmentation. In accordance with the common
terminology, we refer to the larger Wikipedia data
as source domain, and the smaller 20 EHR notes
the target domain data.
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Instance weighting (Jiang and Zhai, 2007)
merges the data from both corpora with different
weights during training. The weights are usually
inversely proportional to the size of the corpus. A
model is then trained using this weighted training
dataset. In our experiments, we used leave-one-
out cross validation on the target domain data. In
each fold, the training data is a weighted combina-
tion of the Wikipedia data and 19 EHR notes. The
test data is the left out EHR note.

Instance pruning (Jiang and Zhai, 2007) re-
moves misleading training instances from the
source domain by first applying a model learned
from the target domain. For example, if an in-
stance is assigned different labels in the source and
target domain corpora, it is removed to prevent the
algorithm from learning from this confusing data.
We first trained a model on the target domain data,
and then predicted the labels on the source domain
data. Instances in the source domain that were
incorrectly labeled were pruned from the source
training set. Finally, a new model was trained us-
ing this pruned source domain dataset.

Feature augmentation (Daumé III, 2007) adds
additional features to the training instances to
identify which corpus they come from. For each
original feature in a training example, a new in-
dicator feature is included to indicate the origin
domain of the feature, so the learning algorithm
can distinguish features important to each domain.
A model is then trained on the combined dataset.
In our experiments, we applied cross validation
on the target domain in a similar fashion to the
instance weighting experiments. In each fold, a
feature-augmented corpus was built from all the
Wikipedia data and 19 EHR notes, and the test
data consisted of one EHR note.

4.2 Query Generation

To evaluate the key concepts’ effectiveness on ed-
ucation material retrieval, we used the key con-
cepts as queries. The textual MedlinePlus doc-
uments are indexed using Galago (Croft et al.,
2010), an open source system. In the instance
weighting and feature augmentation experiments,
the predicted key concepts in the left out EHR
note in each fold are combined as queries. In the
instance pruning experiments, the predicted key
concepts in the EHR notes using the pruned source
domain data are used as queries.

Following the same design as reported in Zheng

System Precision Recall F1
Baseline 45.77% 26.51% 31.76
Instance Weighting 47.59% 34.41% 38.32
Instance Pruning 40.00% 6.02% 10.23
Feature Augmentation 46.60% 28.86% 34.08

Table 2: Key concept identification results.

and Yu (2015), we experimented with a two-stage
approach, using the same parameters. This ap-
proach first issues a query using the key concepts,
and then issues a second query using all the con-
cepts recognized by MetaMap. The top 20 results
from the first query and the results from the second
query are merged to be the final result, removing
duplicates between the two result sets.

In all the IR systems, we use Mean Average Pre-
cision (MAP) (Manning et al., 2008), a common
metric in the IR community, to evaluate the ranked
retrieval results. Set-based measures such as pre-
cision and recall metrics cannot distinguish the or-
der the results are presented in a ranked retrieval
context.

5 Results

The results of the baseline CRF model and the
models using domain adaptation approaches are
shown in Table 2. The baseline system achieved
an F1 score of 31.76. Two domain adaptation ap-
proaches, instance weighting and feature augmen-
tation, outperformed the baseline system. Both
the precision and recall were improved in these
two approaches. The best performing approach
(instance weighting) shows a 6.56 points (20.7%)
improvement in F1 measure over the baseline sys-
tem.

The Information Retrieval results using these
key concepts as queries are shown in the “MAP”
column in Table 3. Queries generated from the in-
stance weighting approach outperformed the base-
line query results by 0.019 points (20.6%). The
other two approaches did not improve over the
baseline query.

Results using two-stage approach is shown in
the “Two Stage” column of Table 3. The instance
weighting approach again outperformed the base-
line approach by 0.031 points (27.8%). The other
two approaches’ performances were similar to the
baseline result.
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Table 3: Information Retrieval performance. In
each system, the queries are generated by combin-
ing the recognized key concepts.

Queries MAP Two Stage
Baseline 0.0921 0.1114
Instance Weighting 0.1111 0.1424
Instance Pruning 0.0316 0.1002
Feature Augmentation 0.0684 0.1081

6 Discussions

In the domain adaptation experiments, the preci-
sion of the three approaches were relatively close
to the baseline. However, the recall scores vary
greatly. In the instance weighting experiment, the
model was able to identify many abbreviations
that are rare in the target domain. For example,
“EGD” and “DVT” were successfully identified
as key concepts despite their occurring only once
and three times in the target domain corpus. On
the other hand, the instance pruning approach re-
moved over half of the training instances from the
source domain data, resulting in a lower perfor-
mance. The Wikipedia Manual of Style states
that only the first occurrence of a term should
be linked, and generally a link should only ap-
pear once. This resulted in many valid instances
being removed because of multiple occurrences.
For example, repeated mentions of “glucose” in
Wikipedia articles were predicted as key concepts
by the target domain model. However, most were
removed because only one of them in each arti-
cle was linked to the glucose article. The reduced
training size lowered the recall of this model.

In the IR experiments, the instance weighting
approach outperformed the baseline in both the
single query and the two stage designs. This can
be attributed to the higher recall of this approach
in the CRF model. Due to its low recall in key
concept identification, instance pruning failed to
retrieve many relevant documents. For example,
in six of the EHR notes, only one phrase was la-
beled as key concept, and one of them was in-
correct. Despite feature augmentation’s improve-
ment in the key concept identification experiments
over the baseline, queries generated from this ap-
proach did not improve over the baseline query re-
sult. The identified key concepts by this method
included abbreviations such as “CHF” and general
symptoms such as “nausea”, which can be associ-

ated with a multitude of diseases.
One limitation of the study is that the retrieval

gold standard was annotated by one physician.
Additional annotators would produce better anno-
tations.

7 Conclusion

It is shown that identifying the key concepts is an
effective strategy to generate queries to link EHR
notes to education materials. In this study, we
explored several domain adaptation approaches
to improve key concept identification from EHR
notes. The source domain data from Wikipedia
enabled the CRF models to learn from more ex-
amples. Our experiments have shown that the
best setup outperformed a baseline CRF system
by 20.7% using data from Wikipedia. Using key
concepts recognized from this setup resulted in the
best information retrieval performance, a 20.6%
improvement over the baseline. Under a two-stage
query strategy, retrieval results using these key
concepts outperformed the baseline by 27.8%.

Acknowledgments

This work was supported in part by the Award
1I01HX001457 from the United States Depart-
ment of Veterans Affairs Health Services Research
and Development) Program Investigator Initiated
Research. The contents do not represent the views
of the U.S. Department of Veterans Affairs or the
United States Government.

References
Alan R. Aronson. 2001. Effective mapping of biomed-

ical text to the UMLS Metathesaurus: the MetaMap
program. Proc AMIA Symp, pages 17–21.

Wendy W. Chapman, Prakash M. Nadkarni, Lynette
Hirschman, Leonard W. D’Avolio, Guergana K.
Savova, and Ozlem Uzuner. 2011. Overcoming bar-
riers to NLP for clinical text: the role of shared tasks
and the need for additional creative solutions. Jour-
nal of the American Medical Informatics Associa-
tion, 18(5):540–543.

Anni R. Coden, Serguei V. Pakhomov, Rie K. Ando,
Patrick H. Duffy, and Christopher G. Chute. 2005.
Domain-specific language models and lexicons
for tagging. Journal of Biomedical Informatics,
38(6):422–430.

W. Bruce Croft, Donald Metzler, and Trevor Strohman.
2010. Search Engines: Information Retrieval in
Practice. Addison-Wesley.

118



Daniel Dahlmeier and Hwee Tou Ng. 2010. Domain
adaptation for semantic role labeling in the biomed-
ical domain. Bioinformatics, 26(8):1098–1104.
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Abstract

Among the application domains of information extraction, the biomedical domain is one of the
most important ones. This is due to the large amount of biomedical text sources including the vast
scientific literature and collections of patient reports written in natural language. These sources
contain a wealth of crucial knowledge that needs to be mined. Typical mining tasks regard entity
recognition, entity-relation extraction, and event and event participant recognition. Recently we
witness an interest in the recognition of spatial relationships between entities and of temporal
relationships between events. One of the most important problems in information extraction
regards dealing with a limited amount of examples that are manually annotated by experts and
that can be used for training the extraction models.

In this talk we discuss how we can leverage knowledge contained in unlabelled texts and onto-
logical knowledge about known relationships between the output labels used for the extractions.
The former aspect especially focuses on how to automatically create novel training examples
from the unlabelled data, the latter on how to integrate the relationships in models for structured
machine learning during training and testing of the extraction models in the most efficient way.
We show promising results and point to directions of future research.
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Abstract

A method to find adverse drug reactions
in electronic health records written in
Swedish is presented. A total of 14,751
health records were manually classified
into four groups. The records are nor-
malised by pre-processing using both dic-
tionaries and manually created word lists.
Three different supervised machine learn-
ing algorithm were used to find the best
results; decision tree, random forest and
LibSVM. The best performance on a test
dataset was with LibSVM obtaining a pre-
cision of 0.69 and a recall of 0.66, and a
F-score of 0.67. Our method found 865
of 981 true positives (88.2%) in a 3-class
dataset which is an improvement of 49.5%
over previous approaches.

1 Introduction

Adverse drug events (ADEs) are the seventh
largest cause of death in Sweden (Wester et al.,
2008). ADEs also cause 3.7% of hospital admis-
sions worldwide (Howard et al., 2007). Drugs
have been developed by pharmaceutical compa-
nies and tested on a small group of healthy young
men (~3,000) (FDA, 2014); however, patients tak-
ing the drugs are mostly elderly and multiple
sick people, therefore, one needs to perform post-
marketing drug safety surveillance in order to de-
tect the ADEs’ effect on real patients.

The care of the patient is continuously docu-
mented by the physician in health records also
called electronic patient records. The health
records contain both structured and unstructured
information. The structured information is for ex-
ample the age of the patient, time stamps, drugs,
ICD-10 diagnosis code, and microbiological and
blood values. Unstructured information is mainly

free text. Health records are usually long and
written by different authors with different writ-
ing styles (Allvin et al., 2011; Wijesekera, 2013).
To identify entities in a text, to extract mean-
ing and terms, and to consider their context, ad-
vanced methods must carried out. Several strate-
gies and methods have been developed, and some
approaches are described in the next section.

2 Related research

There are several studies on automatically iden-
tifying ADEs from the text of electronic health
records using either rule-based or machine
learning-based methods. In this section different
approaches and their results are summarised.

2.1 Rule based methods

Several rule-based studies to detect ADEs have
been carried out. Eriksson et al. (2013), car-
ried out a rule and dictionary approach to detect
ADEs in 6,011 Danish psychiatric patients’ hospi-
tal records. The system identified 35,477 unique
ADEs. They obtained a precision of 0.89 and a
recall of 0.75.

Wang et al. (2009) developed a rule-based sys-
tem to detect the drug - ADEs relationship for
seven specific drugs. They used 25,074 discharge
summaries in English to evaluate the system. The
authors obtained a recall and precision of 0.75 and
0.31, respectively, for known ADEs.

Hazlehurst et al. (2009) detected vaccine ADEs
among Kaiser Permanente Northwest (KPNW),
which encompasses more than 450,000 persons.
They compared automated methods MediClass
with code-based detection methods; the Medi-
Class method obtained better results than the code-
based method - 0.74 versus 0.31 PPV (positive
predictive value, which is the same as precision).
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2.2 Machine learning based methods

There are several studies on automatically identi-
fying ADEs from text of electronic patient records.
One Spanish study by Santiso et al. (2014) used
6,100 concepts and 4,700 adverse drug reactions
(ADRs) relations for training, and evaluated on
2,100 concepts and 1,600 ADR relations, and ob-
tained 0.93 precision and 0.85 recall using the
Random Forest algorithm.

In a Japanese study by Aramaki et al. (2010),
using 3,012 Japanese discharge summaries, the
authors annotated 1,045 drugs and 3,601 possi-
ble adverse drug effects. They found that around
7.7% of the discharge summaries contained ADE.
Of these, 59% could be extracted automatically.
They used both support vector machine (SVM)
and pattern matching methods(PTM) and obtained
slightly better results using PTM; precision was
0.41 and recall 0.92 when using PTM, and SVM
gave precision of 0.58 and recall of 0.62.

In a study by Roller and Stevenson (2014),
UMLS was used to identify concepts and relations
in millions of biomedical articles (for instance,
drug contraindications, ADE drug relations), and
used them to train a Naïve Bayes classifier obtain-
ing 0.25 precision and 1.00 recall.

Gurulingappa et al. (2012) developed a man-
ually annotated corpora in English consisting of
3,000 medical case reports (i.e. published scien-
tific reports of specific patients, their drugs and
their side effects). Three annotators annotated the
corpora using the concepts drugs, drug dosage,
adverse effect and relationship among the con-
cepts. The three annotators have an M.Sc. degree
in biomedicine, where two of them were experi-
enced and one novice. One annotator was used as
standard and the other as reference. Each anno-
tator annotated 2,000 documents, and 1,000 docu-
ments were annotated by all three annotators. The
F-score was measured. Drugs obtained an F-score
for partial match from 0.90 down to 0.38. Adverse
effect-Drugs obtained an F-score of 0.79 down to
0.37. The ADE-corpus is publicly available1. The
authors performed machine learning experiments
both with Naïve-Bayes and Maximum Entropy
(MaxEnt) classifiers from the MALLET toolkit,
and obtained, as best for MaxEnt, 0.75 precision
and 0.64 recall.

1https://sites.google.com/site/adecorpus/

2.3 Aim and purpose

Previous approaches to detect adverse events have
used either rule-based approaches or machine
learning approaches, but none have applied a
mixed method.

We aimed to design a method that identifies
ADRs in health records. The identification of
ADRs is realised with a mixture of keyword and
phrase filtering and supervised machine learning
algorithms that classify health records. By fil-
tering of ADR related phrases, we achieved less
computational effort to obtain the prediction and
higher prediction performance. We also aspired to
design a flexible method that is able to distinguish
between different kinds of ADRs - for example,
possible ADRs and ADRs related to a certain drug.
Finally, we strived for both classification of med-
ical records concerning ADRs and revealing the
drug-symptom relations that are decisive for this
classification.

3 Materials and methods

3.1 SEPR Corpus and SEPR Drug Cor-
pus

Stockholm Electronic Patient Record (SEPR) Cor-
pus is a patient record collection encompassing
over one million patient records from the years
2006-2014 from Karolinska University Hospital in
Stockholm, (Dalianis et al., 2012). Of this SEPR
Corpus2, records were sampled to be used for the
machine learning experiment.

The SEPR Corpus is stored in a relational
database. The unique serial number of each patient
was extracted to identify the corresponding health
record written by the physicians. Each entry of
the record was ordered in temporal order including
the drugs taken by each patient. Although, there
are no personal names in the data base there can
be personal names mentioned in the free text and
therefore the data still may contain confidential in-
formation. Thus, the data cannot be made publicly
available. The problem is known and there are ini-
tiatives to establish an infrastructure of publicly
available medical records for research (Dalianis et
al., 2015).

2This research has been approved by the Regional Eth-
ical Review Board in Stockholm, (Etikprövningsnämnden i
Stockholm), permission number 2012/834-31/5.
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The SEPR Drug Corpus is the sampled part of
the SEPR Corpus. The sampling was performed
in two steps. First, five drugs were selected for
the focus, and second, four groups were defined to
classify the records.

3.2 Methods

When developing our method as presented in Fig-
ure 1, we faced two problems, that called for solu-
tions. Firstly, health records are unstructured, not
standardised texts, written by many authors with
different writing styles. Secondly, health records
tend to be long. The average number of words in a
health record in the SEPR Drug Corpus is 11,228
words (133 words is the minimum and 74,457
words is the maximum). This volume of data can-
not be handled by a Machine Learning applica-
tion installed on a regular computer since machine
learning applications in general need high primary
memory capacity. For example, without any text
manipulation and filtering, a document vector gen-
erated from a sub-dataset with Cefuroxim patients
(see SEPR Drug Corpus) would contain 391,761
features.

The first mentioned problem is solved by
malisation of writing format and words. The latter
problem is solved by several pre-processing steps,
focusing on five drugs and their known ADRs, di-
viding the dataset into sub-datasets, and keywords
and phrase filtering. The designed method is eval-
uated with the known performance measurements
precision (P), recall (R), (Rijsbergen, 1979) and F-
score (Powers, 2015).

3.2.1 Sampling

A sample should be composed in such a way
that a machine learning algorithm can work effec-
tively and efficiently. Moreover, a sample should
mirror the whole corpus, so that the gained in-
sights can be applied to the whole corpus, and
even more importantly, can be generalised. With
these defined requirements, a sampling of medi-
cal records from the SEPR Corpus was performed
in a multi-stage sampling approach. First, five
drugs were selected. The choice was assigned
and confirmed by our research physician. With
this selection, the number of ADRs was nar-
rowed down; however, the method has to work on
any drug. Furthermore, independent sub-datasets
can be formed to ensure that the results can be

Figure 1: Method process steps

generalised. The selected drugs belong to dif-
ferent pharmacological/therapeutically subgroups
according to the Anatomical Therapeutic Chemi-
cal (ATC) classification system (WHO, 2015) to
guarantee that the designed method is applicable
to different drugs. Furthermore, each of them is
given to at least 1,000 patients to guarantee that
the designed method is valid; and two of the drugs
are given to a larger number of patients (more
than 1,000 patients) to guarantee that the designed
method can distinguish between different class la-
bels. To read more details about the requirements
and the sampling please see (Friedrich, 2015).

The following drugs fulfil the above require-
ments (FASS, 2014a), the ATC codes can be found
here 3:

1. Cefuroxim (ATC code J01DC02), antibiotic (Swedish:
antibiotika); drug agent Cefuroxime

2. Imovane (ATC code N05CF01), psycholeptic
(Swedish: neuroleptika, lugnade medel och sömn-
medel), also called a tranquilliser or sleeping aid; drug
agent Zopiclonum INN

3http://www.fass.se/LIF/result?query=&userType=0
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3. Oxynorm (ATC code N02AA05), analgetica
(Swedish: smärtstillande medel), also called a pain
killer; drug agent Oxycodone

4. Prednisolon (ATC code H02AB06), corticosteroids
(Swedish: Kortikosteroider för systemiskt bruk), also
called cortisone; drug agent Prednisolon

5. Primperan (ATC code A03FA01), functional gas-
trointestinal disorders (Swedish: funktionella mag-
tarmsymptom); to treat nausea and vomiting, drug
agent: Metoclopramide

Dosage and dosage form were not considered,
nor the companies producing or dealing with any
of the above mentioned drugs.

As a second sampling step, four classes were
defined, and assigned to health records. Health
records that could not be assigned to one of the
four classes were excluded; these were mainly
health records with contradicting notes about
ADRs. The four classes are:

1. definitely ADRs and related to the chosen drugs:
known and drug-related ADRs according to FASS
(2014b)

2. definitely ADRs but not related to the chosen drug:
ADR because an ADR term (in Swedish e.g. biverkn-
ing, läkemedelutlöst) is mentioned in the health record,
or diagnosis related to ADR (e.g. IDC G44.4 Drug-
induced headache, not elsewhere classified); category
A1 according to Stausberg and Hasford (2011)

3. possible ADRs: suspicious reaction or suspected ad-
verse drug event, however, neither diagnosis is related
to ADR or symptoms are linked to ADR

4. no ADR: ‘clean’ patients with no ADR mentioned, no
ADR related diagnosis, or ADR related symptom

3.2.2 Manual class labelling

The 14,751 health records from the SEPR Drug
Corpus were manually classified by one annotator
who also is a computer scientist. Large parts of the
records do not contain any note about ADRs. To
aid the annotator the records were pre-annotated;
with pre-annotation, only ADR-related passages
have to be read. Designed word lists were used,
which supported the pre-annotation and the manu-
ally performed class labelling. The manual anno-
tation took around seven weeks to perform.

With the performed two sampling steps (five
drugs, four classes) the SEPR Drug Corpus was
constructed containing 14,751 health records as-
signed to four class labels, presented in Table 1.

Stausberg and Hasford (2011) categorised 505
ICD-10 codes in seven groups “with respect to its
validity as an indicator for an ADE and its defi-
nition in the ICD-10”. To avoid biased class la-
belling, patients with a diagnosis related to Staus-
berg’s category A.1 (drug-related causation was

noted in the ICD-10) were assigned to class 2 re-
gardless of whether ADRs were mentioned in the
health record.

3.3 Text manipulation

To improve both prediction performance and
computational speed, normalisation and pre-
processing of the unstructured texts were carried
out. The number of synonyms, abbreviations, and
misspellings that exist for terms decrease the per-
formance of a classifier, thus, normalisation was
performed. Pre-processing was carried out to re-
duce the document vector space. More precisely,
the following measurements concerning text ma-
nipulation were carried out:

1. Normalisation of text and letter format
- Case converter, to change capital letters into
small letters; that improves keyword search
since capital letters do not have to be consid-
ered anymore
- Punctuation marks (e.g. , ; / </n> ) are
mostly erased or replaced with dots, so that
the sentence structure is not ruined. Punctu-
ation marks are not part of a text analysis,
but it can be a hint for an unknown ADR
or for class label 3. Therefore, the question
mark (“?”) is changed into the word maybe
(Swedish: kanske)

2. Normalisation of words
- Expansion to change abbreviations and
acronyms to their full word (e.g. pat into pa-
tient)
- Misspellings and synonyms
For example, the following abbreviations and
variations are found for the term biverkn-
ing (English: side effect): biv, biverkn,
biverkningarna. For the term biverkning 44
misspellings were recognised.

3. Pre-processing
- Number filter to reduce the vector space and
increase computational speed
- N-Char filter [N=2] to remove words that
contain less than N letters
- Stop Word Filter to filter out stop words
(Leskovec et al., 2014)

3.4 Dictionaries and word lists

To support normalisation, three dictionaries were
created:
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Total drug related ADR general ADR possible ADR no ADR
class 1 class 2 class 3 class 4

Cefuroxim 1,243 11 840 134 258
Imovane 2,329 4 1,790 124 411
Oxynorm 2,886 16 2,120 143 607
Prednisolon 3,411 42 2,134 312 923
Primperan 4,882 34 3,237 296 1,315
Total 14,751 107 10,121 1,009 3,514
Share 0.7% 68.6% 6.8% 23.8%

Table 1: SEPR Drug Corpus with health records per class and drug

• misspellings (contains 460 words)
• abbreviations (contains 217 words)
• synonyms (contains 19 words)

These dictionaries were created by applying a
Swedish grammar checker (Semushin, 2015) to a
Bag of Word list. Marked words were either ab-
breviations or misspelling. The list was completed
with corrected or expanded words. However, the
dictionary for misspellings is not complete; the
detection of misspellings was finalised after 460
words since the process was too time consuming.

To support the process of matching and filtering
words or phrases, different word lists were created
and can be found here 4:

• ADR terms (12 words): they are found with
an online thesaurus (SinovumMedia, 2015),
online translator (bab.la, 2015), and lexica
(Wikipedia, 2015; FASS, 2014b; Healthcare,
2015; Elsevier, 2015).

• ADR phrases (195 phrases): for this case
a new iterative technique was developed: a
term frequency counter for ADR terms (12
words) is applied. Words that co-occur with
ADR terms are filtered and combined into
one phrase. These three steps (applying a fre-
quency counter, filter terms, and combining
them) is executed three times in total. The re-
sults are in a list of ADR phrases, which is
checked manually.

• drugs (5 words): the five chosen drugs

• drug-related ADR symptoms: ADR that
are known, related to one of the five chosen
drugs, and listed in FASS (2014b)

• general ADR symptoms (93 words): the list
is generated with terms retrieved with the
web-content-mining technique from FASS
(2014b). The retrieval and extraction process
was not part of this research study.

4http://dsv.su.se/health/dictionaries

The word list ’ADR terms’ contains, for exam-
ple: reaktion, bieffekt, biverkning, iatrogen (in En-
glish: reaction, side effects, adverse events, ia-
trogenic). The word list ’ADR phrases’ contains,
for example: mycket vanlig biverkning, förmod-
ligen biverkning, känd biverkning, misstanke om
biverkning (in English: very common side effect,
possible side effect, known side effect, suspected
adverse reaction)

Both dictionaries and word lists were reduced
to their stem with the Swedish version of Snow-
ball stemmer (Porter, 2001) to improve hit accu-
racy and to bypass spelling errors.

3.5 Matching and filtering

To reduce the word vector space even more, words
and phrases were matched according to the cre-
ated word lists and filtered from the health records.
This match and filter process involves two dimen-
sions: matching words that belong to three differ-
ent intensities, and filtering the matched terms into
three different levels.

An ADR is a drug-symptom relation and is
usually indicated in a sentence with a combina-
tion of terms for drug, reaction (like biverkning),
and symptom, such as Cefuroxim gav biverkn-
ing (English: Cefuroxim gave ADR), or Patient
har fått huvudvärk av Cefuroxim (English: Pa-
tient got headache from Cefuroxim). A negated
or suspected ADR may be indicated with a
combination of a negated or suspected reaction,
drug and (negated) symptom, for example inga
biverkningar (English: no ADR), ingen huvudvärk
av Cefuroxim (English: no headache from Ce-
furoxim). Thus, four types of terms were distin-
guished to match ADRs: reactions, drugs, symp-
toms, and help words. These terms were matched
in the records in three different intensities to meet
the variants of an ADR/no ADR/possible ADR
that can be expressed and to investigate which
matching intensity gains best prediction perfor-
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mance. The matching intensities (dimension) are:

1. Intensity 1 - ADR terms: terms that indicate an ADR
(e.g. biverkning, bieffekt, biverkan, läkemedelsutlöst)
were tagged as [Reaction]; additionally the names of
the five chosen drugs were tagged as [Drug]. The
tagged terms are mostly nouns.

2. Intensity 2 - ADR terms plus help words: helping
words and terms that may indicate an ADR (e.g. för-
modligen, misstänkt) or no-ADR (e.g. ingen, utan) are
tagged as [HelpWord] additionally to intensity level 1.
The additionally tagged terms are adjectives, adverbs,
and verbs.

3. Intensity 3 - ADR terms, help words, plus symptoms:
in addition to the two levels above, two types of symp-
toms were tagged: general symptoms that often are
ADRs as [Symptoms], and additionally, symptoms that
are ADR related to the drug as [Symptoms]. The addi-
tionally tagged terms are mostly nouns.

With matching and tagging a text is modified to:
"Patient har inga[HelpWord] biverkningar [Reaction] av
strålbehandlingen ännu, mår inte [HelpWord] illa [Symptom]
och har inga [HelpWord] huvudvärk [Symptom]. Tar Ce-
furoxim [Drug].” (English: "The patient has no [HelpWord]
adverse drug reactions [Reaction] of radiotherapy yet, do not
[HelpWord] feel bad [Symptoms] and have no [HelpWord]
headaches [Symptoms]. Taking Cefuroxime [Drug].")

Since words create their meaning in a context, a
second dimension was chosen to filter the matched
words in three different levels of filtering. For ex-
ample, a term such as adverse reaction influences
the class label depending on whether the term is
part of patient has no adverse reactions or of pa-
tient has an adverse reaction to Cefuroxim. That
is why the context of the matched term is consid-
ered with the filter level. Eriksson et al. (2013) ap-
plied designed dictionaries to filter ADR relevant
compounds in clinical texts. However, the number
of features should also be reduced without losing
important information so that a machine learning
algorithm runs in an appropriate time. Therefore,
the following filter levels are defined:

1. Filter level A - only matched words: only the tagged
words are filtered. This means that if the term biverkn-
ing (English: ADR) is tagged, it is filtered, no mat-
ter if the term is part of the sentence ingen biverkning
(English: no ADR) or pratar om biverkning (English:
talking about ADR); however, helping words like in-
gen (English: no) are also filtered. The disadvantage of
only matching and filtering keywords is that the order
of words is not considered nor are negations.

2. Filter level B - matched words and their neighbours:
tagged words and their word neighbours in the sentence
are filtered (N-grams on word level). The idea behind
this is to find and include words in the classification
model that are close by the keywords and may influence
their meaning, but were not tagged on purpose. Still,
neither the order of words nor negations are considered.

3. Filter level C - phrases and tag as one attribute: ADR
phrases are filtered, in addition to tagged words de-
pending on the intensity level. The document vector

contains of both words and word groups, where a word
represents one feature and an ADR phrase represents
one feature. Here, negations and word order concern-
ing ADR phrases are considered.

The reasons for this choice are, firstly, the at-
tributes in a document vector usually consist of
one word (as in level 1); however, the filtering
should not be biased (therefore, level 2 was cre-
ated). Secondly, a solution for considering nega-
tions and word order was needed (therefore, level
3 was defined). With the filtered words and
phrases, a document vector is formed, and ma-
chine learning algorithms are applied.

3.6 Machine Learning

As mentioned in the Methods section, the dataset
containing of five drugs and four classes (14,751
records) must be reduced to run a Machine Learn-
ing tool in an appropriate amount of time. More-
over, dividing the dataset into sub-datasets helps to
distinguish different combinations of classes, and
thus, a comparison for determining which com-
bination yields higher prediction results. It also
meets the aim of designing a flexible method that
is able to distinguish between different kinds of
ADRs. Therefore, three sub-datasets were created
that contain:

1. Health records of patients that take either Imovane or
Oxynorm and are class-labelled with 2 (general ADRs),
3 (maybe ADRs), or 4 (no ADRs) to distinguish pa-
tients that may have ADRs from patients that definitely
have ADRs or no ADRs at all.

2. Health records of patients that take Prednisolon and
are class-labelled as 1 (ADR related to Prednisolon)
or 2 (general ADRs) to distinguish patients with Pred-
nisolon related ADR from patients with ADRs related
to other drugs.

3. Health records of patients that take Cefuroxim and
are class-labelled with 1 (Cefuroxim related ADRs), 2
(general ADRs), 3 (maybe ADR), or 4 (no ADR).

Other combinations are conceivable and are
planned for the future.

Decision tree (DT) (Quinlan, 1993), Random
Forest (RF) (Breiman, 2001) and Library Support
Vector Machine (LibSVM) (Chih-Chang and Lin,
2001) were chosen as supervised machine learning
algorithms. The produced model is applied on a
test dataset containing 30% of the instances gained
with stratified sampling. The predicted classes of
the test data instances are evaluated with precision
(P), recall (R), and F-score as performance mea-
surer.
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Furthermore, as the machine learning tool KN-
IME (Berthold et al., 2007) was chosen with
WEKA add-ons for decision tree, random forest
and libSVM (KNIME, 2015).

4 Results

With this research project a method has been de-
veloped that is able to do both predict, if an
ADR/possible ADR in a health record occur, and
identify an ADR as a drug-symptom relation.
The latter was realised with attribute selection.
With the presented method there were two results:
firstly, prediction performance measurements as
presented in Table 2, and secondly, attributes that
are selected and may reveal drug-symptom rela-
tionships.

4.1 Best results for classification

The best results for a classification on a test dataset
that contains of 30% of the health records chosen
with stratified sampling were achieved with lib-
SVM (default parameters): precision of 0.69, re-
call of 0.66 and F-score of 0.67. The prediction
was performed on a 3-class sub-dataset contain-
ing patients that take Imovane or Oxynorm, and
health records that were class-labelled with ‘gen-
eral ADR’ (class 2), ‘possible ADR’ (class 3),
or ‘no ADR’ (class 4). 10-cross-fold validation
was also carried but led to lower prediction per-
formance.

4.2 Iterative filter and tag technique

A new iterative technique was introduced to fil-
ter ADR phrases, to combine them into one fea-
ture, and to build a document vector. This tech-
nique improves prediction performance for the
best achieved result (3-class problem, intensity 1)
from an F-score of 0.46 to an F-score of 0.65 (both
with DT) and from an F-score = 0.44 to an F-
score of 0.67 (with libSVM). This is an F-score
improvement of 41% and 52%, respectively, for
the 3-class problem, intensity 1.

4.3 Results for drug-symptom relation
extraction/feature selection

With feature selection, the most important features
concerning the class labels are selected. A selected
attribute is important if it supports distinguishing

one class from the other. Here, it means an at-
tribute helps to distinguish patients that, for exam-
ple, have an ADR from patients that have none.
However, a selected term does not mean that it is
an ADR.

For the sub-dataset that is reduced to patients
taking the drug Prednisolon (2-class problem, in-
tensity level 3, filter level C, F-score of 0.62),
a classifier must distinguish patients that show
Prednisolon-related ADR from patients with gen-
eral ADR. With attribute selection, 36 attributes
were considered important. Four of them were
categorised as ADR phrases, three can be related
to Prednisolon, five terms are mentioned in FASS
(FASS, 2014b) as either known ADR of Pred-
nisolon or symptoms that are treated with Pred-
nisolon. Eight of the 37 selected attributes are
tagged as symptoms, but they are not mentioned
as ADRs of Prednisolon nor as a symptom treated
with Prednisolon (FASS, 2014b). One of these
symptoms is body weight, which is a known side
effect of cortisone, however, it is not mentioned as
side effect of Prednisolon. Sixteen attributes can-
not be evaluated clearly.

For the sub-dataset that contains patients tak-
ing the drug Cefuroxim (4-class problem, intensity
level 1, filter level C, F-score of 0.48), 13 attributes
are considered important with attribute selection,
and all belong to ADR phrases.

4.4 Term frequencies

The term frequencies of tagged ADR terms were
compared in the health records. Synonyms for an
ADR are not equally distributed across the classes.
For example, in class 2 the word biverkning (En-
glish: adverse reaction ) occurs 320 times per
100 health records, whereas in class 3, it occurs
only 165 times per 100 health records. In class 3
the ADR term biverkan (English: adverse effect)
is preferred with 139 occurrences compared to
class 2 with 66 occurrences. For all three classes,
the terms biverkning (English: adverse reaction),
reaktion (English: reaction), biverkan (English:
adverse effect), and bieffekt (English: side effect)
are the preferred terms to describe an ADR. The
term överkänslig (English: hypersensitive) is men-
tioned 63 times per 100 health records in classes 2
and 3, whereas in class 4 (no ADR) it is only men-
tioned 36 times per 100 health records.
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libSVM DT RF

classification problem filter
level intensity P R F-score P R F-score P R F-score

4-class classification
Cefuroxim A 1 0.43 0.40 0.41 0.55 0.35 0.35 0.39 0.29 0.28
class labels 1,2,3,4 A 3 0.18 0.25 0.20

C 1 0.17 1.00 0.20 0.50 0.55 0.51 0.45 0.33 0.34
C 2 0.70 0.45 0.48 0.43 0.28 0.27
C 3 0.40 0.46 0.35

3-class classification
Imovane & Oxynorm A 1 0.50 0.43 0.44 0.61 0.45 0.46 0.25 0.33 0.28
class labels 2,3,4 A 3 0.59 0.48 0.51 0.25 0.33 0.28

C 1 0.69 0.66 0.67 0.70 0.62 0.65 0.25 0.33 0.28
C 3 0.66 0.57 0.60 0.25 0.33 0.28

2-class classification
Prednisolon A 1 0.60 0.57 0.58 0.49 0.50 0.49 0.49 0.50 0.49
class labels 1,2 A 2 0.74 0.54 0.56 0.99 0.54 0.57 0.49 0.50 0.49

A 3 0.49 0.50 0.49 0.82 0.58 0.62 0.49 0.50 0.49
C 1 0.69 0.57 0.61 0.99 0.54 0.57 0.49 0.50 0.49
C 2 0.74 0.54 0.56 0.49 0.50 0.49 0.49 0.50 0.49
C 3 0.49 0.50 0.49 0.99 0.54 0.57 0.49 0.50 0.49

Table 2: Performance measurer for a 30% test dataset

Figure 2: Distribution of record length per class.

4.5 Text length of health records

The length of a health record differs over the
classes, as presented in Figure 2. The proportion
of short texts shifts if patients are classified as 4
(no ADR), whereas health records classified as 1
or 2 (ADR occurred) tend to be longer.

5 Conclusions

Human beings are complex systems, so there can
be great diversity in their reaction to a medical
treatment. Clinical tests cannot carry out on all
variants, even if all variants are known. Therefore,
we have presented a method to perform ADR de-
tection as post-marketing drug safety surveillance.

Supervised machine learning algorithms were
applied on the SEPR Drug Corpus with 14,751
class labelled health records. A good prediction

performance was yielded (F-score of 0.67, preci-
sion of 0.69 and a recall of 0.66). Hazlehurst et
al. (2009) identified vaccine adverse effects with a
supervised machine learning approach and found
181 of 319 true positives (57%). Aramaki et al.
(2010) conducted machine learning and predicted
59% of the adverse drug events correctly. The
present method finds 865 of 981 true positives
(88.2%) in a 3-class dataset, which is an improve-
ment of 49.5%.

The high ratio of misspelled terms for selected
attributes calls for smart spell checks specialised
for medical texts. The supervised machine learn-
ing algorithms prefer rare terms to distinguish
classes. Misspellings disturb and mislead this pro-
cess immensely.

The reason behind the different text length over
the class labels (see figure 2) 1 to 4 may be that
getting ADRs is just a question of time. Also, it
may be that weakened, more sensitive, or ailing
patients are prone to getting sick more often, and
thus getting more medical treatment. Cascading
effects arise, and therefore, it is more likely that
an ADR occurs.

The fact that the word överkänslig (English: hy-
persensitive) occurs more often in health records
of class 2 and 3 (139 occurrences vs 66 occur-
rences in class 4 per 100 health records) under-
scores our observation that patients with certain
sensitivities are more likely to develop an ADR.
If there is a correlation between ADRs and a pa-
tient’s sensitivity, then this is even more of a rea-
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son to invest in post-marketing drug safety surveil-
lance, since sensitive persons are limited in their
participatiion in medical tests. The fact that the
number of people that develop allergic reactions
and other hypersensitivities has increased in recent
years, highlights the urgency of post-marketing
drug safety surveillance to better understand drug-
symptom relations under special circumstances.

In the future, we plan to apply a spell check
for Swedish, NER and parser techniques, to make
the pre-processing faster and the prediction per-
formance more accurate. Unfortunately, we used
only one annotator; in the future, we will use
at least two annotators to calculate the inter-
annotation agreement (IAA). We also plan to test
different methods of ADR expression extraction to
perform machine learning and to obtain improved
results.
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Abstract

The paper illustrates the results of a case
study aimed at investigating and enhanc-
ing the accessibility of Italian health–
related documents by relying on advanced
NLP techniques, with particular atten-
tion to informed consent forms. Results
achieved show that the features automati-
cally extracted from the linguistically an-
notated text and ranging across different
levels of linguistic description have a high
discriminative power in order to guarantee
a reliable readability assessment.

1 Introduction

Within an information society, where everyone
should be able to access all available information,
improving access to written language is becoming
more and more a central issue. This is the case of
health–related information which should be acces-
sible to all members of the society, including peo-
ple who have reading difficulties e.g. as a result of
a low education level, or of language–based learn-
ing disabilities, or because the language of the text
is not their native language (WHO, 2015). It is
a widely acknowledged fact that poor communi-
cation between physician and patients predisposes
to medical malpractice cases (Kohn et al., 2000).
Patient safety is a global challenge since the evi-
dence on the burden of adverse events emerged in
the past 15 years. An estimate of 43 millions ad-
verse events occur in one year globally, with more
than 50% of preventable events (Jha et al., 2013).
In Italy, the incidence is of 5.2% on in–hospital
admissions (Tartaglia et al., 2012) and the direct
cost related to the prolongation of the stay are up
to 3bln Euros in one year, roughly 3% of the funds
of the National Healthcare Service (Albolino et al.,
2013). The indirect costs related to claims is also
high, amounting up to 1bln Euro in one year.

For all these reasons, the medical community
has always shown strong interest in the improve-
ment of health–related information in terms of
document quality and understandability. Studies
carried out so far mainly focused on traditional
readability assessment methods, such as e.g. the
Flesch–Kincaid measure (Kincaid, 1975) for the
English language or the GulpEase index for Ital-
ian (Lucisano and Piemontese, 1988). According
to them, the readability of medical texts is assessed
by relying on basic text features such as sentence
and word length, the only ones which could be au-
tomatically extracted from texts when these mea-
sures were originally conceived.

Recently, concerns have been raised about the
effectiveness of traditional readability indices in
capturing linguistic factors related to text com-
plexity (Gemoets et al., 2004; Clerehan et al.,
2005). This follows from the fact that now it
is possible to carry out readability assessment
against linguistically annotated texts, i.e. enriched
with detailed and multi–level linguistic informa-
tion generated by Natural Language Processing
(NLP) components. Providing complex scientific
information in a way that is comprehensible to a
lay person is thus a challenge that nowadays can be
addressed by deploying NLP techniques to capture
a wide range of multi–level linguistic (e.g. lexical,
syntactic, discourse) features and using statistical
machine learning to build advanced readability as-
sessment tools (Dell’Orletta et al., 2014a). So far,
very few attempts have been devoted to the use of
advanced NLP techniques to assess the readability
of health–related texts; to our knowledge, none of
them deals with Italian.

In this paper, we report the first results of a case
study aimed at assessing the readability of a cor-
pus of Italian informed consent forms on the basis
of NLP–enabled surface, lexical and syntactic fea-
tures. Among health–related texts, we focused on
informed consent forms since ineffective doctor–
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patient communication is often due to a weak or
lacking informed consent (Korenman et al., 2015).

The case study was carried out in the frame-
work of the collaboration between the Institute
of Computational Linguistics of the Italian Na-
tional Research Council (ILC–CNR) and the Cen-
tre for Clinical Risk Management and Patient
Safety (GRC) of the Tuscany region whose fi-
nal goal is the development of advanced technolo-
gies to support the improvement of doctor–patient
communication. In particular, it originates from
the fact that in 2010 GRC was appointed to man-
age a communication and compensation program
on adverse events, in order to improve the ef-
fectiveness and efficiency of claims management.
Thanks to this programme, after 5 years the ef-
ficiency has strongly improved, with an estimate
saving of 50millions Euro per year and a reduction
of 5 months to close the claim. Yet, the number of
claims is still stable and a recurrence of cases re-
lated to ineffective doctor–patient communication,
often related to a weak or lacking informed con-
sent, continues to be observed. The collaboration
between ILC–CNR and GRC is aimed at creating
the prerequisites for improvig the effectiveness of
doctor–patient communication. This goal is pur-
sued by designing and developing a writing tool
for clinical practitioners which includes advanced
functionalities for the evaluation of the quality of
written documents and for supporting their sim-
plification (whenever needed): the paper reports
the results of preliminary investigations aimed at
evaluating the readability of a wide corpus of doc-
uments presented to patients for informed consent,
covering a wide range of clinical specialties and
released by different healthcare trusts.

2 Background

It is a widely acknowledged fact that NLP tech-
niques have an impact on the design of readabil-
ity measures enabling to capture complex linguis-
tic features with a significant gain in performance
(François and Miltsakaki, 2012). However, dif-
ferently from other application scenarios, little ef-
fort has been devoted so far in the biomedical do-
main to fully exploit NLP potentialities to evalu-
ate the readability of health–related texts and to
support clinical practitioners in the simplification,
whenever needed, of the documents they produce.
NLP–based readability assessment approaches re-
ported so far for the biomedical domain differ with

respect to: whether readability assessment is car-
ried out as a classification task or in terms of rank-
ing; the typology of features taken into account;
the application within which readability assess-
ment is carried out; and, last but not least, the lan-
guage dealt with.

2.1 Methods and Features

Classification–based methods carry out readabil-
ity assessment by assigning a given document to
predefined readability classes: this is the case,
for instance, of Kauchak et al. (2014) who built
a machine learning classifier for predicting the
difficulty of medical texts trained on a data set
of aligned sentence pairs collected from English
Wikipedia and Simple English Wikipedia. Inter-
estingly, in the biomedical literature on readabil-
ity assessment readability classes are typically re-
stricted to two, i.e. easy vs. difficult. However,
the main drawback of classification models is that
they require training data, which may not exist,
especially for a specific domain. An alternative
to this method is represented by ranking–based
approaches, positioning the document being anal-
ysed within a readability ranking scale: this ap-
proach is better suited for dealing with less re-
sourced languages or to meet the needs of spe-
cific domains. In the biomedical domain, this
method is adopted, among others, by: Kim et
al. (2007), who developed a domain–specific ap-
proach to readability assessment calculating a dis-
tance score based on whether and to what ex-
tent text features of a test document differ from
those of an easy sample (consisting in a collection
of various web health information resources); or
Zeng-Treitler et al. (2012) who, with the aim of
improving the rank–based approach by Kim et al.
(2007), used a wider set of lexical features also
taking into account frequency information.

For what concerns the typology of features,
NLP–based approaches proposed so far mainly fo-
cus on a combination of grammatical features, typ-
ically represented by the distribution of Parts–Of–
Speech or of noun phrases, and lexical features,
such as the distribution of domain terms with re-
spect to domain–specific vocabularies, e.g. the
Unified Medical Language System (UMLS) vo-
cabulary. This is the case, e.g., of Proulx et al.
(2013) who, by combining grammatical and vo-
cabulary features, developed a tool specifically ad-
dressing the needs of clinicians and health ed-
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ucators for both readability assessment and en-
hancement. Since vocabulary plays a key role in
health text readability, the most important exten-
sions taken into account are concerned with lex-
ical features. Starting from the assumption that
more frequent terms are also easier to understand,
Zeng-Treitler et al. (2012) included among the
lexical features the distribution of terms with re-
spect to two general–purpose resources, i.e. the
Penn Treebank (Marcus et al., 1999) and the
Google’s Web 1T 5–gram Version 1 with n–gram
frequency counts (Brants and Franz, 2006). For
what concerns grammatical information, readabil-
ity assessment in the biomedical domain does not
go beyond to the distribution of Parts–Of–Speech
and/or noun phrases: i.e. to our knowledge none
of the domain–specific methods proposed so far
makes use of syntactic features that can be ex-
tracted from the output of a syntactic parser.

2.2 Applications and Languages

Readability assessment is tackled from various
perspectives with different applications in mind,
giving rise to different tasks ranging from discern-
ing easy vs. difficult electronic health records
(Zeng-Treitler et al., 2007b), consumer health web
sites, patient blogs and patient educational mate-
rial (Leroy et al., 2006), to the simplification of
medical texts carried out by devising metrics that
can help making health–related documents more
comprehensible to consumers. Due to the central
role of lexical features in determining the readabil-
ity of health–related texts, lexical simplification
turned out to be the most explored level of text
simplification. Different methods were devised
to make health documents more comprehensible
to consumers by reducing vocabulary difficulty.
Even if with some differences, all approaches rely
on the identification of difficult words and their
replacement with easier synonym words. For
this purpose, both domain–specific (e.g. Uni-
fied Medical Language System (UMLS), open–
access collaborative (OAC), consumer health vo-
cabulary (CHV)) and general–purpose (WordNet
synonyms and hyperonyms, Wiktionary defini-
tions, frequency counts of words in Google Web
Corpus) resources were used. This is the case of
Zeng-Treitler et al. (2007a) who built a prototype
text translator to simplify narrative reports in elec-
tronic health reports, and of Leroy et al. (2012)
who developed a semi–automatic algorithm tested

on patient materials available on–line whose orig-
inal and simplified version was presented for eval-
uation to a medical librarian (to measure the per-
ceived difficulty) and to laymen (to measure the
actual difficulty). Kandula et al. (2010) defined a
text simplification method relying on both seman-
tic and syntactic features: following Siddharthan
(2006)’s approach, their algorithm is articulated
into three steps, i.e. sentences longer than 10
words are first splitted, then Part–Of–Speech pat-
terns are identified, and transformational rules are
applied to generate shorter sentences.

Readability metrics developed so far typically
deal with English, with few attempts tackling
other languages. The most prominent exception
is represented by Swedish, for which a quantita-
tive corpus analysis of a collection of radiology
reports was carried out as a preliminary step to-
wards the development of a Swedish text simplifi-
cation tool (Kvist and Velupillai, 2013). Similarly
to English, simplification algorithms for Swedish
health–related documents were devised by relying
on synonym replacement methods (Abrahamsson
et al., 2014), or on automatic detection of out–
of–dictionary words and abbreviations, or on com-
pound splitting and spelling correction (Grigonyte
et al., 2014). Initiatives carried out so far for what
concerns Italian are based on traditional readabil-
ity formulas. This is the case of the ETHIC
(Evaluation Tool of Health Information for Con-
sumers) project (Cocchi et al., 2014), aimed at de-
veloping an effective tool for biomedical librari-
ans and health information professionals to assess
the quality of produced documents and to sup-
port them in preparing texts of increasing quality,
suitable and comprehensible for patients and con-
sumers in general. The tool carries out text read-
ability and lexical understandability evaluation by
resorting to the GulpEase readability formula (Lu-
cisano and Piemontese, 1988) and the Basic Ital-
ian Vocabulary (De Mauro, 2000). Another rel-
evant case study dealing with different languages
also including Italian is reported in Terranova et
al. (2012), whose aim was to assess and improve
the quality and readability of informed consent
forms used in cardiology. Although readability as-
sessment was carried out with traditional readabil-
ity formulas to guarantee comparability of results
across languages, the main novelty of this study
is that the simplification of Italian consent forms
was guided by a preliminary version of READ–
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IT (Dell’Orletta et al., 2011), the first NLP–based
readability assessment tool for Italian.

3 The Approach

Our approach to the assessment of readability
of Italian health–related texts combines NLP–
enabled feature extraction and state–of–the–art
machine learning algorithms. In this case study,
we chose to exploit a general–purpose readabil-
ity assessment tool, represented by READ–IT
(Dell’Orletta et al., 2011)1, the first NLP–based
readability assessment tool for Italian which com-
bines traditional raw text features with lexical,
morpho–syntactic and syntactic information (see
Section 3.2). In READ–IT, analysis of readabil-
ity is modelled as a classification task. In par-
ticular, readability classification is binary, i.e. it
is based on a training set consisting of two cor-
pora representative of difficult– vs. easy–to–read
texts. The easy–to–read training set is represented
by Due Parole (“2Par”), a newspaper specifically
written for an audience of adults with a rudimen-
tary literacy level or with mild intellectual disabil-
ities: the articles in 2Par were written by Italian
linguists expert in text simplification using a con-
trolled language at the lexicon and sentence struc-
ture levels (Piemontese, 1996). For the selection
of the difficult–to–read training set we opted for
texts belonging to the same class, i.e. newspa-
pers. In particular, we used the daily newspaper
La Repubblica (“Rep”): even if widely read by
many people in Italy, the national statistics on lit-
eracy skills report that 71% of the Italian people
can hardly comprehend texts of medium difficulty
such as the Rep articles.

Two other qualifying features of the READ–IT
approach to readability assessment are worth re-
porting here, namely: i) readability is assessed by
considering a wide range of linguistic characteris-
tics automatically extracted from linguistically an-
notated texts, and ii) readability analysis is carried
out at both document and sentence levels. As re-
ported in section 2, readability assessment in the
biomedical domain typically relies on linguistic
features extracted from automatically PoS–tagged
texts: instead, our approach also includes features
extracted from syntactically (i.e. dependency)
parsed texts, thus making it possible to monitor
a wider variety of factors affecting the readabil-
ity of a text. The set of features can be parame-

1http://www.italianlp.it/demo/read-it/

terized creating the prerequisites for specializing
the readability assessment measure with respect
to different target audiences, specific domains of
knowledge or with respect the type of textual ob-
ject, i.e. the document or individual sentences.
Assessing readability at both document and sen-
tence levels allows highlighting specific text por-
tions which require reformulation with respect to
the used vocabulary or to the grammatical struc-
ture (Dell’Orletta et al., 2014c). In fact, similarly
to other application scenarios, also in the biomedi-
cal domain evaluating the readability of individual
sentences represents an essential prerequisite for
text simplification, to be carried out at both lex-
ical and syntactic levels (Kandula et al., 2010).
Despite that sentence readability assessment is a
qualifying feature of READ–IT, in what follows
we will focus on document readability only.

For the experiments reported in the paper, we
used general purpose readability models trained
on newspaper corpora. This was an unavoidable
choice, due to the lack of domain–specific re-
sources annotated with grade levels to be used as
training data. Although this makes achieved re-
sults still preliminary, it was a way to test effec-
tiveness and reliability of the method on health–
related texts. For what concerns the evaluation
of achieved readability assessment results, the tar-
get readers of 2Par (i.e. the READ–IT easy–to–
read pole) were taken as coinciding with the target
reader of health–related texts: the underlying as-
sumption is that the informed consents classified
as difficult–to read for the 2Par low literacy read-
ers are really complex and need to be simplified.
Obviously, when a version of READ–IT special-
ized for the biomedical domain will be released,
a qualitative evaluation of results will be needed.
Previous studies resorted to the Cloze test to val-
idate the reliability of their results or integrated
editing capabilities into the developed tools in or-
der to receive feedback from end users. The work
carried out by Kandula and Zeng-Treitler (2008)
represents an exception. They assembled a panel
of experts to evaluate the readability of 324 dif-
ferent typology of English health documents: the
rated collection was meant to be used as a gold
standard to evaluate readability metrics.

3.1 The corpus

For this case study, we collected a corpus of 583
documents, for a total of 607,677 word tokens,
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Features 2Par 2IC Rep
Average sentence length 19.20 16.06 26.54
Average word length 4.98 6.75 5.18
% of lemmas (types) in BIV 74.58 57.24 67.09
% of lemmas (types) NOT in BIV 25.42 42.76 32.91
Type/token ratio (first 100 tokens) 0.55 0.72 0.72
Distribution of Parts–Of–Speech:
– nouns 29.30% 28.51% 27.19%
– verbs 13.66% 11.83% 12.89%
– adjectives 5.92% 9.26% 6.40%
– prepositions 15.28% 16.19% 16.41%
Noun/verb ratio 2.14 2.41 2.11
Average length of the longest dependency link 7.91 6.43 10.28
Average parse tree depth 5.29 4.86 6.51
Average depth of embedded complement ‘chains’ 1.24 1.31 1.34
Distribution of ‘chains’ by depth:
– 1 embedded complement 79.40% 74.25% 72.32%
– 2 embedded complements 17.02% 21% 21.42%
≥ 3 embedded complements 3.27% 4.73% 5.87%
Main vs subordinate clauses distribution:
– main clauses
– subordinate clauses 26.14% 25.30% 32.36%
Average clause length 9.81 11.29 10.12
Distribution of verbal roots with explicit subject 74.69% 57% 64.30%

Table 1: Selection of linguistic features strongly characterizing the 2IC corpus.

constituted by the procedures and the documents
for informed consents currently used in all the 16
healthcare trust of the Regional Healthcare Ser-
vice (RHS) of Tuscany, namely 4 academic hospi-
tals and 12 local healthcare authorities. The docu-
ments were partitioned into different groups, clas-
sified according to the clinical specialty and the
document type (procedure or user guide). Hence-
forth, we will refer to this corpus as the “Italian
Informed Consent Corpus” (2IC).

Table 1 reports a selection of linguistic features
which turned out to strongly characterize the 2IC
corpus with respect to the journalistic 2Par and
Rep corpora. This analysis is meant to compare
domain–specific (i.e. biomedical) and general
purpose corpora with the final aim of detecting
the main linguistic features characterizing the lan-
guage used in informed consent forms. The fea-
tures were extracted from the corpus automatically
tagged by the part–of–speech tagger described in
Dell’Orletta (2009) and dependency–parsed by the
DeSR parser (Attardi, 2006).

Starting from raw textual features, it can be
noticed that the 2IC corpus is characterized by
shorter sentences (calculated as the average num-
ber of words per sentence) and longer words (cal-
culated as the average number of characters per
word) if compared with the 2Par and Rep cor-
pora. Starting from the assumption underlying tra-
ditional readability formulas assuming that longer

sentences are more grammatically complex than
shorter ones and that longer words are less com-
prehensible than shorter ones, this result witnesses
the efforts of the authors of informed consents to-
wards the use of an unavoidably complex vocabu-
lary used, however, in simpler syntactic construc-
tions. Interestingly enough, this is confirmed by
the values of lexical features. Among them, it is
worth noting that with respect to both 2Par and
Rep informed consents contain quite a lower per-
centage of lemmas (types) belonging to the “Basic
Italian Vocabulary” (De Mauro, 2000), marked as
BIV in Table 1 and corresponding to a list of 7000
words highly familiar to native speakers of Italian.
This is in line with the outcomes of the studies
on the discriminative power of vocabulary clues
in readability assessment (see, among others, Pe-
tersen and Ostendorf (2009)). Obviously, this also
reveals the massive use of health–related words
specific to this domain of knowledge and here still
considered as out–of–vocabulary lemmas. In ad-
dition, 2IC texts show a higher Type–Token Ratio
(TTR) value (which is computed for the first 100
tokens of each document), meaning that this text
type is much richer lexically, with values which
are closer to what observed with respect to Rep,
here considered as representative of the class of
difficult–to–read texts.

Consider now the distribution of Parts–Of–
Speech across the 2Par, Rep and 2IC corpora. In-
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formed consents are characterized by a high per-
centage of adjectives, prepositions and nouns, and
by a low percentage of verbs: this gives rise to
a much higher noun/verb ratio. According to
Biber (1993), such different distributions represent
significant dimensions of variation across textual
genres. In particular, the higher noun/verb ratio
reveals that informed consent forms are more in-
formative than newspaper articles (Biber and Con-
rad, 2009), while the higher occurrence of nouns
and prepositions is strongly connected with their
presence within embedded complement ‘chains’
governed by a nominal head and including either
prepositional complements or nominal and adjec-
tival modifiers. Similarly to Rep articles, health–
related documents contain a high percentage of
complex nominal constructions (Average depth of
embedded complement ‘chains’ in Table 1) with
deep sequences of embedded complements. This
is also reflected at the level of the probability dis-
tribution of embedded complement ‘chains’ by
depth: if on the one hand we observe a lower
percentage of short sequences (i.e. with depth=1)
with respect to 2Par here taken as representative of
easy–to–read texts, on the other hand – similarly
to Rep – a higher percentage of longer sequences
(i.e. with depth=2 and =≥ 3) is recorded.

Interestingly, however, besides complexity fea-
tures such as “heavy” nominal constructions –
possibly due to multi–word terminology – in in-
formed consents low values are recorded for syn-
tactic features typically associated with structural
complexity, such as: parse tree depth, calculated in
terms of the longest path from the root of the de-
pendency tree to some leaf; length of dependency
links, measured in terms of the words occurring
between the syntactic head and the dependent; or
the distribution of main vs. subordinate clauses.
From this, we can conclude that language com-
plexity in informed consent forms mainly lies at
the level of local features of the parse tree. Other
peculiar syntactic features of informed consents
with respect to 2Par and Rep are represented by
longer clauses (Average clause length in Table 1,
calculated as the average number of tokens per
clause), and a lower percentage of verbal roots
with explicit subject (calculated with respect to the
total amount of verbal roots). For what concerns
the latter, even if Italian is a pro–drop language,
sentences characterized by elliptical constructions
(e.g. verbal roots with explicit subjects) make a

text more difficult–to–read and need to be simpli-
fied, as suggested in Barlacchi and Tonelli (2013).

3.2 Readability Assessment

For readability classification experiments we used
READ–IT, the first NLP–based readability assess-
ment tool devised for Italian. It operates on syntac-
tically (i.e. dependency) parsed texts and assigns
to each considered reading object - either a docu-
ment or a sentence - a score quantifying its read-
ability. READ–IT is a classifier based on Support
Vector Machines using LIBSVM (Chang and Lin,
2001) that, given a set of features and a training
corpus, creates a statistical model using the feature
statistics extracted from the training corpus. Such
a model is used in the assessment of readability
of unseen documents or sentences. The assigned
readability level ranges between 0 (easy–to–read)
and 100 (difficult–to–read) referring to the per-
centage probability for the unseen documents or
sentences to belong to the class of difficult–to–
read documents. The score assigned by READ–IT
can thus be seen as a score of text difficulty.

As fully described by Dell’Orletta et al. (2011),
the tool is trained on 2Par (taken as representative
of the class easy–to–read texts) and on Rep (rep-
resenting the class of difficult–to–read texts) arti-
cles and it exploits the wide typology of raw text,
lexical, morpho–syntactic and syntactic features
summarized in Table 2. This proposed four–fold
partition of features closely follows the different
levels of linguistic analysis automatically carried
out on the text being evaluated, i.e. tokenization,
lemmatization, morpho–syntactic tagging and de-
pendency parsing. Such a partition was meant to
identify those easy to extract features with high
discriminative power in order to reduce the lin-
guistic pre–processing of texts guaranteeing at the
same time a reliable readability assessment.

The set of features used to build the statistical
model can be parameterized through a configura-
tion file. This creates the prerequisites for cus-
tomising the readability assessment measure with
respect to the target audience or to the sublan-
guage of a specific domain. According to the dif-
ferent types of features considered, READ–IT as-
signs different readability scores using the follow-
ing four feature models:

1. Base Model, relying on raw text features
only;
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Feature category Name

Raw Text Average number of words per sentence
Average number of characters per word

Lexical
Type/Token Ratio
Lexical density
Basic Italian Vocabulary (BIV) (De Mauro, 2000) rate

Morpho–syntactic Part-Of-Speech unigrams
Mood, tense and person of verbs

Syntactic

Distribution of dependency types
Depth of the whole parse tree
Average depth of embedded complement ‘chains’
Distribution of embedded complement ‘chains’ by depth
Number of verbal roots
Arity of verbal predicates
Distribution of verbal predicates by arity
Distribution of subordinate vs main clauses
Relative ordering with respect to the main clause the
Average depth of ‘chains’ of embedded subordinate clauses
Distribution of embedded subordinate clauses ‘chains’ by depth
Length of dependency links feature

Table 2: Linguistic features used for readability assessment purposes.

2. Lexical Model, relying on a combination of
raw text and lexical features;

3. Syntax Model, relying on morpho–syntactic
and syntactic features;

4. Global Model, combining all feature types,
namely raw text, lexical, morpho–syntactic
and syntactic features.

4 Results and Discussion

In this section, we discuss the outcome of the read-
ability assessment experiments carried out on the
2IC corpus described in Section 3.1. In order to
identify the contribution of the different types of
features in the assessment of the readability of in-
formed consents, we focus on the results obtained
by the base, lexical and syntactic READ–IT mod-
els (see, respectively, columns Base, Lexical and
Syntax in Table 3). In what follows, we will focus
on the results of the readability experiments car-
ried out at the document level while an in depth in-
vestigation of the linguistic aspects affecting sen-
tence readability is part of an on–going study.

Table 3 reports the results obtained with re-
spect to the whole corpus, for all the 29 med-
ical specialties; a score for each of the 4 con-
sidered macro–specialties (namely, Surgery, Inter-
nal Medicine, Prevention and Medical Services)
is also computed, as the average of the scores
recorded for each specialty. It can be noted that the
whole corpus is characterized by a low readability
level, even if with significant differences among

the different readability models and across macro–
specialties. Interestingly, the results obtained by
the Base model show how raw text features such
as sentence and word length are not really effective
to capture the difficulty of these texts as well as the
differences among them. This model can be seen
as an approximation of the GulpEase index (Lu-
cisano and Piemontese, 1988), i.e. the most used
traditional readability measure for Italian which is
based on the same raw text features (i.e. sentence
and word length). This naturally follows from the
results illustrated in Section 3.1, investigating the
linguistic features characterizing 2IC with respect
to general purpose corpora: as Table 1 shows, 2IC
contains quite short sentences, a raw text feature
typical of easy–to–read texts.

By comparing the scores obtained for the
macro–specialties, it is worth noting that the score
obtained with the Base model for the Prevention
area is misleading: i.e, the prevention forms re-
sult to be more difficult than the Internal Medicine
documents and only slightly easier than the Med-
ical Services ones. The situation looks quite dif-
ferent if we consider instead the Lexical and the
Syntax models: we can observe that the Preven-
tion documents are easier–to–read than the doc-
uments of the other macro–specialties. On the
contrary, sharp differences among the 4 macro–
specialties and the 29 specialties occur as far as
the Lexical and the Syntax models are concerned.
In particular, all specialties turned out to be more
difficult at the lexical than at the syntactic level.
For what concerns the former, this follows from
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the high percentage of out–of–vocabulary lemmas
characterizing the informed consents with respect
to the Basic Italian Vocabulary: as expected, Pre-
vention documents represent an exception, being
the easiest–to–read macro–specialty at the lexical
level.

Consider now the results obtained with the Syn-
tax model, according to which all informed con-
sents turned out to be less difficult–to–read with
respect to the lexical level. As discussed in Sec-
tion 3.1, the typology of features contributing to
this result is related to local aspects of the parse
tree, taken in literature as an index of language
complexity, rather than to structural complexity
features. This type of evidence will be used in
the near future to customize the set of features
to be taken into account in the construction of a
domain–specific version of the Syntax readability
model. Also in this case, Prevention documents
turned out to be more readable than the other spe-
cialties.

5 Conclusion and Future Work

In this paper, we illustrated the preliminary but
encouraging results of a broader and long–term
study devoted to enhance the accessibility of Ital-
ian health–related documents by relying on ad-
vanced Natural Language Processing techniques:
the case study reported in the paper focuses on in-
formed consent forms, which play a key role in
doctor–patient communication. For this purpose,
we used READ–IT, a general purpose NLP–based
readability assessment tool for Italian. The re-
sults obtained so far show that the features auto-
matically extracted from the linguistically anno-
tated text and ranging across different levels of lin-
guistic description, also including syntax, have a
high discriminative power to guarantee a reliable
readability assessment. To our knowledge, this
is the first application of an advanced NLP–based
methodology for readability assessment of Italian
health–related documents. The proposed method-
ology was tested on a corpus of Italian informed
consents currently used in healthcare trusts of the
Regional Healthcare Service of Tuscany.

The results obtained by comparing readability
scores across the considered medical specialties
with respect to the different READ–IT models re-
vealed that – generally speaking – informed con-
sents are more difficult–to–read at the lexical level
than at the syntactic level. This is in line with

the linguistic profiling results discussed in Section
3.1, according to which the 2IC corpus contains
a higher percentage of out–of–vocabulary words,
even higher than difficult–to–read texts (i.e. Rep).
Behind this general trend, significant differences
are reported for the different specialties, e.g. the
Prevention documents turned out to be easier–
to–read than the documents of the other (macro–
)specialties.

The higher difficulty recorded at the lexical
level suggests that the general purpose READ–
IT tool needs to be specialized at the level of the
permitted vocabulary, which should also include
a selection of basic domain terms to be used in
informed consent forms without any penalization
at the level of the readability score. We are al-
ready working in this direction. Two experts in
healthcare quality assessment are currently eval-
uating the out–of–vocabulary lemmas automati-
cally extracted from the 2IC corpus by the T2K2

(Text–to–Knowledge) platform (Dell’Orletta et
al., 2014c) with the final aim of creating a domain–
specific lexicon to be used in the specialized ver-
sion of READ–IT we are currently developing.
The lexicon will be internally organized into three
classes of i) “domain–specific words”, i.e. words
that cannot be avoided within health–related doc-
uments (e.g. anestesia ‘anesthesia’), ii) “technical
words”, i.e. words that are specific to the domain
but that should be explained with a gloss in or-
der to be fully understood by laymen (e.g. com-
plicanza ‘complication’), and iii) “technicalities”,
i.e. words that are used by experts but that should
be replaced with a simpler synonym in order to be
fully understood by laymen (e.g. fistola ‘fistula’).
Obviously, as suggested above the specialization
will also be concerned with grammatical features.

From a more general perspective, these prelim-
inary results show a severe lack of knowledge and
skills on the design of readable informed consents
within healthcare services. Clearly, we can inter-
pret these findings in the bureaucratic framework
within which the documents are produced, miss-
ing the goal of informing patients while accom-
plishing the legal duty to have a “piece of paper”
reporting the signatures of doctors and patient in
the healthcare record, without a clear explanation
of the treatments. Further research is needed to
design and evaluate systems to support the prepa-
ration of the documents of informed consent: in
this context, the customization of the READ–IT
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Medical Specialty no documents no tokens READ–IT
Base Lexical Syntax

Anesthesiology 20 21,065 50 93.37 69.62
Colorectal surgery 2 1,997 75.18 100 93.81
Obesity surgery 3 8,091 51.63 93.42 59.20
General surgery 19 11,588 43.03 78.29 58
Plastic surgery 4 3,550 88.95 98.72 96.51
Thoracic surgery 9 5,608 94.98 99.94 95.55
Vascular surgery 16 22,739 88.64 98.13 97.62
Ophthalmology 7 10,496 49.21 98.89 61.29
Otorhinolaryngology 134 194,421 25.14 94.90 69.42
Orthopaedics 44 76,712 50.54 97.58 89.66
Obstetrics and gynecology 35 31,243 60.37 97.31 58.52
Urology 17 19,576 85.40 98.08 89.16
TOTAL: Surgery 313 407,086 63.59 95.72 78.19
Cardiology 54 39,887 66.20 94.50 78.99
Diabetology 1 297 23.05 100 45.68
Gastroenterology 9 9,856 41.12 87.90 59.82
Neurology 8 5,199 69.44 97.96 94.98
Oncology 3 1,692 46.34 99.73 96.07
Pulmonology 4 3,220 49.57 98.18 78.27
Senology 17 20,455 85.09 99.68 93.88
TOTAL: Internal Medicine 96 80,309 54.26 96.85 78.24
Psychology 13 11,651 80.44 96.25 98.32
Screening 8 2,007 53.13 65.14 50.60
Vaccine 1 2,852 33.72 100 71.76
TOTAL: Prevention 22 16,510 55.76 87.13 73.56
Genetics 11 6,416 56.26 95.65 81.45
Immunohematology and transfusion 43 45,962 56.84 93.39 83.47
Nuclear medicine 29 18,045 52.62 96.56 68.48
Radiology 24 17,358 63.78 98.61 78.68
TOTAL: Medical Services 107 87,781 57.38 96.05 78.02
General 33 8,928 51.59 87.81 88.27
Pediatrics 13 6,092 49.84 99.46 74.67
Rehabilitation 2 674 63.84 99.99 96.25

Table 3: Readability assessment results by the Base, Lexical and Syntax models organized by medical
specialties.

tool will play a key role. A specialized version of
READ–IT will be possibly integrated within the
Electronic Patient Record, so that the informed
consent becomes part of a process of shared de-
cision making where the doctors prepare a read-
able message for the patient at the time of the de-
cision for a clinical procedure and collect ques-
tions and comments, that in turn feebacks into a
software capable to learn from the daily practice.
A limitation of this approach is the exclusive re-
liance on written documents, while according to
the current debate (Korenman, 2015) in ethics and
medico-legal issues the informed consent should
be the result of a process of communication where
the written document supports the doctor–patient
communication. Bringing this to an extreme per-
spective, the informed consent could be simply
the transcription of the dialogue that demonstrates
the provision of comprehensive information on the

possible treatments for a disease and the shared
decision on the best alternative for the involved
parts. However, even in this futuristic scenario
NLP technologies could play a role.
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Abstract 

Biomedical synonyms are important resources 

for Natural Language Processing in Biomedi-

cal domain. Existing synonym resources (e.g., 

the UMLS) are not complete. Manual efforts 

for expanding and enriching these resources 

are prohibitively expensive. We therefore de-

velop and evaluate approaches for automated 

synonym extraction from Wikipedia. Using 

the inter-wiki links, we extracted the candidate 

synonyms (anchor-text e.g., “increased 

thirst”) in a Wikipedia page and the title (e.g., 

“polyuria”) of its corresponding linked page. 

We rank synonym candidates with word em-

bedding and pseudo-relevance feedback 

(PRF). Our results show that PRF-based re-

ranking outperformed word embedding based 

approach and a strong baseline using inter-

wiki link frequency. A hybrid method, Rank 

Score Combination, achieved the best results. 

Our analysis also suggests that medical syno-

nyms mined from Wikipedia can increase the 

coverage of existing synonym resources such 

as UMLS. 

1 Introduction 

Biomedical synonym resources have been an im-

portant part of biomedical natural language pro-

cessing (NLP). Synonym resources have been 

used for a variety of tasks such as query expansion 

(Aronson and Rindflesch, 1997; Díaz-Galiano et 

al., 2009), reformulation (Plovnick and Zeng, 

2004), and word sense disambiguation (McInnes 

et al., 2007).   

Another important avenue of their use lies in e-

portals for clinical notes such as My HealtheVet 

patient portal, which allows patients to access 

clinical notes written by their healthcare providers 

(Nazi et. al., 2013). While many organizations 

have been embracing these methods of patient-cli-

nician communication, various studies (Lerner et 

al., 2000; Chapman et al., 2003; Keselman et al., 

2007) have shown that patients often have diffi-

culty in comprehending clinical notes.  

A patient’s ability to comprehend clinical notes 

is directly related to his/her ability to understand 

medical jargon (Pyper et al., 2004; Keselman et 

al., 2007). Subsequently approaches have been 

developed to replace medical jargon with corre-

sponding lay terms (Kandula et al., 2010; Abra-

hamsson et al., 2014).  Such approaches rely on 

high quality synonym resource(s). The widely 

used biomedical knowledge resource, Unified 

Medical Language System (UMLS) (Humphrey 

et al., 1998) is a very valuable resource for such 

purposes. The UMLS incorporates over 100 bio-

medical terminology resources including Con-

sumer Health Vocabulary (CHV). It also contains 

definitions for medical terms which can be used 

to simplify the clinical notes (Ramesh et al., 

2013). Even though UMLS is a rich resource with 

a vast quantity of medical terms, we found that 

several synonymous or related medical terms that 

we extracted through Wikipedia, were not present 

in the UMLS dictionaries. We report this coverage 

in Section 5.2.  

In this paper, we propose a data-driven ap-

proach for automatic extraction and ranking of 

medical synonyms from Wikipedia. Wikipedia is 

a free-access, free-content collaborative online 

encyclopedia. Our previous work suggests that 

about 40% content in Wikipedia contain health re-

lated information (Liu et al., 2013). Many studies 

have shown that Wikipedia contains high quality 

of biomedical content (Reavley et al., 2012; 

Devgan et al., 2007; Rajagopalan et al., 2011). For 
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example, Devgan et al. (2007) evaluated that Wik-

ipedia contains highly accurate medical articles. 

They do however, also mention that some articles 

contain incomplete medical content. Rajagopalan 

et al. (2011) concluded that Wikipedia has similar 

accuracy and depth as a professionally edited da-

tabase. Similarly, Reavley et al. (2012) showed 

that Wikipedia contains high quality information 

on mental disorders. 

 As the result, Wikipedia is being increasingly 

used by healthcare providers. Specifically, studies 

show that Wikipedia is widely used by junior phy-

sicians (Hughes et al., 2009) and pharmacists 

(Brokowski & Sheehan, 2009). Additionally Wik-

ipedia is also being widely used by people who are 

looking for healthcare information. Based on the 

search engine ranking and page view statistics, 

Laurent and Vickers (2009) concluded that Eng-

lish Wikipedia is major source of health related 

information for online users. 

 

Since Wikipedia is written collaboratively by 

anonymous volunteers, a majority of whom are 

lay people, its content contains both biomedical 

jargons and lay terms. This makes Wikipedia a 

rich resource linking medical jargon with synony-

mous lay phrases. We leverage this resource by 

extracting inter-wiki links from Wikipedia to ob-

tain (page title, anchor text) pairs. A typical Wik-

ipedia page includes a title and a description text 

in which anchor texts are linked (through inter-

wiki links) to other Wikipedia pages. As illus-

trated in Figure 1, one of the anchor texts in the 

“Diabetes mellitus” Wikipedia page, “increased 

thirst” is linked to the corresponding page with the 

title term “polydipsia”. We treat the anchor text as 

a synonym candidate for the title term, which we 

treat as target concept. 

Synonym candidates and their target concepts 

extracted from inter-wiki links are often synony-

mous pairs. For example, the anchor texts  “fre-

quent urination,” “increased thirst,” and “in-

creased hunger” are linked to the title pages of  

“polyuria,” “polydipsia,” and “polyphagia”, re-

spectively. However, sometimes, the synonym 

candidates and their target concepts are only re-

lated but not synonymous. For example “non-

ketotic hyperosmolar coma” and “kidney failure” 

are linked to the “hyperosmolar hyperglycemic 

state” and “chronic kidney disease” respectively.  

In addition, as a crowdsourcing resource, Wik-

ipedia has noise. A typical case is where the inter-

wiki links are tagged partially. For example, only 

the “attack” in “heart attack” may be linked to 

“Myocardial Infarction”. 

To improve the quality of synonym extraction, 

we explored several unsupervised methods to 

rank the synonymous pairs, which utilize distrib-

uted word representation (i.e., word embeddings), 

pseudo relevance feedback (PRF) based re-rank-

ing, and ranking combinations. To our 

knowledge, this is the first effort that uses word 

embedding-based ranking and PRF to improve 

 

 
 

Figure 1: Introductory paragraph for the “Diabetes Mellitus” page in English Wikipedia on top, 

along with the “Polydipsia” Page below it 

Title term linked from anchor text “increased thirst”

Anchor Text ( Synonym Candidate)
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synonym extraction from Wikipedia. We com-

pared our methods with a strong baseline method 

which uses entity-link frequency.  

2 Background 

2.1 Related Work 

Synonym identification has been active research 

for two decades. Landauer and Dutnais (1997) 

used latent semantic analysis to generate 300-di-

mension word vectors to rank answers of syno-

nym questions in TOEFL. Turney (2001) used 

search queries to obtain Point-Wise Mutual Infor-

mation score for two terms to judge whether they 

are synonyms. Yu et al. (Yu et al., 2002; Yu and 

Agichtein, 2003) developed rule-based and learn-

ing-based methods for extracting author-defined 

synonyms from text (e.g., using surface cue 

phrases such as “also called” and parentheses to 

identify full synonyms and their abbreviations).  

Neelakantan and Collins (2015) applied Ca-

nonical Correlation Analysis to calculate repre-

sentation of phrases which were then used for syn-

onym classification. McCrae and Collier (2008) 

used automatically generated patterns (regular ex-

pressions) to mine candidate synonym pairs, 

which were then classified as synonymous or not 

based on the occurrence of term pairs in each pat-

tern. Henriksson et al. (2014) created ensembles 

of semantic spaces, by combining different distri-

butional models and semantic spaces induced 

from different corpora, for synonym extraction. 

Blondel et al. (2004) used a central similarity 

measure in word graphs to calculate similarity be-

tween two words. They constructed their graph 

using a dictionary with the assumption that syno-

nyms were likely to have common words in their 

definitions and might simultaneously appear in 

the definitions of many other words. Wang et al. 

(2015) modified the word2vec algorithm to create 

a semi-supervised approach that learned from 

both unlabeled text corpus and UMLS semantic 

types, groups.  

Bøhn and Nørvåg (2010) used redirect pages 

and inter-wiki links to extract named entities from 

Wikipedia. They used the frequency of inter-wiki 

links and other heuristics (e.g., letter capitaliza-

tion) to rank the synonym candidates. In our work, 

we use inter-wiki link frequency as our baseline 

and study the improvements provided by various 

methods described in section 3. 

2.2 Word Representations 

Word representations keep the semantic and con-

textual information of a word in a compact format 

(e.g., a vector or a tensor). Different methods have 

been used to obtain compact representations, in-

cluding clustering based approaches (e.g., Brown 

Clustering (Brown et al., 1992)), co-occurrence 

based approaches (Lebret and Collobert, 2014; 

Pennington et al., 2014), and hierarchical lan-

guage models (Mnih and Hinton, 2009). Mikolov 

et al. (2013a, 2013b) showed that using a dense 

vector representation for words outperforms 

methods like tf-idf in NLP tasks, e.g., Microsoft 

Sentence Completion Challenge (Zweig and 

Burges, 2011). It is expected that words sharing 

similar semantics or contexts will be close in the 

projected latent space. In this study, we used the 

Skip Gram model (Mikolov et al. 2013a) to com-

pute relatedness of synonym pairs extracted from 

the Wikipedia. Skip Gram models, which belong 

to distributed word representation (i.e., word em-

bedding) models, are trained through a log-linear 

classifier that maximizes the prediction accuracy 

of words within a certain range before and after 

the current word. We used word vector based sim-

ilarity methods to rank the synonym candidates 

because we believe that it has a better semantic 

representation than the simpler frequency-based 

approach.  

Medical target concepts in Wikipedia are often 

linked to a variety of synonym candidates; how-

ever we found that for several cases, the number 

of links for each synonym candidate sometimes is 

very low. For those cases, frequency of inter-wiki 

links may not be sufficient to accurately deter-

mine the ranking of synonym candidates. For ex-

ample, the target concept “myopathy”, is linked to 

“exertional myopathy”, “hereditary myopathy”, 

“muscle disorders”, “muscle weakness”, “muscu-

lar diseases”, “polyneuropathy” and “metabolic 

myopathy”, “progressive myopathy” through in-

ter-wiki links. However, each of these inter-wiki 

links occurs only once. As a consequence, we can-

not rank these synonym candidates using their 

link frequencies. Word embedding approaches do 

not suffer from this problem and are expected to 

perform better in such cases.   

In addition, word embedding approaches can 

filter out frequent but partial synonym candidates 

and provide better ranking. An example of a par-

tial synonym candidate is the “heart attack” exam-

ple discussed before, where only the word “at-

tack” is tagged as the anchor-text. We expect that 

such erroneous synonym candidates are rare oc-

currences and can be filtered out using their link 

frequency. But, in reality due to erroneous manual 

tagging, partial anchor-texts (i.e. synonym candi-

dates) sometimes occur more frequently than the 
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true synonyms. For example, “oral cancer” is 

linked most frequently through “mouth” and 

“oral” (eight and four times respectively), while a 

correct paraphrase like “cancer of mouth and 

tongue” is only linked one time. Word embedding 

approaches represent semantics better than the 

frequency-based approach and therefore may be 

able to identify synonyms and separate them from 

false positives.   

2.3 Pseudo Relevance Feedback 

We use pseudo-relevance feedback (PRF) (Attar 

and Fraenkel, 1977), a widely used method in in-

formation retrieval (IR), to obtain better estimates 

of the representations of target concept in the la-

tent space. PRF is a subtype of a broader class of 

methods called relevance feedback models (Roc-

chio, 1971) in IR. Relevance feedback models ex-

ploit the idea of using feedbacks (typically from 

the user) about the relevancy of the results re-

turned for an initial query, to improve or enrich 

this query. PRF, in particular, does not require 

user interaction, but instead uses the top-k re-

trieved documents as an automatic feedback. 

These top-ranked documents are added to the 

query, and the search runs again with the updated 

query. We adapted this approach to solve the 

problem of ranking synonym candidates, which 

we will introduce in detail in Section 3.3   

3 Methods 

To improve synonym extraction from Wikipedia 

inter-wiki links, we explored different unsuper-

vised approaches, including several new methods, 

for synonym candidate ranking. 

3.1 Entity Link Frequency (ELF) 

ELF ranks (target concept, synonym candidate) 

pairs by their Wikipedia inter-wiki link frequency. 

More specifically, each synonym candidate is 

ranked by the number of times it has been used as 

an anchor-text to link to the target concept. Be-

cause the inter-wiki links in Wikipedia are created 

manually, the link frequency associated with each 

candidate term is a very strong indicator of the vi-

ability of that particular synonym candidate. 

Noisy inter-wiki links (e.g., “arrhythmia” — 

“other causes” and “heart attack” — “attack”) of-

ten have low frequencies; while high frequency 

terms (“polydipsia” — “excessive thirst”) are of-

ten good synonym candidates. This method was 

used as the baseline in our experiments.  

3.2 Word-Embedding Based Ranking 

  

We use word vectors to estimate the similarity of 

two words by computing the cosine similarity of 

their vectors in the embedded space. Many medi-

cal terms, however, are phrases with two to five 

words. This requires methods to combine individ-

ual word vectors into phrases. In this work,    

given two phrases a and b (represented by “a1 ... 

an” and “b1 … bm” respectively), we estimate 

their similarity by using the average cosine dis-

tance between each pair of words they contain, as 

defined in Equation 1,  

 

 

𝐴𝐶𝑆𝑎𝑏 = 
1

𝑛𝑚
(∑ ∑ < 𝑊(𝑎𝑖), 𝑊(𝑏𝑗) >𝑚

𝑗=1
𝑛
𝑖=1 )  (1) 

 

where 𝑊(. ) is the normalized word vector of an 

individual word. This can be interpreted as com-

puting the cosine similarity of the two phrase vec-

tors, where a phrase vector is estimated by the 

mean of the normalized word vectors of the indi-

vidual words contained in that phrase. We call this 

method Average Cosine Similarity (ACS). 

3.3 Re-ranking based on Pseudo Relevance 

Feedback (PRF) 

A limitation of the word embedding method that 

we use, Skip Gram model, is that it does not dis-

ambiguate word senses. In other words, the vector 

of a word represents multiple senses of this word. 

As a consequence, synonym candidates with non-

relevant senses (e.g., a non-medical sense of the 

target concept) could be ranked high by word em-

bedding-based ranking method. To alleviate this 

problem, we leverage on Relevance feedback to 

disambiguate our term vectors.  

As introduced in the previous section, Pseudo 

Relevance Feedback (Attar and Fraenkel, 1977), 

is a popular technique in IR, which expands a 

given query by the top-n documents retrieved for 

this query. This updated query is then used to re-

trieve the documents. We adapted PRF for our 

problem by collecting the top-n synonym candi-

dates obtained by the ELF method. We then cal-

culate the mean vector of these n candidate 

phrases and the target concept. This mean vector 

is used as the new query. We then re-rank all syn-

onym candidates by their Average Cosine Simi-

larity (ACS) to this new query. When selecting the 

top-n synonym candidates through ELF, if there 

are multiple candidates with the same ELF scores, 

we use ACS to break the tie. For example, if the 
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synonym candidates “blood infection” and “bac-

terial infection” for the target concept “septice-

mia” have ELF score 1, the candidate with the 

higher ACS to the concept term will be chosen 

with a higher priority. In case ACS scores are also 

tied, we randomly order them. 

One major advantage of this method is the use 

of mean vector of the top-n candidates to represent 

the dominant sense of the target concept. There-

fore, it will rank synonym candidates that have 

senses similar to this dominant sense very highly. 

3.4 Ranking Combination 

Ensemble ranking is a standard method to com-

bine the strengths of different ranking methods. 

When we conducted this work, we did not have 

any annotated data to build a standard ensemble 

ranker. Instead, we adopted two simple unsuper-

vised methods for ranking combination: (1) Aver-

age Ranking (AveR); and (2) Ranking Score 

Combination (RSC). 

AveR ranks the candidates by their mean ranks 

from ELF, ACS and PRF. RSC ranks the candi-

dates by the sum of their ranking scores from ELF, 

ACS and PRF. We did not normalize the ELF 

scores into [0,1] by observing that a large ELF 

score (i.e., high inter-wiki link frequency) often 

correctly predicts synonyms, irrespective of its 

corresponding ACS or PRF scores (which are  val-

ues that lie between 0 and 1). Our preliminary ex-

periments comparing score combination using 

normalized vs. raw ELF scores confirmed our 

choice of using raw ELF scores. 

4 Experimental Settings 

4.1 Experimental Data 

We extracted all the (target concept, synonym 

candidate) pairs from Wikipedia except the pairs 

that contain special characters or numbers. In to-

tal, we obtained 24M links, with 3.6M unique 

links for 1.6M distinct concepts.  

Figure 2 shows the distribution of the number 

of synonym candidates extracted for each title 

term from the Wikipedia. Out of the total 

1,659,049 title-terms, 1,457,935 terms have less 

than three synonym candidates. Our preliminary 

study suggests that many of these terms are person 

or location names, which are not of our interest. 

Therefore, we did not include these terms when 

creating our gold-standard evaluation dataset and 

only evaluated our methods on terms with three or 

more synonym candidates. 

We use word2vec software to create the Skip 

Gram word embeddings. The word embeddings 

were trained on a combined text corpus of English 

Wikipedia, Simple English Wikipedia and articles 

from PubMed Open Access, which contain over 4 

billion words in total. The text was lowercased 

and stripped of all punctuations except comma, 

apostrophe and period.  

We set our word2vec training parameters 

based on the study of Pyysalo et al. (2013). Spe-

cifically, we used 200-dimension vectors with a 

window size of 6. We used hierarchical soft-max 

with a subsampling threshold of 0.001 for train-

ing.   

 

 
 

Figure 2: Distribution of number of synonym candidates for Wikipedia Terms. N is the number of 

synonym candidates extracted per title term. Wikipedia Concept. k is the number of title terms in 

Wikipedia that have N unique number of synonym candidates 
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4.2 Evaluation Dataset 

There is no lexical resource suitable for evaluating 

our task performance. Even UMLS does not cover 

all the synonyms and related terms we discovered 

from the Wikipedia. To evaluate our synonym 

ranking methods, we created a gold standard eval-

uation dataset from the Wikipedia data we ex-

tracted.  

Since the goal of this work is to extract syno-

nym candidates for medical terms, we only chose 

medically relevant concepts for evaluation. We 

randomly selected 4000 terms from the concepts 

(title terms) that are present either in the Con-

sumer Health Vocabulary or in the Wikipedia 

Health Category tree to the depth of 4. An anno-

tator with PhD degree in Biology further selected 

1000 relevant medical terms from these 4000 

terms. 

We built an annotation GUI that presented to 

the annotators 1000 medical terms and their syn-

onym candidates. Each term and its synonym can-

didates were shown in a single annotation page. 

The page order was randomized. The annotation 

task was to judge whether the synonym candidate 

was a “Synonym”, “Related Term” or “Rejected 

or Unrelated Term” of the target concept. Two an-

notators conducted the annotation. Both are pre-

medical school students. So far, 792 unique med-

ical concepts were annotated, out of which 256 

were annotated by both. We used these 256 con-

cepts for our evaluation. We also used the entire 

792 concepts and their synonyms to calculate the 

coverage by UMLS. 

A synonym candidate is defined as a “Syno-

nym” if it has the exact same meaning as the target 

concept. It is defined as a “Related Term” if it has 

a related meaning to the target concept. We accept 

hypernyms, hyponyms, and words derived from 

the same root as “Related terms”. Additionally we 

also accept words with high correlations to the tar-

get concept, e.g., a very common symptom for a 

disease. As an example, “high blood sugar” is a 

related term of “diabetes mellitus”. Candidates 

not in the above-mentioned categories were anno-

tated as “Unrelated or Rejected Terms”. 

The gold standard of 256 concepts consists of 

1507 (title term, synonym candidate) pairs and 

their corresponding annotations. The linear 

weighted kappa for the inter-annotator agreement 

was 0.4762, with the 95% confidence interval 

ranges from 0.4413 to 0.5111. This kappa value 

suggests that the annotators have moderate agree-

ment (Viera and Garret, 2005). If we combine re-

lated terms and rejected terms into one category, 

the resulting dataset has a much higher kappa of 

0.6250. This contrasts with a low kappa of 0.3929 

when related terms are instead combined with 

synonyms, suggesting that more annotator uncer-

tainty lies in the boundary between related and re-

jected terms than between related and synony-

mous terms.  

4.3 Evaluation Measure 

We use mean average precision (MAP) to evalu-

ate the performances of our ranking methods, be-

cause our problem is similar to a typical Infor-

mation Retrieval tasks. Instead of using a set of 

relevant and irrelevant documents to evaluate our 

ranking output, we use a set of synonyms, related 

terms and rejected terms from our gold-standard 

annotation for evaluation.  

We set two evaluation conditions: (1) combin-

ing the synonyms and related terms from the gold-

standard annotation to form the set of relevant 

(positive) instances and treating rejected terms as 

irrelevant (negative) instances; and (2) using the 

synonyms from the gold annotation as positive 

(relevant) instances and treating the related and 

rejected terms as irrelevant (negative) instances.  

By the above definition, condition 1 is a relaxed 

condition and condition 2 is strict. For both con-

ditions, only terms that were judged by both an-

notators as relevant (positive) instances are treated 

as positive.  

We compute MAP by Equations (2) and (3). 

 

𝐴𝑣𝑒𝑃 =  ∑ 𝑃(𝑘)∆𝑟(𝑘)𝑛
𝑘=1                        (2) 

 

𝑀𝐴𝑃 =
∑ 𝐴𝑣𝑒𝑃(𝑡)𝑀

𝑡=1

𝑀
                             (3) 

where AveP is the average precision of a query 

(target concept in our case); k is the rank of the 

synonym candidates; P(k) is the precision of the 

ranking at rank k;  ∆𝑟(𝑘) is the increase of recall 

of the ranking at rank k compared with the recall 

at rank k-1; MAP is the mean AveP of all the target 

concepts to evaluate on. 

5 Results 

5.1 Synonym Candidate Ranking 

The ranking performances (measured by MAP) of 

different methods are shown in Table 1.  

As we see, under the relaxed condition (Col-

umn 1), the word embedding-based ranking 

method ACS outperforms the frequency based 

ranking method ELF (Row 2 vs. Row 1); while 

under the strict condition (Column 2), ACS has 

slightly lower performance than ELF (Row 2 vs. 
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Row 1). This suggests that the word embedding-

based ranking method is superior than the fre-

quency based ranking method in identifying se-

mantically related (coherent) terms. However, 

they themselves may not be sufficient to accu-

rately identify synonyms. 

Result analysis suggests that ELF has a high 

precision at high ranks, especially when the fre-

quency of the candidate term (i.e., the number of 

times it is linked to the target term in Wikipedia) 

is high. However, the frequency values for syno-

nym candidates tend to be identical for lower 

ranked candidates. As a result, it is impossible to 

determine the order of these candidates using fre-

quency based method such as ELF. Table 2 shows 

a typical example. For the target concept “septice-

mia”, the frequencies of its candidates are all 1’s. 

In this case, we cannot gain any information from 

ELF about the ranking of these synonym candi-

dates. The annotated rankings from one of our an-

notators and the rankings predicted by the PRF 

method are given on the side. This is a major rea-

son why ELF has lower MAP than ACS and PRF. 

PRF performs better than ELF and ACS con-

sistently on both conditions. As introduced in Sec-

tion 3, in the PRF method, we use the top-n (n=5 

in our experiments) candidate terms returned by 

the ELF method as feedback terms and use ACS 

to break the tie (when there are candidates with 

the same ELF scores). This way, PRF implicitly 

takes advantages of both ELF and ACS, which ex-

plains why it is better than these two methods.   

Further analysis of the results suggest that PRF 

is good at rejecting unrelated terms, but can be 

confused between synonyms and related words. 

This is especially true when the related terms are 

just morphologically different from the original 

term (see Table 2 for an example).  

Table 1 also shows the performance from com-

bining individual ranking methods. As we can see, 

the performance of the average ranking method 

using equal weights (AveR, Row 4) falls between 

the best and the worst individual ranking methods 

on both conditions. This is not surprising because 

we did not tune the combination weights. It is 

likely we can boost the ranking performance by 

optimizing the combination weights using anno-

tated training data, which will be our future work. 

Interestingly, the performance from using com-

bined ranking scores (RSC) is almost always 

higher than all the individual methods with re-

spectable margins on both conditions. This result 

suggests that augmenting ELF rankings with word 

similarity based measures and pseudo relevance 

feedback is a very effective way to improve the 

quality of synonym candidate ranking. Paired t-

test shows that our best performing method RSC 

is significantly better than the ELF baseline on 

both conditions (p- value<0.001). Other methods 

are significantly better than ELF on the relaxed 

condition (p-value <0.01) but not on the strict con-

dition. 

In our experiments, we set n, the number of 

feedback terms used by PRF, as 5. This value was 

set heuristically due to the lack of the training 

data. In a post-experiment analysis, we tested the 

effects of using different values of n (from 1 to 

10). Figures 3 and 4 show the results. As we can 

see, the values of n do not affect the ranking re-

sults remarkably, especially on the strict condi-

tion. In particular, the orders of the performances 

of different methods remain the same. 

 

5.2 Coverage of Synonym Extraction 

To estimate how much the Wikipedia based syn-

onym extraction can contribute to existing syno-

nym resources, we analyzed the coverage of our 

synonyms in UMLS. So far, we have 5025 unique 

pairs of medical concepts and their synonym 

terms, which have been annotated (judged) by at 

least one annotator. Of the 5025 pairs, 4447 have 

been annotated as either a synonym or a related 

term. Of these 4447 terms, only 2621 are covered 

in UMLS. 

Methods MAP ( Relaxed 

condition ) 

MAP (strict condi-

tion) 

 ELF 0.6267 0.2401 

 ACS 0.6624 0.2383 

 PRF 0.6859 0.2519 

 AveR 0.6685 0.2433 

 RSC 0.6900 0.2745 

Table 1: Mean Average Precision values for Rele-

vance Feedback of 5 

 

Candidates for 

“septicemia” 

Annota-

tion 

PRF 

Rank-

ing 

Fre-

quency 

 bacterial infection Related 2 1 

 blood infection Synonym 6 1 

 coral poisoning Rejected 7 1 

 Septicaemia Synonym 1 1 

 Septicaemic Related 4 1 

 Septicemic Related 3 1 

 septic infection Synonym 5 1 

Table 2: Predictions for “septicemia” 
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If we look at only synonyms, 1523 of the 5025 

pairs have been annotated by at least one of the 

annotators as synonyms. Out of the 1523 terms, 

429 are not in UMLS.  

Clearly Wikipedia is a valuable synonym re-

source that can be mined to enhance existing lex-

ical resources such as UMLS.      

6 Conclusion and Future Work 

We have presented novel methods in mining and 

ranking synonyms from Wikipedia. Our approach 

is distinguished from previous works in that we 

utilize word embeddings and pseudo relevance 

feedback to estimate the semantic and contextual 

similarities of medical terms and use them as a 

feature to improve synonym candidate ranking. 

Our results show that a combination of frequency-

based ranking, word embedding based ranking 

and pseudo relevance feedback achieves the best 

performance. This suggests that word embedding 

is a valuable tool in improving synonym extrac-

tion from noisy resources like Wikipedia.  

We used English Wikipedia for this work. Our 

approach is general and can be applied to other 

languages. Its performance is contingent on the 

size of the Wikipedia and the quality of word em-

beddings for each specific language. Wikipedia 

has more than 280 languages, 50 of which have 

more than hundreds of thousands of articles. The 

word2vec tool can be trained and used on corpora 

in any of these languages.   

We use the mean of individual word vectors to 

estimate the phrase vector. In the future, we will 

explore more advanced algorithms (e.g., Recur-

sive Neural Networks (Socher et al., 2011)) for 

phrase composition. 

The synonym pairs mined and ranked by our 

methods will be added to a comprehensive syno-

nym resource after manual curation. We will use 

this resource to simplify medical health records, 

by substituting complex medical terms with their 

lay language synonyms.  

 
Figure 3: Plot of Mean Average Precision vs N for relaxed condition. N is the number of queries 

used for Relevance Feedback 
 

 
Figure 4: Plot of Mean Average Precision vs N for strict condition. N is the number of queries used 

for the Relevance Feedback 
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Abstract

Electronic health records have emerged
as a promising source of information
for pharmacovigilance. Adverse drug
events are, however, known to be heavily
underreported, which makes it important
to develop capabilities to detect such
information automatically in clinical
text. While machine learning offers
possible solutions, it remains unclear
how best to represent clinical notes
in a manner conducive to learning
high-performing predictive models.
Here, 42 representations are explored
in an empirical investigation using 27
real, clinical datasets, indicating that
combining local and global (distributed)
representations of words and named
entities yields higher accuracy than
using either in isolation. Subsequent
analyses highlight the relative importance
of various named entity classes for
predicting adverse drug events.

1 Introduction

Electronic health records (EHRs) have emerged as
a potentially valuable, and complementary, source
of information for pharmacovigilance, which, as
a result of the limitations of clinical trials –
in terms of duration and sample size – needs
to be carried out throughout the life-cycle of a
drug to inform decisions about sustained use.
Adverse drug events (ADEs), defined as undesired
harms resulting from the use or misuse of a drug
(Nebeker et al., 2004), are the most common
iatrogenic injury, being responsible for around
3.7% of hospital admissions worldwide (Howard
et al., 2007). The adverse effects of drugs cause
suffering in patients and put an economic burden
on healthcare – often unnecessarily, as ADEs are

in many cases preventable (Hakkarainen et al.,
2012).

A challenge for pharmacovigilance is that
ADEs are heavily underreported (Hazell and
Shakir, 2006), both in so-called spontaneous
reporting systems, whereby reports of ADE
cases are submitted voluntarily by patients and
clinicians, and in EHRs, in which ADEs can
be encoded by a set of diagnosis codes. To
address the problem of underreporting, systems
that can automatically detect ADEs in EHRs are
potentially valuable, and much research has been
conducted to that end (Harpaz et al., 2012). While
many efforts have aimed at using machine learning
for detecting ADEs on the basis of structured
EHR data (Chazard et al., 2011; Zhao et al.,
2014a; Zhao et al., 2014b; Zhao et al., 2015),
attempts have also been made to exploit the more
unstructured data in the form of clinical notes
(Eriksson et al., 2013; LePendu et al., 2013).
These have either relied on manually constructed
rules and extensive dictionaries or on applying
disproportionality methods1 to counts of terms
extracted from clinical notes. In a recent study
(Henriksson et al., 2015a), information pertaining
to ADEs – including named entities such as
drugs and medical problems, as well as relations
between them, i.e., whether one exists and whether
it expresses, e.g., an indication or an ADE – were
detected in clinical notes using machine learning;
this approach, however, relies on the availability
of data that has been manually labeled outside
the clinical setting. There have also been efforts
to combine information from the structured and
unstructured sections of EHRs for ADE detection
(Harpaz et al., 2010; Eriksson et al., 2014). In one
of these (Henriksson et al., 2015b), heterogeneous
types of clinical data, including free-text notes,

1Disproportionality methods describe to what extent the
co-occurrence frequency of two events deviates from what is
expected (Suling and Pigeot, 2012).
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were represented using distributional semantics,
the use of which is also investigated in this
study. In the previous study, however, many
possible alternative ways of representing clinical
notes were left unexplored. A more in-depth
investigation is conducted in the present study,
focusing on the representation of clinical notes for
ADE detection.

In this study, ADE detection using clinical notes
is approached as a binary classification task, in
which the presence or absence of a particular
ADE in a healthcare episode is to be determined;
for this purpose, diagnosis codes assigned in the
clinical setting are used as class labels. This
raises the question of how best to represent
clinical notes. There are certainly challenges
involved in applying machine learning to high-
dimensional and sparse data, which, as a result
of prevalent misspellings and creative shorthand,
clinical notes are a prime example of. These
challenges will be considered when exploring
possible representations of clinical notes.

2 Materials and Methods

This study explores 42 different ways of
representing clinical notes and evaluates their
effectiveness, in terms of classification accuracy,
on the task of detecting the presence of an
ADE in a healthcare episode. The use of
both local and global (distributed) representations
of words and named entities, as well as their
combination, is investigated in an experiment
using 27 ADE datasets, followed by a number
of further analyses. Local representations are
ones that do not incorporate any prior (semantic)
knowledge of the similarity of token types, while
global representations do, in this case by applying
models of distributional semantics to a much
larger corpus, resulting in word embeddings
that are then exploited in the ADE detection
task. While local representations are commonly
employed for document classification, the use of
global, distributed representations has been less
thoroughly investigated, with a few exceptions
(Sahlgren and Cöster, 2004; Henriksson et al.,
2015b). Here, various types of local and global
representations are compared and combined in an
exploratory fashion.

2.1 Data Source

The 27 datasets were extracted from a Swedish
EHR database (Dalianis et al., 2012), which
contains health records over a two-year period
from Karolinska University Hospital2. The
learning task is to detect healthcare episodes
that involve a certain ADE, i.e., in which an
ADE-specific ICD-10 diagnosis code has been
assigned. A healthcare episode is here defined
based on the time interval between recorded
activities for a patient, delimited by at least
three days of inactivity. Each of the 27
datasets thus consists of healthcare episodes,
where the positive examples have been assigned
an ADE-related diagnosis code, and the negative
examples are an equal number of randomly
selected healthcare episodes in which that same
code has not been assigned. The ADE-related
diagnoses were selected on the basis of having
been classified as indicating ADEs in a previous
study (Stausberg and Hasford, 2011) and being
sufficiently frequent (> 10) in the database. The
datasets are described in Table 1. In addition
to the labeled datasets, the entire two years of
data is used for obtaining global, distributed
representations of words. The notes, containing
approximately 3M unique types (700M tokens),
are preprocessed by using Stagger (Östling, 2013)
for tokenization and lemmatization of Swedish
text.

2.2 Data Representations

14 × 3 = 27 representations of clinical notes are
explored. Each of the fourteen representations of
words and/or named entities are weighted in three
different ways. The local representations include
the commonly employed unigrams, bigrams and
trigrams, as well as their combination. In addition,
a named entity recognition (NER) model trained
on Swedish clinical text (Henriksson et al., 2015a)
is applied to the healthcare episodes to extract
mentions of the following named entity types:
Finding, Disorder, Drug, Body Part and ADE
Cue3. Local representations of identified named
entities, without specifying type (denoted Terms),
as well as a combination of unigrams and terms,

2This research has been approved by the Regional
Ethical Review Board in Stockholm (Etikprövningsnämnden
i Stockholm), permission number 2012/834-31/5.

3An ADE Cue corresponds to an expression that indicates
the presence of an ADE without revealing its precise
manifestation, e.g., side effect or drug-induced.
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Unigrams Bigrams Trigrams Terms
Dataset Episodes Types Tokens Types Tokens Types Tokens Types Tokens
D64.2 416 58,455 2,642,271 432,235 2,380,942 895,864 2,121,106 18,204 187,885
E27.3 34 10,990 142,365 55,922 127,740 78,222 113,136 2,729 11,907
F11.0 76 13,906 285,629 73,688 257,154 107,216 228,707 3,532 21,448
F11.2 308 35,340 1,118,138 234,855 1,005,677 422,609 893,405 10,620 83,574
F13.0 120 16,759 264,555 93,847 238,388 144,340 212,272 4,204 18,262
F13.2 76 14,226 262,901 73,413 237,228 106,560 211,607 3,546 19,140
F15.0 32 6,498 48,919 25,674 43,859 31,226 38,818 1,362 3,755
F15.1 46 10,849 136,093 51,897 123,224 72,081 110,391 2,438 9,776
F15.2 256 30,098 812,312 193,693 729,918 340,491 647,691 8,896 61,548
F19.0 122 18,257 341,225 100,890 307,757 152,834 274,353 4,671 23,638
F19.1 74 14,279 216,583 75,268 194,519 109,675 172,500 3,457 16,504
F19.2 288 34,925 992,236 229,330 891,735 404,862 791,349 10,645 76,797
F19.9 68 14,938 221,480 78,506 198,688 112,658 175,942 3,571 16,205
G24.0 28 11,293 125,342 57,711 112,935 81,196 100,542 2,897 9,454
G62.0 20 5,121 44,776 19,564 40,609 23,359 36,449 1,027 3,350
I95.2 70 13,321 179,622 69,127 161,505 99,732 143,442 3,336 14,651
L27.0 274 41,669 1,394,815 281,601 1,255,535 513,539 1,116,442 12,908 109,896
L27.1 78 15,495 291,266 84,668 261,351 125,632 231,491 4,118 23,824
N14.1 28 10,383 101,969 49,864 92,098 67,286 82,247 2,585 7,979
O35.5 128 11,810 145,344 57,172 131,075 79,992 116,826 2,745 10,313
T59.9 40 6,355 57,773 26,831 51,763 34,017 45,766 1,474 4,492
T78.2 102 15,272 236,489 80,533 212,753 118,274 189,062 3,845 19,461
T78.3 266 26,716 503,385 161,366 451,831 265,928 400,439 7,912 43,832
T78.4 1520 56,244 1,950,200 396,818 1,752,142 783,547 1,555,017 18,415 167,620
T80.8 732 48,299 2,053,152 349,030 1,845,434 698,814 1,638,072 16,247 169,391
T88.6 96 17,453 280,652 96,546 252,705 145,766 224,818 4,714 23,191
T88.7 564 51,922 1,422,450 357,484 1,600,899 680,750 1,422,450 16,738 138,899

Table 1: Description of the 27 ADE datasets used in the study

are explored.
In addition to the local representations, the use

of global, distributed representations of words and
terms is explored. Word embeddings are obtained
using a recently introduced model of distributional
semantics – see (Cohen and Widdows, 2009) for
an overview – based on shallow neural networks
with a single hidden layer: the skip-gram
model (Mikolov et al., 2013) as implemented
in word2vec. It was chosen for its ability to
produce high-quality vector representations of
words, outperforming traditional context-counting
based methods on a range of tasks (Baroni
et al., 2014). The algorithm obtains vector
representations of the words in the training set by
learning to predict nearby context words of each
target word; the learned weights within the neural
network are then used as vector representations.
In a basic configuration, a symmetric context
window size of 10 and a dimensionality of 200 is
employed4. Distributed representations of clinical
notes are obtained by simply summing the vectors
corresponding to the constituent token types;

410 is the “recommended” context window size for
the skip-gram model; employing a higher dimensionality
generally, but not necessarily, leads to better representations
(Mikolov, 2015).

when representing notes by terms, the words that
make up multiword terms are likewise summed.
As it has been shown that improved performance
can be obtained by combining various word
representations (Henriksson et al., 2014), we also
explore the use of distributed ensembles created
by employing a number of different context
window sizes: 6, 8, 10, 12, 14. The
representations of healthcare episodes are then
obtained by fusing the features from each
distributional semantic space. The intuition
behind this is that they will capture different
aspects of the data. Both single distributed
representations and ensembles thereof are used to
model healthcare episodes as a combination of
unigrams and terms.

Finally, combinations of local and global
representations are explored: (1) combining local
and global representations of unigrams and terms
from a single semantic space, and (2) combining
them from multiple semantic spaces. In all
representations, the lowercase lemma of the
tokens is used. The three weighting strategies
are: (1) binary, (2) term frequency (TF), and
(3) term frequency-inverse document frequency
(TF-IDF). The binary representation corresponds
to the so-called one-of-K or one-hot encoding,
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indicating the presence or absence of a feature; TF
corresponds to the bag-of-words representations;
finally, TF-IDF is the product of TF in a particular
document and the term’s IDF. It thus gives less
weight to common terms with little discriminative
value.

2.3 Experimental Setup

The main experiment involves a comparison
of the 42 representations and their impact on
classification accuracy. Here, the random
forest algorithm (Breiman, 2001) is used due
to its reputation of achieving high accuracy,
its ability to handle high-dimensional data, as
well as the possibility of obtaining estimates of
variable importance. The algorithm constructs an
ensemble of decision trees, which together vote
for what class label to assign to an example. Each
tree in the forest is built from a bootstrap replicate
of the original instances, while a subset of all
features is sampled at each node when building
the tree. This procedure is intended to increase
diversity among the trees. When the number of
trees in the forest increases, the probability that a
majority of trees makes an error decreases, given
that the trees perform better than random and that
the errors are made independently. Although this
can only be guaranteed in theory, the algorithm has
often been shown in practice to result in state-of-
the-art predictive performance. In this study, we
use random forest with 500 trees, while

√
n of all

available n features are inspected at each node.
Using the terms representation, a follow-

up analysis is conducted to gain insight into
which (types of) terms are most useful in the
classification task. Variable importance can be
estimated in different ways (Breiman, 2001).
Here, Gini importance is used as the variable
importance metric, where high Gini importance
means that a feature plays a greater role in
splitting the data into the defined classes. A
Gini importance of zero indicates that a feature
is considered useless or is never selected to
build any tree. We inspect the twenty most
important features, averaged over datasets, but
we also calculate the average rank of terms
of various lengths and named entity classes
to understand which types of terms are more
informative. Finally, the frequency of various
named entity types across the two classes is an-
alyzed in an attempt to identify potentially impor-

tant differences.
Models are built and evaluated using ten

iterations of stratified 10-fold cross validation.
For testing the statistical significance of observed
differences between the various representations,
the Friedman test, as suggested in (Garcia and
Herrera, 2008), is employed, where the null
hypothesis is that the methods perform equally
well.

3 Results

The accuracy scores, averaged over the 27
datasets, produced with the various data
representations are shown in Table 2. A
Friedman test rejects the null hypothesis that
the various representations perform equally well
(p < 0.0001). Of the three weighting strategies,
the binary strategy perfroms almost invariably
better than the TF and TF-IDF strategies. When
comparing the ngram representations, unigrams
perform considerably better than bigrams and
trigrams, while their combination is plausibly
negatively affected by the latter two. Using only
extracted terms performs slightly better than using
all unigrams or a combination of unigrams and
terms, albeit the differences are small. The global,
distributed representations only outperform the
local representations when multiple semantic
spaces are used in an ensemble. Moreover,
all ensembles outperform their single-model
counterparts. The best predictive performance
is obtained when combining local and global
representations – in a semantic space ensemble –
of unigrams and terms, yielding an accuracy of
83.89%.

The twenty most important term features are
listed in Table 3. All of these are names of drugs,
findings and disorders. Some of the drugs are
known to cause ADEs, while others are used for
treating ADEs. Many of the highly-ranked terms
appear only in a single or a handful of datasets;
additional highly-ranked terms that appear in
all 27 datasets – and conceivably important for
detecting ADEs generally – include smärta (Eng:
pain), trött (Eng: tired), feber (Eng: fever) and
utslag (Eng: rash). Named entity mentions of type
ADE Cue were ranked somewhat lower (out of
∼78k): reaktion (Eng: reaction) – 53, biverkan
(Eng: side effect) – 332, läkemedelsbiverkan
(Eng: drug reaction) – 855 and läkemedelsutlöst
(Eng: drug-induced) – 19602. When inspecting
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Binary TF TF-IDF

Unigrams 83.05 81.70 81.72
Bigrams 76.65 75.98 75.67
Trigrams 68.13 66.93 67.02
Ngrams (Unigrams + Bigrams + Trigrams) 79.47 78.33 78.43
Terms 83.12 81.47 81.59
Unigrams + Terms 83.09 81.81 81.76
Distributed (Unigrams) 81.13 79.59 78.16
Distributed (Terms) 82.82 82.99 75.12
Distributed Ensemble (Unigrams) 82.23 81.53 79.30
Distributed Ensemble (Terms) 83.51 82.82 75.71
Distributed (Unigrams + Terms) 82.04 80.63 76.84
Distributed Ensemble (Unigrams + Terms) 83.71 82.93 80.78
Unigrams + Terms + Distributed (Unigrams + Terms) 83.31 82.30 82.32
Unigrams + Terms + Distributed Ensemble (Unigrams + Terms) 83.89 82.72 82.96

Table 2: Average accuracy (%) over 27 ADE datasets with different representations of clinical notes

the average rank of terms of varying length,
unigrams were ranked the highest, followed by
bigrams, trigrams and ngrams with n > 3.
Calculating the average rank of terms of various
named entity types revealed that ADE Cue was
ranked the highest, followed by Disorder, Body
Part, Drug and Finding.

Rank Term (Swedish) Term (English) NE Type Support

1 missbruk addiction Finding 23
2 bev-fl-iri bev-fl-iri Drug 2
3 amfetamin amphetamine Drug 20
4 cyanokit cyanokit Drug 1
5 läkemedels-

utlöst dystoni
drug-induced
dystonia

Disorder 1

6 betapred betapred Drug 27
7 intox intoxication Disorder 22
8 akut

dystoni
acute
dystonia

Disorder 3

9 hepatit c hepatitis c Disorder 27
10 allergisk

reaktion
allergic
reaction

Disorder 25

11 tavegyl tavegyl Drug 25
12 syrgas oxygen Drug 27
13 amfetamin-

missbruk
amphetamine
abuse

Disorder 23

14 mätbar
sjukdom

measurable
disease

Disorder 1

15 stesosolid stesosolid Drug 26
16 svullnad swelling Finding 27
17 kontrahera contract Finding 1
18 bltr vara

stabil
blood pressure
be stable

Finding 1

19 klåda itching Finding 27
20 hjärtmuskel-

inflamation
myocarditis Disorder 1

Table 3: Variable importance of terms

A means of studying potential differences
between the two classes is simply to count
the number of terms in the healthcare episode
according to their class label. The result of this
is shown in Table 4. The number of terms per

healthcare episode is considerably higher for the
ADE class; however, this can partly be explained
by differences in average document length: 3575
tokens for positive episodes and 2098 for negative
episodes. A fairer comparison is, then, to calculate
the number of tokens per encountered term. This
comparison reveals that the numbers of Drug,
ADE Cue, Body Part and Finding mentions are
lower for the ADE class, especially the first two,
which means that they are more frequent.

ADE Not ADE

NE Type Term /
Episode

Tokens /
Term

Term /
Episode

Tokens /
Term

Disorder 34.65 103.19 21.57 97.28
Finding 124.14 28.80 68.07 30.83
Drug 74.68 47.87 39.68 52.89
Body Part 49.27 72.57 27.58 76.08
ADE Cue 1.94 1839.01 0.86 2432.98

Table 4: The distribution of terms over classes

4 Discussion

This study explored the use of 42 different
representations of clinical notes from healthcare
episodes for the automatic detection of adverse
drug events. It was shown that combining local
and global, distributed representations yielded
the highest predictive performance. While the
use of a simple unigram model worked well,
performance quickly deteriorated as larger ngrams
were used, most probably as a result of the ensuing
sparsity. Interestingly, using only extracted terms
outperformed the use of all unigrams, with the
added benefit that the former is much lower-
dimensional and thus computationally preferable.
Even lower-dimensional – and denser – are the
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distributed representations: in this case 200 with
a single semantic space and 200 × 5 with the
semantic space ensemble. A distinct advantage
of distributed representations is their scalability,
as the dimensionality does not grow with the
size of the vocabulary, allowing more information
to be exploited effectively, as demonstrated
by the distributed ensemble of unigrams and
terms. The best results were, however, obtained
when combining local and ensembles of global,
distributed representations. While the difference
to using a simple unigrams model is not very
large, it is interesting to note the bigger difference
to using the commonly employed bag-of-words
representation. The advantage of using a binary
representation over TF or TF-IDF weighting was
also somewhat surprising but can perhaps be
attributed to the noisy nature of clinical text.

An advantage of using the terms representation
is that, in comparison to the other representations
– in particular the distributed ones – it lends itself
to some degree of interpretability. While random
forest belongs to a family of opaque models,
inspection of variable importance provides some
insight. It was not surprising that ADE Cue terms
were, on average, ranked the highest, although
somewhat more so that Body Part terms were
ranked higher than Drug and Finding terms.
When inspecting the distribution of terms over
classes, however, it was confirmed that Drug
and ADE Cue terms were common in ADE
episodes than in non-ADE episodes, which seems
intuitive. For future work, it would be interesting
to study whether enriching the representation with
factuality – including negation and uncertainty
– and temporality would be lead to improved
predictive performance.
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