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Abstract

Experiments on the emergence of a shared
language in a population of agents usu-
ally rely on the control of the complex-
ity by the experimenter. In this article we
show how agents provided with the au-
totelic principle, a system by which agents
can regulate their own development, pro-
gressively develop an emerging language
evolving from one word to multi-word
utterances, increasing its discriminative
power.

1 Introduction

The evolution of communication has been a topic
in artificial life since early 90s (Werner, 1991;
Ackley and Littman, 1994). Short after that, a
group of Alife researchers started to focus on the
origins and emergence of human language-like
communication systems through experiments with
populations of artificial agents (Smith et al., 2003;
Steels, 2003; Wagner et al., 2003). This line of
research has shed light on the emergence of spa-
tial terms and categories (Spranger, 2013), case
systems (van Trijp, 2012), quantifiers (Pauw and
Hilferty, 2012) or syntax (Kirby, 1999; Steels and
Casademont, 2015). However, the success of these
experiments usually relies on the control of com-
plexity by the experimenter.

In order to let the agents manage complexity
themselves it is necessary to provide them with
a mechanism to regulate complexity in an au-
tonomous way. Research in AI and robotics has
explored systems that allow embodied agents to
develop themselves in open-ended environments
by means of error reduction (Andry et al., 2001),
reinforcement learning (Huang and Weng, 2002),
prediction (Marshall et al., 2004) or curios-
ity (Oudeyer et al., 2007; Kaplan and Oudeyer,
2007). This mechanisms are highly inspired by

psychological studies on the role of motivation
(Hull, 1943; Skinner, 1953; White, 1959; Graham,
1996). Motivation can be defined as “to be moved
to do something” (Ryan and Deci, 2000) and it is
commonly divided in extrinsic motivation, when
an activity is done to attain some separable out-
come, and intrinsic motivation, when an activity
is done for its inherent satisfactions.

This paper investigates the role of intrinsic mo-
tivation in language emergence. It presents an
agent-based experiment where a population of ar-
tificial agents has to develop a language to refer to
objects in a complex environment. In addition to
mechanisms to invent and adopt words and syn-
tactic patterns, agents are provided with an opera-
tional version of the Flow theory (Csikszentmiha-
lyi, 1990) that enables them to self-regulate their
development.

2 Flow Theory

The model of intrinsic motivation in a population
of artificial agents used in this experiment is based
on the Flow theory developed by the psychologist
Csikszentmihalyi (1990). He studied what moves
people to be deeply involved in a complex activ-
ity that does not present a direct reward. He called
these activities autotelic, as the motivational driv-
ing force (telos) comes from the individual herself
(auto).

Csikszentmihalyi states that in an autotelic ac-
tivity there is a relation between challenge, how
difficult a particular task is, and skill, the abilities
a person requires to face that particular task. As
a consequence of this relation, a person involved
in an autotelic activity can experience three men-
tal states: boredom, when the challenge is too low
for the skills this person has, flow, when there is a
balance between challenge and skills, and anxiety,
when the challenge is too high for the available
skills. The flow state produces an intense enjoy-
ment in a person involved in an autotelic activ-
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ity. The flow state is not static but in continuous
movement, since the balance between challenge
and skills creates the ideal conditions to develop
skills. As a consequence this person becomes self-
motivated, as she tries to stay in the flow state to
experience this strong form of enjoyment.

3 Autotelic Principle

The autotelic principle is an operational version
of the flow theory that provides agents with a
system to self-regulate their development (Steels,
2004). It was first designed for developmental
robotics (Steels, 2005) but it has also been used
to study language emergence (Steels and Wellens,
2007). This principle proposes the balancing be-
tween challenge and skills as the motivational
driving force in agents. Agents are therefore pro-
vided with mechanisms to set their own challenges
and evaluate their performance to determine their
emotional state. Depending on their emotional
state, agents autonomously decide to increase their
challenge (boredom), decrease it (anxiety) or con-
tinue with the current challenge to keep develop-
ing their skills (flow).

Challenges are defined as a specific configura-
tion of a set of parameters. For example, param-
eters can be the number of objects or the num-
ber of properties of an object that agents can re-
fer to. Challenges are formally represented as
< pi,1, ..., pi,n > in a multi-dimensional param-
eter space P , where pi,j corresponds to the con-
figuration of the parameter j in the challenge i.
Steels found advantageous to initialize the system
with the lowest challenge configuration and grow
in a bottom-up manner. There are no studies on
the effect of a higher challenge configuration ini-
tialization in agents, but it will probably result in a
slower development of skills.

Agents can estimate their skills by measuring
their performance. Performance is measured tak-
ing into account an overall estimation of the inter-
action (if they have succeed or failed) and specific
performance measures for each component used.
Components are subsystems of the agent that are
responsible for specific tasks, such as selecting a
topic, conceptualise it into a meaning predicate
or formulate an utterance given a meaning pred-
icate. For example, in a communicative challenge
the conceptual component has a performance mea-
sure of how well the resulting conceptualisation
discriminates the topic or the language component

a measure that evaluates if it could formulate an
utterance covering the conceptualisation.

Agents also keep track of how confident they
are to succeed on the challenge they have posed to
themselves. The confidence in a challenge is re-
lated to the skills agents require to deal with that
challenge. In a challenge where agents have to
come up with names for objects, the development
of a lexicon increases its communicative success
and the confidence in being able to cope with the
challenge.

Agents are constantly alternating between the
operational and the shake-up phases. The oper-
ational phase takes place when the challenge pa-
rameters are fixed. The agent explores this con-
figuration and tries to develop its skills to reach a
certain level of performance. The shake-up phase
occurs when the performance and confidence mea-
sures are stable. Agents employ this measures to
determine how the challenge parameters should be
adjusted. If the performance and confidence mea-
sures are low, agents perceive that they are in an
anxious state and decrease the challenge param-
eters. Alternatively, when both performance and
confidence measures are high, agents enter a bore-
dom state and increase the challenge parameters.

4 Experiment configuration

The aim of this experiment is to show how a pop-
ulation of artificial agents provided with the au-
totelic principle develop a shared language with-
out any control on the complexity by the exper-
imenter. Agents play a language game, which
consist in situated communicative interactions be-
tween two agents of a population (Steels, 2012).
These agents are randomly selected from a popu-
lation of ten agents. One of them assumes the role
of speaker and the other the role of hearer.

4.1 World

In the experiment, agents share a world, which
consist of ten different scenes. Each scene is com-
posed of two objects and a spacial relation be-
tween them, such as close, far or left of. Objects
are characterised by three feature-value pairs: pro-
totype (e.g.: chair, box, table), color (e.g.: green,
blue, purple) and shape (e.g.: round, hexagonal,
square). Objects and scenes are unique, but a par-
ticular feature-value can be shared by two or more
objects. In an interaction speaker and hearer share
the same context, which consist of a randomly se-
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lected scene from the world.

4.2 Language game

The specific language game that agents play is
called multi-word guessing game. The speaker se-
lects a topic form the context of the interaction,
based on his current communicative challenge. It
conceptualises this concept into a meaning pred-
icate and uses its language component to formu-
late an utterance which is transmitted as text to the
hearer. The hearer tries to comprehend the utter-
ance and construct hypotheses about the topic. If
the hearer has only one hypothesis, it points to the
interpreted topic. If the hypothesis corresponds
to the topic, the speaker gives positive feedback
and the interaction ends. On the other hand, if the
hypothesis does not correspond to it, the speaker
gives negative feedback to the hearer and points to
the intended topic. When the hearer has multiple
hypotheses, it signs to the speaker that it could not
identify the topic. The speaker then gives feed-
back by pointing to the intended topic. The inter-
action is a success only when the hearer has one
hypothesis about the topic that corresponds with
the topic selected by the speaker. In all other cases,
the result of the interaction is a failure.

4.3 Challenges

Agents refer to one or two objects in the scene,
and minimally express the prototype of the ob-
ject(s). Apart from the prototype, agents can refer
to one or more properties of objects or to the re-
lation between them. The challenge configuration
is therefore based on two parameters: the number
of properties agents refer to and if the relation is
expressed or not. Challenges have a confidence
value between 0.0 and 1.0, initialised at 0.0. After
each interaction, speaker and hearer update their
confidence value with a score obtained computing
the average between the result of the interaction
(success or failure) and the performance evalua-
tion of the components used by the agent. The
update score has a low value (between 0.008 and
-0.032) to provide agents enough time to develop
the skills necessary to cope with the challenge.

The challenge level one (refer only to proto-
types of objects) is set as the initial challenge.
In the experiment agents can adjust the challenge
configuration up to level four: refer to up to two
objects expressing three of their properties or to
relations between objects.

Challenge Level Properties Relation
1 0 0
2 1 0
3 2 0
4 3 0

2 1

Table 1: Challenge levels.

4.4 Mechanisms
Agents are equipped with conceptualisation and
interpretation mechanisms to map between the
world model and meaning predicates that refer
to it. For example, a blue table is conceptu-
alised into (blue(x), table(x)). Agents start with-
out any form-meaning mappings (also called con-
structions). This mappings will emerge during in-
teractions by using three mechanisms: diagnos-
tics, repairs and alignment.

Diagnostics are a set of processes by which
agents can identify problems during formulation
(when agents go from a meaning predicate to an
utterance) and comprehension (when agents re-
construct the meaning predicate from an input ut-
terance). In the experiment agents can identify un-
known meanings, unknown words, unsolved word
orders and referent problems.

Repairs are strategies used by agents to solve
diagnosed problems. For example, an unknown
meaning can be solved by the speaker with a repair
that creates a new word for that meaning, or an un-
known word can be solved by the hearer with a re-
pair that uses the feedback of the speaker to iden-
tify which meaning corresponds to that word. No-
tice that the later is only possible when the hearer
can unambiguously deduce the meaning of the un-
known word. Unsolved word orders and referent
problems appear when agents start to build multi-
word utterances. This problem can be solved
by creating grammatical constructions that intro-
duce constraints on how properties and prototypes
are ordered when formulating and comprehending
multi-word utterances.

There is a competition of form-meaning map-
pings (both lexical and grammatical) during the
emergence of a shared language. This competi-
tion occurs either when multiple forms refer to the
same meaning or when one word can express sev-
eral meanings. Each mapping has a score between
0.0 and 1.0 and is initialised at 0.5. Alignment is
a mechanism that guides the choice of which con-
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structions agents use based on the score of their
constructions. The scores of the mappings used
by the speaker and hearer are updated after each
interaction. When a form-meaning mapping gets
a score of 0.0 is deleted from the construction in-
ventory of the agent. The alignment used in this
experiment follows the dynamics of lateral inhibi-
tion (De Vylder and Tuyls, 2006).

When there is communicative success, both
speaker and hearer align, which means that they
increase the scores of the mappings used by
0.1 and decrease its competitors by 0.1. Note
that the mapping competitors for the speaker are
those constructions that express the same mean-
ing, while mapping competitors for the hearer are
those that contain the same form. When there is
communicative failure, the alignment differs for
speaker and hearer. If the speaker has formulated
one word utterance, it decreases the score of the
construction used by 0.1. The hearer aligns only
when the intended topic by the speaker is among
its hypotheses. It increases the score of the con-
structions used by 0.1 and decreases the score of
its form competitors by 0.1. In all other cases
agents are not able to identify what caused the
communicative failure and do not align.

5 Experimental results

The results of ten experimental runs for a popula-
tion of ten agents equipped with the autotelic prin-
ciple are shown in Figure 1.
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Figure 1: This graph shows communicative suc-
cess (left y-axis) and the average confidence on
challenge level (right y-axis) in a population of 10
agents equipped with the autotelic principle.

Agents start with an empty construction inven-
tory and with the challenge of emerging a shared
language for prototypes. They develop it rapidly,
increasing their confidence on the first challenge

up to its maximum value around interaction 2000.
Note that the communication success starts to drop
before the average confidence value in the popu-
lation has come to its maximum. This is due to
the fact that some agents have already reached the
highest confidence score and therefore they have
moved to the next challenge.

Communicative success and the speed at which
agents gain confidence decreases at this point, as
agents begin to refer also to the color and shape
of objects. Agents have to agree now on form-
meaning mappings to refer to color and shape
and grammatical constructions to manage refer-
ence problems in multi-word utterances. Commu-
nicative success and confidence in challenge lev-
els two and three grow steadily until they reach
its maximum value around interaction 5500. The
population has reached the maximum level of con-
fidence for the first three challenge levels and start
to address challenges of level four. The commu-
nicative success slightly diminishes at this point
due to the fact that agents have to agree on how to
refer to relations. By interaction 9000 all agents
have reached the maximum confidence for each
challenge.

There are differences on the percentage of com-
municate success that agents are able to reach for
each challenge level. These differences are due to
the fact that some topic descriptions are ambigu-
ous. The discriminative power of an utterance in-
creases when agents refer to more properties of
objects or the relation between them. This ac-
counts for the differences observed on Figure 1,
where agents reach a higher percentage of com-
municative success once they have agreed on how
to refer to properties and relations.

The results obtained show that a population
of agents equipped with the autotelic principle
manage to autonomously increase the complex-
ity of a shared language through recurrent inter-
actions. Agents succeed in progressively develop
their communicative skills when trying to stay in a
state of flow. As a result, agents reach a higher
communicative success in their interactions, as
they can successfully refer to more informative
topic descriptions which are less ambiguous.
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