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Abstract

Starting from the distributional bootstrap-
ping hypothesis, we propose an unsuper-
vised model that selects the most useful
distributional information according to its
salience in the input, incorporating psy-
cholinguistic evidence. With a supervised
Parts-of-Speech tagging experiment, we
provide preliminary results suggesting that
the distributional contexts extracted by our
model yield similar performances as com-
pared to current approaches from the lit-
erature, with a gain in psychological plau-
sibility. We also introduce a more princi-
pled way to evaluate the effectiveness of
distributional contexts in helping learners
to group words in syntactic categories.

1 Introduction and related work

The psycholinguistic research about language ac-
quisition has long been concerned with how
children crack the linguistic input to infer the
underlying structures. In this respect, boot-
strapping (Gillis and Ravid, 2009) has been
an important concept, which generated a num-
ber of hypotheses. After semantic bootstrap-
ping, introduced by Pinker (1984), other propos-
als were put forward, each strengthening one as-
pect as the starting level that informs the others
(syntactic bootstrapping (Gleitman, 1990; Gleit-
man and Gillette, 1995), prosodic bootstrap-
ping (Christophe et al., 2008), distributional boot-
strapping (Maratsos and Chalkley, 1980; Mintz,
2003)). This debate is tightly interwoven with
the more general controversy between a na-
tivist (Chomsky, 1965) and an emergentist ac-
count (Bates and MacWhinney, 1987; MacWhin-
ney, 1998; Tomasello, 2000): our work was set
up to explore the possibility of learning useful lin-
guistic information from the Primary Linguistic
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Data (PLD), only using general-purpose learning
mechanisms. Thus, we look at language acqui-
sition from an emergentist perspective, exploring
the fruitfulness of the distributional bootstrapping
hypothesis.

Starting with Cartwright and Brent (1997), a
variety of models for Parts-of-Speech (PoS) in-
duction has been proposed (Clark, 2000; Mintz
et al., 2002; Mintz, 2003; Parisien et al., 2008;
Leibbrandt, 2009; Chrupata and Alishahi, 2010;
St. Clair et al., 2010), showing that PLD are rich
enough in distributional cues to provide the child
with enough information to group words accord-
ing to their syntactic category. Among such mod-
els, two major approaches can be identified: i) a
frame-based one which starts by selecting the rel-
evant cues and then evaluate how these help cat-
egorization, and ii) a probabilistic approach that
considers all possible contexts in a left and right
window whose size is set in advance, and deter-
mines the best category for each word based on
a probabilistic match between the context of each
new word and the previously encountered contexts
for all words. While the first approach has been
more concerned with finding the right cues or the
most useful type of context (Monaghan and Chris-
tiansen, 2004), usually by focusing on certain dis-
tributional patterns and assessing their effective-
ness in inducing lexical categories, the second
one has tackled the problem from a more global
perspective, inducing categories — not necessarily
syntactic — and evaluating them using other lin-
guistic tasks (Frank et al., 2008).

The first approach has been more influential in
the acquisition literature, and is the topic of ac-
tive behavioral research with both adults (Reeder
etal., 2013; Mintz et al., 2014) and infants (Zhang
et al., 2015). The second approach has been more
distinctive of the computational psycholinguistic
literature, but has been largely neglected by the
acquisition literature. In this short paper, we try
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to suggest that the approach and the methods used
in the second stream of research can be applied to
the first, not only to induce plausible categories,
but also a set of cues, without focusing on a spe-
cific kind of distributional pattern which is set in
advance using linguistic knowledge. In this re-
spect, we will review some of the major problems
of the frame-based approach before suggesting a
first way of tackling them.

In his seminal paper, Mintz (2003) suggested
that the 45 most frequent A_x_B frames, defined
as two words flanking a variable slot, are a plau-
sible and accurate type of information — see also
Wang and Mintz (2007) for an incremental model.
This hypothesis was further tested on French by
Chemla et al. (2009) with good success; how-
ever, its cross-linguistic validity was challenged
by Erkelens (2009) for Dutch and Stumper et
al. (2011) for German'. More recently, the fre-
quent frames hypothesis was challenged by St.
Clair et al. (2010), who proposed to use flexible
frames, i.e. left and right bi-grams defined through
the 45 most frequent words in a corpus, that can
be combined on the fly to provide tri-gram level
information — but see Mintz et al. (2014).

The main problem we see in both frequent and
flexible frames, is the arbitrariness in deciding
which contexts are important (Leibbrandt, 2009).
While frequency drives the decision, what makes
A x B (or Ax + x_B) frames so special that the
child commits to them to infer lexical categories?

Moreover, restricting to token frequency can
lead to retain contexts that do not help categoriza-
tion, since they only occur with one word (like the
frequent frame have_X_look), which in turn causes
the model to not scale well to unseen data. Where
the goal is explicitly to deal with reduced compu-
tational capacities, such behavior is far from desir-
able since it stores information that does not help
to group words in more abstract categories.

A further problem of frequent frames, at least
with English, is a strong verb bias: such cues pro-
vide information about a greater number of verbs,
while the PLD typically contain many more nouns
than verbs. This bias is a by-product of the defini-
tion of frames as fully lexical contexts: the short-
est sentence from which a frame can be derived
consists of three words, where the medial slot is
usually taken up by a verb.

"However, better results were obtained with frames de-

fined at the morpheme level, rather than at the word
level (Wang et al., 2011).
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At the same time, flexible frames suffer from
other problems. Behavioral evidence suggests
that children and adults store longer sequences as
units (Bannard and Matthews, 2008; Arnon and
Clark, 2011)?, and arbitrarily excluding them does
not seem a good strategy. Moreover, they were
evaluated using a feed-forward neural network that
was trained and tested on the same data (St. Clair
et al., 2010). Since the utility of a set of distribu-
tional contexts cannot be restricted to its accuracy,
the extent to which it scales to new, unseen words
also needs to be taken into account.

Some of these problems have been addressed
by Leibbrandt (2009), although his models are not
incremental and rely heavily on arbitrary thresh-
olds to remove very infrequent elements: while
some sort of threshold seems to be unavoidable in
a fully unsupervised model, a multitude of thresh-
olds make it arbitrary and difficult to evaluate.

We will now introduce our model and then dis-
cuss the experiment that was set up to assess its
effectiveness. We finally highlight the limitations
of this work, sketch some ways to improve on it
and draw the conclusions.

2 Model

We propose a model as a solution to the prob-
lems we highlighted in the previous section: it is
entirely data-driven (reducing arbitrariness in the
choice of the relevant dimensions) and more con-
sistent with psycholinguistic evidence.

Three different pieces of information concern-
ing a distributional context can be useful to the
task at hand: 1) its token frequency, i.e. how many
times it occurs in the input; ii) its type frequency,
i.e. the number of different words it occurs with;
iii) the strength to which a context is predicted by
a word, averaging across all the words it occurs
with. Since it is hard to think to frequency with-
out a comparison threshold, we divide token and
type frequencies of a context by the average token
and type frequencies across all contexts stored in
memory at each sentence in the input.

These pieces of information can be combined in
the following way:

score = token_F' - type_f - p (1

where each context is represented by a score re-
sulting from the product of three pieces of infor-

2Although, see Baayen et al (2011) for an account in
which n-grams effects are explained in a different way.



mation, defined as follows:

_ loga(count(c;))
token- = avg(loga(count(c)) @
loga(||Weill)
type_f = 3
WL gty
b= 1 MWl loga(count(wy, ¢;)) @
[Wall 25 logalcount(u))

In these formulas, c¢; represents a distributional
cue, W,; is the set of words the cue occurs with;
w; represents a word and count(wj, ¢;) the num-
ber of times a cue occurs with a specific word.

Raw counts are transformed with a base-2 log-
arithm to account for the fact that, as frequency
grows, the contribution of every new occurrence
to the total frequency is less and less impor-
tant (Keuleers et al., 2010). Moreover, since the
goal of this model is to discover structure, we as-
sume that an item is only considered when it oc-
curs more than once (items whose log is 0 are
not considered). The formula in (4) closely re-
semble an average conditional probability — which
children are likely to use to infer structure in lan-
guage (Saffran et al., 1996) —, but differs from it
since counts are again log-transformed for consis-
tency with (2) and (3).

Salience can be thought of as the importance
that a context might play in grouping words into
categories, and the score we propose serves the
purpose of selecting the most salient contexts. In
this work, any context whose score is > 1 is con-
sidered to be salient, since 1 is the theoretical up-
per boundary of the p term, that can be increased
or decreased by the following terms.

The formula in (1) is plugged into an incremen-
tal model that computes averages for token and
type frequencies at every sentence s, and updates
scores for contexts encountered in s. Contexts are
harvested in a 2-word left/right window, looking
at 2 bi-grams (A_x; x_B) and 3 tri-grams (A_B_x,
A _x_B and x_A_B). A window cannot exceed a sen-
tence boundary. At sentence initial and final po-
sitions, two dummy words were inserted, since
sentence boundary information has been shown to
be a useful distributional cue (Freudenthal et al.,
2006; Freudenthal et al., 2008).
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3 Experiment

3.1 Data

The experiment was carried out on the Aran sec-
tion of the Manchester corpus (Theakston et al.,
2001) from the CHILDES database (MacWhin-
ney, 2000). In order to evaluate our model on un-
seen data, we divided the corpus chronologically
in two sections: the first is used to select the distri-
butional cues, the second for the evaluation phase.

We only considered sentences uttered by the
mother, obtaining a corpus of 35K sentences. Our
section for context selection (selection set hence-
forth) contains roughly 20K sentences, the sec-
tion for the evaluation phase 15K. The corpus was
not lemmatized. We removed false starts, ono-
matopoeia and other words based on their MOR
PoS tags 3.

3.2 Setup

Different models - where each term from (1) is
knocked out separately to assess its importance -
were run on the selection set using only bi-grams,
only tri-grams or both as contexts. The salient
contexts at the end of this process were used as
features in a supervised PoS experiment over types
(not tokens) to evaluate their usefulness. As one
reviewer pointed out, this evaluation is problem-
atic for a number of reasons (Frank et al., 2008):
however, we decided to use such approach because
it is easy to interpret and provide a first indication
about the potential effectiveness of the selected
cues, serving as a first proof of concept.

In the selection set, only surface forms are
considered*. We used the TiMBL package for
memory-based learning (Daelemans et al., 2009),
selecting the IB1 algorithm (Aha et al., 1991),
weighted overlap as a distance metric with no fea-
ture weighting, and 1 nearest neighbor. In order to
perform the experiment, the second part of the cor-
pus was divided into a training and a test set (10K
and 5K sentences, respectively), and two vector
spaces were constructed, containing information
about ho many times a word occurred with each
cue.

The salient contexts harvested on the selection
set were used as columns and the words occur-

3This is the list of MOR tags that were removed: neo, on,
chi, wplay, meta, fam, sing, L2, none. Words without a tag
were also removed, like errors, marked by a O before the tag,

as in Oaux.

*Dog and dogs are two different types, the modal can and
the noun can are not.



Model # contexts  Useless | Missed words (%) | Hits Acc.
frequent frames 45 3(6.7%) 83.7 290 .83
flexible frames 90 0 16.6 1405 .66
p - token_F
2grams_bound 75 0 10.2 1559 .671
3grams_bound 348 13 (3.7%) 37.3 1073  .681
all_bound 490 11(2.2%) 3.8 1669 .664
p - type_f
2grams_bound 21 0 19.5 1377 .674
3grams_bound 42 0 56.7 788  .756
all_bound 97 0 8.7 1611 .679
p - token_F - type_f

2grams_bound 211 0 2.6 1624 .641
3grams_bound 659 7 (1%) 25.5 1249 .653
all_bound 964 8 (0.8%) 1.2 1562 .609

Table 1: Evaluation of several sets of distributional cues, with baselines at the top and our models grouped
according to the information included. Column 2 shows the number of salient contexts; column 3 shows
how many of them could not be used for categorization. Column 4 provides the percentage of words
from the training set (total = 3191) that could not be categorized by the contexts. Columns 5 and 6 raw
number of hits (test set = 2600 words) and accuracy on supervised PoS tagging.

ring with at least one such context as rows. Words
that never occurred with any of the salient con-
texts were not categorized. In the training and test
sections, homographs were disambiguated when
they were tagged differently: thus, the list of tar-
get words may well include dog_noun, dogs_noun,
can_verb and can_noun.

Performances were evaluated on a tag-set con-
sisting of 5 categories: nouns (including pro-
nouns), verbs (including auxiliaries), adjectives,
adverbs and function words, since we were mainly
interested in content words, which make up the
productive part of the lexicon. Performance is
evaluated along 5 aspects: i) the number of salient
contexts; i) the percentage of salient contexts that
could not be used in the training section, either be-
cause they were absent or because they only oc-
curred with one word; iii) the proportion of words
that were missed on the training set; iv) number of
hits on the PoS-tagging experiment, and v) accu-
racy.

3.3 Results and discussion

Table 1 shows performances of all models on the
five dimensions we introduced in (§3.2). Best
scores on each dimensions are highlighted in bold.
Intuitively, a model is good when it (i) selects a
limited set of contexts, reducing the dimensional-
ity of the vector space in which similar words are
searched; (ii) minimizes the number of selected
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contexts that do not scale to new data; (iii) en-
sures high coverage on new data; (iv) allows to
correctly categorize a high number of words; and
(v) achieves a high accuracy, resulting in a reliable
categorization.

While frequent frames achieve the highest accu-
racy, they also have the worst coverage and low-
est number of hits. Plus, it is interesting that 3
contexts out of 45 are useless for categorization.
When we turn to flexible frames, we see that they
scale perfectly and achieve rather good accuracy,
but do not ensure wide coverage and many hits.

A first global trend involves accuracy, which is
inversely correlated with the number of selected
contexts (Pearson r =-0.68), suggesting that distri-
butional information is noisy and it is vital to focus
on certain cues and discard the majority of them?
to achieve reliable categorization. Finally, conflat-
ing bi-grams and tri-grams - which is closer to the
psycholinguistic evidence we have - does not harm
the model.

Turning to model-specific features®, p-token_F
results in a rather large set of contexts, some of
them being useless. Coverage is generally high, as
the number of hits. When all three terms are in-

A further analysis, not reported, was conducted by re-
taining all contexts and showed that both accuracy and num-
ber of hits were worse than most of the models evaluated here.

The token_F - type_f models performed much worse
than the others, thus results are not reported.



cluded, we still have large sets of contexts, few of
which don’t scale to new data. Coverage is high as
the raw number of hits, but each model here is less
accurate than its twin models. The reason for this
behavior could be that type_ f strongly correlates
with token_ F (the first cannot exceed the latter),
and when they are both considered their contri-
bution is inflated, resulting in more contexts and
noise.

The p - type_f models result in the smallest set
of contexts, with perfect scalability and high accu-
racy. The downsides pertain coverage, and number
of hits. Overall, no model performs high across
all dimensions. However, the model combining p
and type_ f displays parsimony, scalability, cov-
erage and accuracy, although it is not the best on
any dimension (it is also similar to flexible frames,
but with better coverage, hits and accuracy). As
we noted earlier, token_F' and type_f are strongly
positively correlated: this result suggests that the
latter can be more useful to categories induction,
since high type frequency ensures that a cue is sys-
tematic. We also evaluated contexts’ token fre-
quencies because of the well-attested frequency
effects in language acquisition (Bybee, 1995), but
the results suggest its effect in category formation
can be better accounted for by contexts’ type fre-
quency. Nevertheless, further evidence is needed
to confirm this hypothesis.

4 Limitations and future work

As one reviewer pointed out, this approach should
be extended to be fully incremental and categorize
tokens instead of types and evaluated with exter-
nal linguistic task (see §3.2). However, unlike the
probabilistic approach to category induction (§1),
the focus of this paper was on the cues rather that
on the categories: our goal was to show that it is
possible to explicitly select the most informative
distributional cues that infants are likely to rely
on using a principled metric that does not simply
rely on token frequency and predetermined distri-
butional patterns. At the same time, if the pre-
sented model is indeed relevant can be only deter-
mined by directly evaluating categories of tokens
induced in an unsupervised way on several linguis-
tic task and looking at the time-course of learning,
which was not discussed here.

A further limitation of the current work is that
it arbitrarily focuses on words, neglecting mor-
phological information, which is crucial in lan-
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guages such as German, Turkish, Finnish and
alike. A full model for distributional bootstrap-
ping should automatically decide which are the
relevant cues to categories, with no a priori re-
strictions on which units to focus on — see Ham-
merstrom and Borin (2011) for a review on un-
supervised learning of morphology. This work
only suggests a first way of moving away from
pre-defined distributional patterns, since it can be
equally applied to morphemes but it needs a pre-
segmented input. A possible solution would be
that of combining segmentation and category for-
mation, looking at which cues are given more im-
portance by the model and how useful they are to
grouping words. Again, this falls outside of the
scope of this paper and will be addressed in the
future.

Finally, our model can be degraded in a vari-
ety of ways to introduce more plausible cognitive
constraints in the form of free parameters that can
reproduce attention and memory limitations. Such
degraded versions would constitute a further and
more informative test for this model, but are left
for future work.

5 Conclusions

While no strong conclusion can be drawn without
more data from typologically different languages,
we think the goal of the paper was matched: we
showed that the limitations of current frame-based
approaches to distributional bootstrapping can be
tackled with a simple model that incorporates
evidence from psycholinguistic experiments and
takes the number of different words a cues occurs
with into account to decide whether the cue is in-
formative. Furthermore, we showed that a model
should be evaluated on different levels, since it is
hard to achieve globally good performances.

The work by Mintz (2003) was crucial in show-
ing that the PLD were rich enough to support an
emergentist account of language learning. How-
ever, we contend that it is better to evaluate a pro-
cess and its output, rather than a pre-selected set
of cues, since it will more likely shed light on how
certain cues but not others become important. It
appears clear that focusing on fewer contexts is
better: the central issue in a frame-based account
of distributional bootstrapping should be to devise
a model that identifies which cues give the best in-
formation.
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