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Abstract
This paper presents a novel self-training
approach that we use to explore a sce-
nario which is typical for under-resourced
languages. We apply self-training on
small multilingual dependency corpora of
nine languages. Our approach employs
a confidence-based method to gain addi-
tional training data from large unlabeled
datasets. The method has been shown
effective for five languages out of the
nine languages of the SPMRL Shared
Task 2014 datasets. We obtained the
largest absolute improvement of two per-
centage points on Korean data. Our self-
training experiments show improvements
upon the best state-of-the-art systems of
the SPMRL shared task that employs one
parser only.

1 Introduction

The availability of the manually annotated tree-
banks and state-of-the-art dependency parsers
(McDonald and Pereira, 2006; Nivre, 2009; Mar-
tins et al., 2010; Goldberg and Elhadad, 2010;
Zhang and Nivre, 2011; Bohnet et al., 2013) leads
to high accuracy on some languages such as En-
glish (Marcus et al., 1994), German (Kübler et al.,
2006) and Chinese (Levy and Manning, 2003) that
have large manually annotated datasets.

In contrast to resource-rich languages, lan-
guages that have less training data show a lower
accuracy (Buchholz and Marsi, 2006; Nivre et
al., 2007; Seddah et al., 2013; Seddah et al.,
2014). Semi-supervised techniques gain popular-
ity as they are able to improve parsing accuracy by
exploiting unlabeled data which avoids the cost of
labeling new data.

Self-training is one of these appealing tech-
niques that have been successfully used for in-
stance in constituency parsing for English texts

(McClosky et al., 2006a; McClosky et al., 2006b;
Reichart and Rappoport, 2007; Sagae, 2010) while
for dependency parsing this approach was only ef-
fective in a few cases, in contrast to co-training
which works for dependency parsing well too. In
a co-training approach, at least another parser is
employed to label additional training data.

McClosky et al. (2006a) used self-training for
English constituency parsing. In their approaches,
self-training was most effective when the parser is
retrained on the combination of the initial train-
ing set and the large unlabeled dataset generated
by both the generative parser and reranker. This
leads to many subsequent applications on English
texts via self-training for constituency parsing, cf.
(McClosky et al., 2006b; Reichart and Rappoport,
2007; Sagae, 2010; Petrov and McDonald, 2012).

In contrast to English constituency parsing, self-
training usually has proved to be less effective
or has even shown negative results when ap-
plied to dependency parsing, cf. (Kawahara and
Uchimoto, 2008; Plank, 2011; Cerisara, 2014;
Björkelund et al., 2014). This paper makes the fol-
lowing contributions:

1. We present an effective confidence-based
self-training approach.

2. We evaluate our approach on nine languages
in a resource-poor parsing scenario.

3. We successfully improved the parsing perfor-
mances on five languages which are Basque,
German, Hungarian, Korean and Swedish.

The remainder of this paper is structured as fol-
lows: In Section 2, we discuss related work. In
Section 3, we introduce our confidence-based ap-
proach to self-training and Section 4 describes the
experimental set-up. Section 5 presents the results
and contains a discussion of the results. Section 6
presents our conclusions.
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Figure 1: Accuracies of sentences which have a position number within the top 50% after ranking the
auto-parsed sentences of development set by the adjusted parse scores with different values of d.

2 Related Work

Most of the reported positive results of self-
training are evaluated on constituency parsing of
English texts. McClosky et al. (2006a) reported
strong results with an improvement of 1.1 F -
score using the Charniak-parser, cf. (Charniak and
Johnson, 2005). McClosky et al. (2006b) applied
the method later on English out-of-domain texts
which show good accuracy gains too.

Reichart and Rappoport (2007) showed that
self-training can improve the performance of a
constituency parser without a reranker when a
small training set is used.

Sagae (2010) investigated the contribution of
the reranker for a constituency parser. The re-
sults suggest that constituency parsers without a
reranker can achieve significant improvements,
but the results are still higher when a reranker is
used.

In the SANCL 2012 shared task self-training
was used by most of the constituency-based sys-
tems, cf. (Petrov and McDonald, 2012), which in-
cludes the top ranked system, this indicates that
self-training is already an established technique to
improve the accuracy of constituency parsing on
English out-of-domain data, cf. (Le Roux et al.,
2012). However, none of the dependency-based
systems used self-training in the SANCL 2012
shared task.

One of the few successful approaches to self-
training for dependency parsing was introduced by

Chen et al. (2008). Chen et al. (2008) improved
the unlabeled attachment score about one percent-
age point for Chinese. Chen et al. (2008) added
sub-trees that span only over a few words, which
means they have only short dependency edges. It
is known that dependencies of short length have
a higher accuracy than longer ones, cf. (McDon-
ald and Nivre, 2007). Kawahara and Uchimoto
(2008) used a separately trained binary classifier to
select sentences as additional training data. Their
approach improved the unlabeled accuracy of En-
glish texts in Chemical domain by about 0.5%.

Plank (2011) applied self-training with single
and multiple iterations for parsing of Dutch us-
ing the Alpino parser (Malouf and Noord, 2004),
which was modified to produce dependency trees.
She found self-training produces only a slight im-
provement in some cases but worsened when more
unlabeled data was added.

Cerisara (2014) and Björkelund et al. (2014)
applied self-training to dependency parsing on
nine languages. Cerisara (2014) found nega-
tive impacts only when they apply a basic self-
training approach to a dependency parser. Simi-
larly, Björkelund et al. (2014) observed a positive
effect on Swedish only.

Recently, Dredze et al. (2008) and Crammer et
al. (2009) introduced confidence-based learning
methods that are able to measure the prediction
quality. Their technique has been applied for a
sequence labeling and a dependency parser which
both use online-learning algorithms, cf. (Mejer
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Figure 2: The accuracies when inspecting 10-100% sentences of the development set ranked by the
confidence-based methods.

and Crammer, 2010; Mejer and Crammer, 2012).
They evaluated several confidence-based methods
and the empirical results showed that the con-
fidence scores generated by some methods are
highly relevant to the prediction accuracy, i.e.
higher confidence is correlated with high accuracy
scores.

The work most close to our approach is intro-
duced by Goutam and Ambati (2011), who applied
a multi-iteration self-training approach to improv-
ing Hindi in-domain parsing. In each iteration,
they add 1,000 additional sentences to a small ini-
tial training set (2,972 sentences), the additional
sentences are selected due to their parse scores.
They improved the baseline by up to 0.7% and
0.4% for labeled and unlabeled attachment scores
after 23 self-training iterations.

Our approach differs in three aspects from that
of Goutam and Ambati (2011): We employ a sin-
gle iteration self-training rather than multiple iter-
ations. We add larger amounts of additional parsed
unlabeled sentences to the initial training set for
retraining and we applied our method in an under-
resourced language scenario to nine languages.

3 Self-training

The hypotheses for our experiments is that the se-
lection of high-quality dependency trees is a cru-
cial precondition for the successful use of self-
training in dependency parsing. Therefore, we ex-
plore a confidence-based method to select high-

quality dependency trees from newly parsed sen-
tences. Our self-training approach consists of a
single iteration with the following steps:

1. A parser is trained on a (small) initial training
set to generate a base model.

2. We analyze a large number of unlabeled sen-
tences with the base model.

3. We build a new training set consisting of the
initial training set and 50%1 newly analyzed
sentences parsed with a high confidence.

4. We retrain the parser on the new training set
to produce a self-trained model.

5. Finally, the self-trained model is used to an-
notate the test set.

We use the freely available Mate tools2 to im-
plement the self-training approach. This tool set
contains a part-of-speech (PoS) tagger, morpho-
logic tagger, lemmatizer, graph-based parser and
an arc-standard transition-based parser. The arc-
standard transition-based parser has the option
to use a graph-based model to rescore the beam
which seems to be a sort-of reranking (Bohnet and
Kuhn, 2012). The parser has further the option
to use a joint tagging and parsing model with the

1We use 50% due to previous experiments on English that
showed an optimal performance when adding 50% parsed
sentences to the training set.

2https://code.google.com/p/mate-tools/
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joint inference that improves both part-of-speech
tagging and parsing accuracy.

We use the arc-standard transition-based parser
employing beam search and a graph-based rescor-
ing model. This parser computes a score for each
dependency tree by summing up the scores for
each transition and dividing the score by the total
number of transitions, due to the swap-operation
(used for non-projective parsing), the number of
transition can vary, cf. (Kahane et al., 1998; Nivre,
2007).

For our self-training approach, we use the parse
scores as confidence measure to select sentences.
We observed that although the original parse score
is the averaged value of a sequence of transi-
tions of a parse, long sentences generally exhibit
a higher score. Therefore, the score does not cor-
relate well with the Labeled Attachment Score
(LAS) as shown in Figure 2. Thus, we adjusted the
score of the parser to maximize the correlation be-
tween the parse score and the labeled attachment
score for each parse tree by subtracting the sen-
tence length (L) multiplied by a fixed number d.
The new parse scores are calculated as follow:

Scoreadjusted = Scoreoriginal − L× d (1)

To obtain the constant d, we apply the defined
formula with different values for d to all sentences
of the development set and rank the sentences by
their adjusted scores in a descending order. Let
No(i) be the position number of the ith sentence
after ranking them by the adjusted scores. The
value of d is selected to maximize the accuracy of
sentences that have a No(i) within the top 50%.
We evaluate stepwise different values of d from 0
to 0.05 with an increment of 0.005. The highest
accuracy of the top ranked sentences is achieved
when d = 0.015 (see Figure 1), thus d is set to
0.015 in our experiments. Figure 2 shows the ac-
curacies when inspecting 10 -100% of sentences
ranked by the adjusted and original parse scores.
We found that the adjusted parse scores lead to a
higher correlation with the accuracy of the parsed
sentences compared to the original parse scores.

4 Experimental Set-up

We evaluate our approach on nine languages avail-
able from 2014 Shared Task at the Workshop on
Statistical Parsing of Morphologically Rich Lan-
guages (SPMRL), cf. (Seddah et al., 2013; Seddah

et al., 2014). We have chosen the datasets as they
provide smaller data sets of 5k sentences for each
language of the SPMRL shared task which are a
good basis for our exploration for improving pars-
ing accuracy of under-resourced languages and the
shared task provides competitive results for these
languages from the participants of the shared task
that provides us strong accuracy scores against
which we can compare our results.

Further, the organizers of the SPMRL shared
task provided sufficient unlabeled data that are re-
quired for self-training. More precisely, for all
language, we use as our initial training set the 5k
datasets, we test on test sets available from the
shared task and use a 100k SPMRL unlabeled data
for each of the languages. We use the German de-
velopment set (5,000 sentences) when tuning the
fixed value d that was mentioned in Section 3. Ta-
ble 1 shows statistics about the corpora that we use
in our experiments.

As previously noted, the Mate transition-based
dependency parser with default settings is used in
our experiments, cf. (Bohnet et al., 2013). We use
the parser’s internal tagger to supply the part-of-
speech for both unlabeled data and test data. The
baselines are generated by training the parser on
initial training data and testing the parser on the
described test sets.

For the evaluation of the parser’s accuracy, we
report labeled attachment scores (LAS). In line
with the SPMRL shared task evaluation, we in-
clude all punctuation marks in the evaluation.

For significance testing, we take Dan Bikel’s
randomized parsing evaluation comparator that
was used by the CoNLL 2007 shared task with
the default settings of 10,000 iterations (Nivre et
al., 2007). The statistically significant results are
marked due to their p-values (*) p-value<0.05,
(**) p-value<0.01.

5 Results and Discussion

We evaluate our self-training approach on the test
sets of nine languages. The unlabeled data was
parsed and ranked by the confidence scores. Then
we selected the 50k top ranked sentences and
added those to the training sets.

The empirical results show that our approach
worked for five languages which are Basque, Ger-
man, Hungarian, Korean and Swedish. Our self-
training method achieves the largest improvement
on Korean with an absolute gain of 2.14 percent-
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Arabic Basque French German Hebrew
train:
Sentences 5,000 5,000 5,000 5,000 5,000
Tokens 224,907 61,905 150,984 87,841 128,046
Avg. Length 44.98 12.38 30.19 17.56 25.60
test:
Sentences 1,959 946 2,541 5,000 716
Tokens 73,878 11,457 75,216 92,004 16,998
Avg. Length 37.71 12.11 29.60 18.40 23.74
unlabeled:
Sentences 100,000 100,000 100,000 100,000 100,000
Tokens 4,340,695 1,785,474 1,618,324 1,962,248 2,776,500
Avg. Length 43.41 17.85 16.18 19.62 27.77

Hungarian Korean Polish Swedish
train:
Sentences 5,000 5,000 5,000 5,000
Tokens 109,987 68,336 52,123 76,357
Avg. Length 21.99 13.66 10.42 15.27
test:
Sentences 1,009 2,287 822 666
Tokens 19,908 33,766 8,545 10,690
Avg. Length 19.73 14.76 10.39 16.05
unlabeled:
Sentences 100,000 100,000 100,000 100,000
Tokens 1,913,154 2,147,605 2,024,323 1,575,868
Avg. Length 19.13 21.48 20.24 15.76

Table 1: Statistics about the corpora that we used in our experiments for the training set, test set and the
unlabeled datasets for our multilingual evaluations, cf. (Seddah et al., 2014).

354



Baseline Self-train LORIA
Arabic 82.09 82.22 81.65
Basque 78.35 79.22** 81.39
French 81.91 81.48 81.74
German 81.54 81.87** 83.35
Hebrew 78.86 79.04 75.55
Hungarian 83.13 83.56* 82.88
Korean 73.31 75.45** 74.15
Polish 81.97 81.35 79.95
Swedish 79.67 80.26 80.04
Average 80.09 80.49 80.08

Table 2: The table shows the results obtained for the languages of the SPMRL Shared Task 2014. The
first column (Baseline) shows the results of our baseline parser (Mate), the second column shows the
self-training experiments (Self-train) and the final column provides the results of the best non-ensemble
system in the SPMRL Shared Task (LORIA).

age points. We also gain statistically significant
improvements on Basque, German and Hungar-
ian. Our self-training gains on these languages are
0.87%, 0.33% and 0.42% respectively.

We achieve an improvement of 0.59% on
Swedish which is relatively high absolute im-
provement while it was not a statistically signifi-
cant with a p-value of 0.067. To confirm the ef-
fectiveness of our method on Swedish, we further
evaluate our method on the Swedish development
set3 (494 sentences).

Our self-training method achieves an accuracy
of 76.16%*, which is 0.82 percentage points bet-
ter than our baseline (75.34%). This improvement
was statistically significant.

In terms of the effect of our method on other
languages, our method gains moderate improve-
ments on Arabic and Hebrew but these were not
statistically significant accuracy gains. We found
negative results for French and Polish. Table 2
shows a detailed evaluation of our self-training ex-
periments.

We compare our self-training results with the
best results of non- ensemble parsing system of
SPMRL shared tasks (Seddah et al., 2013; Seddah
et al., 2014). The average accuracy of our base-
line on nine languages is same as the one achieved
by the best single parser system of SPMRL 2014
shared task (Cerisara, 2014), their system employs
LDA clusters (Chrupala, 2011) to exploit unla-
beled data as well.

Our self-training results is on average 0.41%

3We did not use the Swedish development set for tuning
in our experiments.

higher than those of Cerisara (2014). Our self-
training method performs better on six languages
(Arabic, Hebrew, Hungarian, Korean, Polish and
Swedish) compared to the best non-ensemble sys-
tem.

The confidence scores have shown to be crucial
for the successful application of self-training for
dependency parsing. In contrast to constituency
parsing, self-training for dependency parsing does
not work without this additional confidence-based
selection step. The question about a possible rea-
son for the different behavior of self-training in de-
pendency parsing and in constituency parsing re-
mains open and only speculative answers could be
given. We plan to investigate this further in future.

Self-training behaves somewhat different from
co-training in that co-training seems to be able to
exploit the differences in the parse trees produced
by two or more parsers. While self-training relies
on a single parser due to its definition, co-training
uses at least another parser what is the main dif-
ference to self-training. Co-training does not em-
ploy in its most simple form selection, but con-
fidence helps in a co-training scenario too since
selecting those dependency trees for retraining on
which two or more parsers agree improves fur-
ther the accuracy. Hence, confidence-based meth-
ods is a more effective for co-training, cf. (Blum
and Mitchell, 1998; Sarkar, 2001; Steedman et al.,
2003).

An open question remains why for some of the
languages the approach did not work. In future
work, we want to address this question. A first
observation is that the quality of the unlabeled data
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might have an effect. For instance, the average
length of unlabeled data of Polish and French is
different from that of the training and test set for
these languages.

6 Conclusions

In this paper, we present an effective confidence-
based self-training approach for multilingual de-
pendency parsing. We evaluated our approach on
nine languages in a scenario for under-resourced
languages when only a small amount of training
data is available.

We apply the same setting for all language by
retraining the parser on the new training set that
consists of the initial training set and the top 50k
ranking parse trees from the 100k parsed sentences
of the unlabeled data.

As a result, our approach successfully improves
the accuracies of five languages which are Basque,
German, Hungarian, Korean and Swedish without
tuning variables for individual language. We can
report the largest accuracy gain of 2.14% on Ko-
rean, on average we improve the baselines of five
languages by 0.87%. Previous work that apply
self-training to dependency parsing showed often
negative results (Plank, 2011; Cerisara, 2014) or
was evaluated on one language only (Chen et al.,
2008; Goutam and Ambati, 2011; Björkelund et
al., 2014).

This is to the best of our knowledge the first
time that self-training is found effective for a num-
ber of languages. In addition, our self-training re-
sults are better than the best reported results gen-
erated from a non-ensemble system that used LDA
clusters, cf. Cerisara (2014).

Finally, our approach contributes a novel
confidence-based self-training method that is able
to access the parse quality of unlabeled data and to
carry out a pre-selection of the parsed sentences.
We conclude that self-training based on confi-
dence is worth using in an under-resourced lan-
guage scenario and that a confidence-based self-
training approach seems to be crucial for the suc-
cessful application of self-training in dependency
parsing. This paper underlines the finding that the
pre-selection of parsed dependency trees from un-
labeled sources is probably a precondition for the
effectivity of self-training and leads additionally to
a higher accuracy gain.
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Nivre, Adam Przepiórkowski, Ryan Roth, Wolfgang
Seeker, Yannick Versley, Veronika Vincze, Marcin
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