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Abstract 2 Data Preparation

This paper describes various systems fromthe  The organizers provided training data that consisted
University of Minnesota, Duluth that partici- of Tweets from 327 Twitter users who self-reported
pated in the CLPsych 2015 shared task. These 3 diagnosis of Depression, and 246 users who re-
systems leamed decision lists based on lexical 10 5 PTSD diagnosis. Each of these users had
features found in training data. These systems
typically had average precision in the range of gt Ieggt 25 Tweets. There were also Control_ugers
70 — .76, whereas a random baseline attained 'dentified who were of the same gender and similar
47 — 49. age, but who did not have a diagnosis of Depres-
sion or PTSD. While each control was paired with a
specific user with Depression or PTSD, we did not

make any effort to identify or use these pairings.

The Duluth systems that participated in the CLPsych If @ Twitter user has been judged to suffer from
Shared Task (Coppersmith et al., 2015) explore trfdither Depression or PTSD, then all the Tweets as-
degree to which a simple Machine Learning methogociated with that user belong to the training data for
can successfully identify Twitter users who suffethat condition. This is true regardless of the contents
from Depression or Post Traumatic Stress Disord&f the Tweets. Thus for many users relatively few
(PTSD). Tweets pertain to mental iliness, and the rest focus
Our approach was to build decision lists ofo" more general topics. All of the Tweets from the
Ngrams found in training Tweets that had been aucontrol users are also collected in their own training
thored by users who had disclosed a diagnosis of D€t as well.
pression or PTSD. The resulting lists were applied Our systems only used the text portions of the
to the Tweets of other Twitter users who served a§weets, no other information such as location, date,
a held—out test sample. The test users were thétmber of retweets, etc. was incorporated. The
ranked based on the likelihood that they sufferetext was converted to lower case, and any non-—
from Depression or PTSD. This ranking depends oflphanumeric characters were replaced with spaces.
the number of Ngrams found in their Tweets thaf hus, hashtags became indistinguishable from text,
were associated with either condition. and emoticons were somewhat fragmented (since
There were eight different systems that learnethey include special characters) but still included as
decision lists plus one random baseline. The resuffeatures. We did not carry out any spell checking,
ing lists are referred to as DecisionList— Deci- Stemming, or other forms of normalization.
sionList9, where the system that produced the list Then, the Tweets associated with each of the con-
is identified by the associated integer. Note that syshtions was randomly sorted. The first eight million
tem 9 is a random baseline and not a decision list. words of Tweets for each condition were included
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in the training data for each condition. Any Tweets  system| stoplist? Ngrams  weights
beyond that were discarded. This cut—off was se- 3 N 2 binary
lected since after pre-processing the smallest por- 7 N 2 frequency
tion of the training data (PTSD) included approx- 1 N 1-6 binary
imately 8,000,000 words. We wanted to have the 4 N 1-6 frequency
same amount of training data for each condition so 6 Y 2 binary
as to simplify the process of feature selection. 8 Y 2 frequency

2 Y 1-6 binary
3 Feature Identification 5 Y 1-6  frequency
The decision lists were made up of Ngrams. Ngrams Table 1: System Overviews.

are defined as sequences of N contiguous words that
occur within a single tweet. " .

Decision lists 3, 6, 7, and 8 used bigram (N __condition. The same process is followed to create
2) features, while 1, 2, 4, and 5 used all NgramgeCISIon lists for PvC anq D_VP' .
in size between 1 and 6. All of the Tweets in the Ff"_” Of. the sys_tems I|m|te_d the Ngrams in the
training data for each condition were processed se _euillon |'5tslt% blgrf\ms, Wh"? fo#r lsystems useﬁ
arately by the Ngram Statistics Package (Baner;j ge ”gral\rlns N T]S eaturels. " tl ed z;ttgr calse, the
and Pedersen, 2003). All Ngrams of the desired sizgnaler Ngrams t Zﬂ Srehaso inciu ef '?] a longer
were identified and counted. An Ngram must havglgram ared _co;n_tg ”Ot as a” palilt oft atF onger
occurred at least 50 times more in one condition tha'ng""m’,an Individually as smaller Ngrams. For ex-
the other to be included as a feature. Any Ngrarﬁmple’ If the trigram am tiredis a feature, then the

made up entirely of stop words was removed front?IgramSI amandamfired are also features, as dte

decision lists 2, 5, 6, and 8. The stoplist comes frorfA™ U red.
the Ngram Statistics Package and consists of 3912 Running the Decision List
common words, as well as single character words.
The task was to rank Twitter users based on howfter a decision list is constructed, a held out sam-
likely they are to suffer from Depression or PTSDple of test users can be evaluated and ranked for the
In two cases this ranking is relative to the Controlikelihood of Depression and PTSD. The Tweets for
group (DvC and PvC), and in the third case the rankan individual user are all processed by the Ngram
ing is between Depression and PTSD (DvP). A se(Statistics Package to identify the Ngrams. Then
arate decision list is constructed for each of thesgae Ngrams in a user's Tweets are compared to the
cases as follows. For the condition DvC, the fredecision list and any time a user's Ngram matches
quencies of the Ngrams from the Depression trairthe Decision List the frequency associated with that
ing data are given positive values, and the Ngrantdgram is added to a running total. Keep in mind
from the Control data are given negative valueghat features for one class (e.g., Depression) will add
Then, the decision list is constructed by simplyositive values, while features for the other (e.g.,
adding those values for each Ngram and recordin@ontrol) will add negative values. This sum is kept
the sum as the weight of the Ngram feature. as all of an individual user’'s Tweets are processed,
For example, iffeel tired occurred 4000 times in and in the end this sum will have either a positive
the Depression training data, and 1000 times in ther negative value that will determine the the class of
Control data, the final weight of this feature wouldthe user. The raw score is used to rank the different
be 3000. Ngrams with positive values are then indsers relative to each other.
dicative of Depression, whereas those with negative There is also a binary weighting variation. In this
values point towards the Control group. An Ngrantase when a user’s Ngram is encountered in the De-
with a value of 0 would have occurred exactly thecision list, if the frequency is positive a value of 1 is
same number of times in both the Depression amatdded to the running together, and if it is negative a
Control group and would not be indicative of eithevalue of -1 is added. This is done for all of a user’s
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DvP DvC PvC except that 2 uses a stoplist and 1 does not. They
rank | id prec id prec id prec both use the binary weighting scheme and Ngrams
1 2 769 2 736 1 .721 of size 1-6.

2 5 764 1 731 2 .720 Table 3 shows the number of features per decision
3 4 761 3 .718 3 .708 list. The systems that use the ngram 1-6 features (1,
4 1 .760 8 .718 6 .704 2, 4, 5) have a much larger number of features than
5 8 .738 6 .718 7 .607 the bigram systems (3, 6, 7, 8). Note however that
6 7 731 7 713 8 .572 in Table 2 there is not a strong correlation between
7 6 .730 4 713 4 570 a larger number of features and improved precision.
8 3 724 5 710 5 .539 While systems 1 and 2 have the highest precision
9 9 471 9 492 9 .489 (and the largest number of features) systems 4 and 5

have exactly the same features and yet attain average
precision that is quite a bit lower than systems with
smaller numbers of features, such as 3 or 6.

Table 2: System Precision per Condition.

system| DvC DvpP PvC Note that the pairs of systems that have the same
1 20,788 23,552 19,973 number of features in the decision list only differ in

4 20,788 23,552 19,973 their weighting scheme (bigram versus frequency)
2 18,617 21,145 17,936 and so the number of features would be expected to
5 18,617 21,145 17,936 be the same. Also note that the number of features
3 5704 6,385 6,068 per condition for a given system is approximately
7 5,704 6,385 6,068 the same — this was our intention when selecting
6 4,442 4,998 4,747 the same number of words (8,000,000) per condition
8 4,442 4,998 4,747 from the training data.

Table 3: Number of Features per Decision List. o )
6 Decision Lists

Tweets, and then whether this value is positive O?elow we show the top 100.entrles in each deC|§|on
negative indicates the class of the user. list created by system 2, which had overall the high-

Table 1 briefly summarizes the eight decision lisESt precision of our runs.

systems. These systems vary in three respects : ~ OYStém 2 uses Ngrams of size 1-6 with stop
words removed and binary weighting of features.

e Whether the stoplistis used (Y or N), The decision lists below show the Ngram feature and
the frequency in the training data. Note that Ngrams
that begin with u and are followed by numeric values
(e.g., u2764, u201d, etc.) are emoticon encodings.
All of the decision lists include a mixture of stan-
All eight possible combinations of these settingslard English features and more Web specific fea-
were utilized. tures, such as portions of URLs and more notably
emoticons. Our systems treated these like any other
5 Results Ngram, and so a series of emoticons will appear

Table 2 shows the average precision per system 8¢ &1 Ngram, and URLs are broken into fragments
each of the three conditions. which appears as Ngrams.
Table 4 shows the average rank and precision at- . .
tained by each system across all three conditions. E%tl Decision List system 2, DvC
also lists the characteristics of each decision list. This decision list has 18,617 entries, the first 100 of
When taken together, Tables 2 and 4 clearly showhich are shown below. This decision list attained
that systems 2 and 1 are the most effective across theerage precision of 77%.
three conditions. These two systems are identical, Features and positive countshold indicate De-

¢ the length of the Ngrams used (2 or 1-6), and

¢ the type of weighting (binary or frequency).
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avg ranks avg

system| rank DvP, DvC, PvC precision stoplist? Ngrams  weights
2 1.3 1,1,2 742 Y 1-6 binary
1 2.3 4,2,1 737 N 1-6 binary
3 4.7 8,33 717 N 2 binary
6 5.3 7,5,4 717 Y 2 binary
7 5.7 6, 6,5 .684 N 2 frequency
4 5.7 3,7, 7 .681 N 1-6 frequency
8 5.0 54,6 .676 Y 2 frequency
5 6.0 2,8,8 671 Y 1-6 frequency
9 9.0 9,909 484

Table 4: Average Rank and Precision over all Conditions.

pression, while those italics are negative counts ud83d udc95 ud83d udc95 ud83d 2322; u0440
that are associated with the Control. 2289; b4a7lkokrkpg 2260; udf38 ud83c udf38
2236; ud83c udf38 ud83c udf38 2236; inbox 2218;
hitp -26084; http t co -23935; hitp t -23906;  ean 2172; udfOc 2148; ud83c udfoc 2148083d
Co -22388; t co -22210; ud83d -20341; ud83C 40 ydg3d ude02 ud83d -2147; ude02 uds3d
15764; lol -9429; please 8166;u2764 u2764 - ,4e02 yd83d -2146; ni 2142; oh 2114ud83d ude02

8127, u2764 u2764 12764 -8017, L2764 U2764 \4g3y yden2 ud83d udeO2 -2101; ude02 uds3d
U2764 U2764 -7947, U2764 L2764 L2764 U2764 407 ydg3d udeD2 -2100; U0441 2075; udfal

u2764 u2764 u2764 -7767; gt -7078; love 6041;
u201c -5815; u201d -5635; follow 5578; amp -
5420; gt gt -5237; ufeOf 5138; re 4875;ud83d
ude02 -4841; ude02 -4839; photo -4791; fucking This decision list has 17,936 entries, the first 100 of
4616; love you 4603; im 454210627 -4412; rt - which are shown below. This decision list attained
4132; udf38 4046; ud83c udf38 4046; udc95 4033; average precision of 74%.

ud83d udc95 4033; u043e 3879; you re 3681; Features and positive counts bold indicate
u0430 3666; ve 3624; pj3l408vwligs3 3606; don PTSD, while those iitalics are negative counts that
t 3563; udf4l 3543; ud83c udf4l 3542; u0435 are associated with the Control.

3530; ud83d ude02 ud83d -3529; ude02 ud83d - ud83d -82824; rt -20230; ude02 -14516; ud83d
3528; gt gt gt -3459; fuck 3372; please follow ude02 -14516; u2026 12941;gt -12727; u2764 -
3359; check -3357; ud83d ude02 ud83d ude02 - 10630; lol -9932; u201c -9736; ude02 ud83d -
3355; ude02 ud83d ude02 -3354; don 3298; i 9112; ud83d ude02 ud83d -9112; u201d -8962; gt
love 3284; u2661 3088; udf38 ud83c 3058; ud83cgt -8947; u2764 u2764 -8753; u2764 u2764 u2764
udf38 ud83c 3058; i don 3020; i don t 2976; i -8425; u2764 u2764 u2764 u2764 -8217; u2764
ve 2962; udc95 ud83d 2922; ud83d udc95 ud83d u2764 u2764 u2764 u2764 -8064; u2764 u2764
2922; u0438 2905; feel 2818)0644 -2733; check u2764 u2764 u2764 u2764 -7940; ude02 ud83d
out -2703; udc95 ud83d udc95 2687; ud83d udc95 ude02 -7932; ud83d ude02 ud83d ude02 -7932; co
ud83d udc95 2687;photo http t co -2684; photo 7291; t co 7140;ud83c -6306; gt gt gt -6171; love
http -2684; photo http t -2683; u043d 2581; fol- -5322; ude02 ud83d ude02 ud83d -5165; ud83d
low me 2517; udc95 ud83d udc95 ud83d 2511; ude02 ud83d ude02 ud83d -5165; udeOd -5058;
ud83d udc95 ud83d udc95 ud83d 2511; udc95 ud83d udeOd -5056; ude02 ud83d ude02 ud83d
ud83d udc95 ud83d udc95 2464; ud83d udc95 ude02 -4901; ud83d ude02 ud83d ude02 ud83d
ud83d udc95 ud83d udc95 2464; u0442 2408 ude02 -4901; uO43e 4877; u0430 448500627 -

It -2376; i love you 2371; today -2365; udc95 4251; u0435 4241; thank 4109; thank you 4079;

6.2 Decision List system 2, PvC
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gt gt gt gt -3936; im -3843; udel8 -3617; ud83d 3019; ud83d ude02 ud83d ude02 ud83d 3018; feel
udel8 -3617; please 3533; u0438 352&hit -3337; 2987; my answer -2977; people 2932;answer on -
don -3288; health 3277;dont-3262; 1t -3259; haha  2930; tgtz to -2929; tgtz -2929; on tgtz to -2929;
-3175; 1t It -3172; ude02 ud83d ude02 ud83d ude02  on tgtz -2929; my answer on tgtz to -2929; my an-
ud83d -3094; u043d 3074; u0442 3065; answer swer on tgtz -2929; my answer on -2929; answer on
2998; my answer 2963; http 2937ude29 -2932;  tgtzto -2929; answer on tgtz -2929; b4a7lkokrkpq
ud83d ude29 -2932; answer on 2930; tgtz to 2929; 2875; u2764 2861; omg 2852; ude02 ud83d ude02
tgtz 2929; on tgtz to 2929; on tgtz 2929; my an- ud83d ude02 2801; ud83d ude02 ud83d ude02
swer on tgtz to 2929; my answer on tgtz 2929; ud83d ude02 2800; udc95 ud83d udc95 2782;
my answer on 2929; answer on tgtz to 2929; an- ud83d udc95 ud83d udc95 2782thank -2759;
swer on tgtz 2929; ude2d -2911; ud83d ude2d - photo -2749; gt gt gt 2712; great -2623; ude2d
2911; wanna -2873; day -2869; miss -2868; u0440 2618; ud83d ude2d 2616; udc95 ud83d udc95
2855; nigga -2798; gt gt gt gt gt -2673; u0644 ud83d 2590; ud83d udc95 ud83d udc95 ud83d
-2632; udc4dc -2607; ud83d udc4dc -2607; u0441 2590;thank you -2587; udeOd ud83d 2541; ud83d
2581; udeOd ud83d -2574; ud83d udeOd ud83d - udeOd ud83d 2541; udc95 ud83d udc95 ud83d
2572; ptsd 2550; amp 2534; bqtnObi 2510; help udc95 2535; ud83d udc95 ud83d udc95 ud83d
2459; udel2 -2438; ud83d udel2 -2438; bitch - udc95 2535; bgtnObi -2533; nhttp -2525; harry
2433; girl -2398; school -2395; ass -2355; Imao  2506; ptsd -2502;

-2288; u0432 2274;hate -2267; ain -2259; ain t

-2258; i love -2256; It It It -2242; nhttp 2226; 7 Indicative Features

6.3 Decision List system 2, DvP The following results show the top 100 most fre-

This decision list has 21,145 entries, the first 100 dfuent Ngram features from the training data that

which are shown below. This decision list attainedVere also used in the Tweets of the user with the
average precision of 72%. highest score for each of the conditions. Recall that

Features and positive countshinld indicate De- fOr System 2 the weighting scheme used was binary,
pression, while those iitalics are negative counts SO these features did not have any more or less value
that are associated with PTSD. than others that may have been less frequent in the

ud83d 62483; co -29679; t co -29350; http - training data. However, given that each decision list
29021; http t -26110; http t co -24404; ud83c had thousands of features 3, this seemed like a rea-

22070: rt 16098:u2026 -13855; love 11363: ude02 sonable way to give a flavor for the kinds of features
9677; ud83d ude02 9675; im 838%mp -7954; fol- that appeared both in the training data and in users’
low 6927; don t 6825; don 6586; love you 6330; Tweets. While not definitive, this will hopefully pro-
gt 5649: ude02 ud83d 5584; uds3d ude0?2 uds3d vide some insight into which of the decision list fea-

5583; i love 5540: ufeOf 5069; pj3l408vwigs3 tures play a role in determining if a user may have
4806; please 4633: ude02 ud83d ude02 45782 particular underlying condition. Note that the very

udc95 4577: uds3d ude02 ud83d ude02 4577:!ong random alpha strings are anonymized Twitter

uds3d udc95 4577; udeOd 4564; uds3d ude0d USer ids.

4564; fuck 4474; re 4247; udf38 4112; ud83c . .

udf38 4112; i don t 3939; u201c 3921;  don 38g2; /-1 Decision Listsystem 2, DvC

you re 3770; gt gt 3710; shit 3695; udf4l 3604; This user used 3,267 features found in our decision
ud83c udf41 3603; follow me 3547; please follow list, where 2,360 of those were indicative of Depres-

3506;news-3499; fucking 3499; hate 3491; u2661 sion, and 907 for Control. This gives this user a

3483; wanna 3410;thanks -3370; u201d 3327; i score of 1,453 which was the highest among all users
love you 3276; school 3262answer -3108; udc95 for Depression. What follows are the 100 most fre-

ud83d 3104; ud83d udc95 ud83d 3104; gonna quent features from the training data that are indica-
3103; udf38 ud83c 3068; udB83c udf38 ud83c tive of Depression that this user also employed in a
3068; health -3025; ude02 ud83d ude02 ud83d tweet at least one time.
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ud83c; please; love; follow; re; fucking; love 7.3 Decision List system 2, DvP (Depression)
you; im; udf38; ud83c udf38; udc95; ud83d udc95;
you re; ve; don t; fuck; please follow; don; i love;
u2661; udf38 ud83c; ud83c udf38 ud83c; i don
i don t; i ve; udc95 ud83d; ud83d udc95 ud83d
feel; i love you; udf38 ud83c udf38; ud83c udf38
ud83c udf38; mean; ni; oh; think; why; actually;
guys; i Il; omg; II; It 3; n ud83c; people; hi;
3; udf38 ud83c udf38 ud83c; ud83c udf38 ud83
udf38 ud83c; https; https t; https t co; udf38 ud83

udf38 ud83c udf38; ud83c udf38 ud83c udf38 ud83c¢

udf38; sorry; okay; gonna; love you so; thank you; .
feel; bc; th|>5/ pleaiegotyggﬁrurxc))/uh would me);n ud83d; ud83c; rt; love; ude02; uds3d ude02; im;
Co ’ follow; don t; don; love you; gt; ude02 ud83d;

| hope; loves; thank; love you so much; pretty, ud83d ude02 ud83d; i love; ufelf; please; ude02

e 42022 i, cute hope: hle; boys: depredad udo02; Udeos; udad de0? udead udeo?
ud83d udc95; ude0d; ud83d udeOd; fuck; re; udf38;

lot: she | fect; u2014: oh my: lot: i think;
(hing: holm: Tierally: 62661 w2661, tne world, ve UGBS UG38: i don & u20lc; i don; you re; gt
g help, Y ’ '+ Vgt shit; udf41; uds3c udfal: follow me; fucking:

R?eenndsyf;:}Jgs_yc:;’nzt,lI:]’pllte\;v;é"d mean, my IIfe’hate; u2661; wanna; u201d; i love you; school;

' ' ' udc95 ud83d; ud83d udc95 ud83d; gonna; ude02
7.2 Decision List system 2, PvC ud83d ude02 ud83d; ud83d ude02 ud83d ude02
ud83d; feel; people; u2764; omg; ude02 ud83d

This user used 3,896 features found in our decision
list, where 2,698 of those were indicative of PTSD Ude02 ud83d ude02; udé3d ude02 uds3d ude02

and 1,198 of Control. This gives this user a scoruc183d ude02; gt gt gt; ude2d; ud83d ude2d; uded

of 1,500 which was the highest among all users ford83d ud3d ude0d uda3d; happy; guys; oh; girl
PTSD. What follows are the 100 most frequent fean o cute; i hate; girls; okay; why; ude18; ud83d
del8; udf41 ud83c; ud83c udf4l ud83c; n ud83c;

one time ploy d83d ude02 ud83d; bitch; bc gt gt gt gt; perfect;
i miss; love you so; sleep; udeOd ud83d ude0Od; ud83d

he‘;ft?]_%;n;?v;rt o _th"’t‘;‘g_ ;rr‘na”k by?zObf)ler?;eUdeOd ud83d ude0d: ude12: uds3d udel2: night: ni:
’ » NP, ISty P b9 ’ I002022, life; i feel; wait; my life; ur; day; u263a; hi

nhttp; ve; http t; https; nhttp t; https t; nhttp
t co; https t co; read; medical; thanks; women;
obama; i ve; ebola; oxmljtykruvsnpd; tcot;
think; http u2026; curp4uo6ffzn2xlqckyok78w2hiThis user used 4,167 features found in our deci-
u2026; news; thanks for; fbi; ferguson; chil-sion list, where 2,885 of those were indicative of
dren; support; mental; mentalhealth; storyPTSD, and 1,282 for Depression. This gives this
curp4uo6ffzn2x1qckyok78wz2nhl; fucking; hope; liv- user a score of 1,603 which was the highest among
ing; http http t co; http http t; http http; auspol; sign;all users for Depression when gauged against PTSD.
war; veterans; police; freemarinea; i think; bbc; godiNote that this is the same user that scored highest in
woman; men; 2014; white; great; found; child; agoPvC. What follows are the 100 most frequent fea-
drugs; kind; book; report; thank you for; n nhttp;tures from the training data that are indicative of
agree; healthy; military; ppl; sure; n nhttp t; dvfr-PTSD as opposed to Depression that this user also
pdjwn4z; n nhttp t co; please check; care; writingemployed in a tweet at least one time.

please check out; america; israel; tcot http; law; co; t co; http; http t; http t co; u2026;
please check out my; bgtnObi tcot; lot; son; kids; tcoamp; news; thanks; answer; health; thank; photo;
http t; uk; isis; homeless; petition; the fbi; daughtergreat; thank you; bqtnObi; nhttp; ptsd; obama;

This user used 3,797 features found in our decision
’Ilst where 2,945 of those were indicative of De-
pressmn and 852 for PTSD. This gives this user
a score of 2,093 which was the highest among all
users for Depression when gauged against PTSD.
"Note that this is a different user than scored high-
est in DvC. What follows are the 100 most frequent
features from the training data that are indicative of

epression as opposed to PTSD that this user also
employed in a tweet at least one time.

7.4 Decision List system 2, DvP (PTSD)
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nhttp t; nhttp t co; thanks for; medical; u2019sjng to know if the increased accuracy came from
read; women; tcot; curp4uo6ffzn2x1gckyok78w2hla particular length of Ngram, or if all the different
curp4uo6ffzn2x1qckyok78w2hl u2026; oxmljtykru- Ngrams contributed equally to the success of Ngram
vsnpd; check; fbi; http u2026; ebola; today; ppl1-6. In particular we are curious as to whether or not
help; support; ferguson; check out; police; signthe unigram features actually had a positive impact,
book; veterans; work; blog; children; war; 2; counsince unigrams may tend to be both noisier and more
try; gop; living; thanks for the; report; freemarinea;semantically ambiguous.

auspol; u2019t; military; media; bbc; woman; |jkewise, the binary weighting was clearly supe-
house; men; u2026 http; truth; white; u2026 httRjor to the frequency based method. It seems impor-
t; u2026 http t co; http http; http http t; http httptant to know if there are a few very frequent features
t co; posted; n nhttp; son; story; a great; photehat are skewing these results, or if there are other
http; n nhttp t; photo http t; photo http t co; law; reasons for the binary weighting to result in such
n nhttp t co; healthy; america; dvfrpdjwn4z; statepetter performance.

tcot http; agree; mt; government; please check; god; \yije is it difficult to generalize a great deal from

kids; share; please check out; tcot hitp t; way; pleasfiese findings, there is some anecdotal evidence that
check out my; case; bgtnObi tcot these results have some validity. First, the user that
was identified as most prone to Depression when

compared to Control (in DvC) was different from

This was our first effort at analyzing text from so-the user identified as most prone to Depression_when
cial media for mental health indicators. Our Sys_co_mpargd to PTSD (in DvP). Th_|s seems consistent
tem here was informed by our experiences in othé’}"th the idea that a person suffering from PTSD may

shared tasks for medical text, including the ibe‘Iso suffer from Depression, and so the DvC case is

Smoking Challenge (Pedersen, 2006; Uzuner et ai:_l’early distinct from the DvP since in the latter there

2008), the i2b2 Obesity Challenge (Pedersen, 200818Y be confounding evidence of both conditions.
Uzuner, 2009), and the i2b2 Sentiment Analysis of [N reviewing the decision lists created by these
Suicide Notes Challenge (Pedersen, 2012; Pestian®stems, as well as the features that are actually
al., 2012). found in user's Tweets, it seems clear that there
In those shared tasks we frequently observeff€reé many somewhat spurious features that were

that rule based systems fared reasonably well, afgcluded in the decision lists. This is not surpris-
that machine learning methods were prone to ovel19 given that features were included simply based
fitting training data, and did not generalize terriblyon their frequency of occurrence - any Ngram that
well. For this shared task we elected to take a vergccurred 50 times more in one condition than the
simple machine learning approach that did not afther would be included as a feature in the deci-
tempt to optimize accuracy on the training data, ir¥'0" list. M_ovmg'forward having a more select_lve
the hopes that it would generalize reasonably well Method for including features would surely help im-
However, this task is quite distinct in that the dat™©V€ results, and provide greater insight into the
is from Twitter. In the other shared tasks mentionelf'9¢" Problem of identifying mental iliness in social

data came either from discharge notes, or suicid@ed'a postings.

notes, all of which were generally written in stan-

dard English. We did not attempt to normalize abAcknowledgments

breviations or misspellings, and we did not handle

emoticons or URLs any differently than ordinaryMy thanks go to the CLPsych 2015 organizers for

text. We also did not utilize any of the informationcreating a very interesting and compelling task. This

available from Tweets beyond the text itself. Thesevas not only a lot of fun to work on, but really pre-

are all issues we plan to investigate in future work. sented some new and exciting challenges that will
While it was clear that the Ngram 1-6 features$io doubt inspire a great deal of future work.

performed better than bigrams, it would be interest-

8 Discussion and Conclusions
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