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Abstract

In this paper, we describe a morphological
analyzer for learner Hungarian, built upon
limited grammatical knowledge of Hungarian.
The rule-based analyzer requires very few re-
sources and is flexible enough to do both mor-
phological analysis and error detection, in ad-
dition to some unknown word handling. As
this is work-in-progress, we demonstrate its
current capabilities, some areas where analy-
sis needs to be improved, and an initial foray
into how the system output can support the
analysis of interlanguage grammars.

1 Introduction and Motivation

While much recent research has gone into grammat-
ical error detection and correction (Leacock et al.,
2014), this work has a few (admitted) limitations:
1) it has largely focused on a few error types (e.g.,
prepositions, articles, collocations); 2) it has largely
been for English, with only a few explorations into
other languages (e.g., Basque (de Ilarraza et al.,
2008), Korean (Israel et al., 2013)); and 3) it has
often focused on errors to the exclusion of broader
patterns of learner productions—a crucial link if one
wants to develop intelligent computer-assisted lan-
guage learning (ICALL) (Heift and Schulze, 2007)
or proficiency classification (Vajjala and Loo, 2013;
Hawkins and Buttery, 2010) applications or con-
nect to second language acquisition (SLA) research
(Ragheb, 2014). We focus on Hungarian morpho-
logical analysis for learner language, attempting to
build a system that: 1) works for a variety of mor-
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phological errors, providing detailed information for
each; 2) is feasible for low-resource languages; and
3) provides analyses for correct and incorrect forms,
i.e., is both a morphological analyzer and an error
detector. Perhaps unsurprisingly, we find that the
best way to accomplish these goals is to hearken
back to the parsing ill-formed input literature (see
Heift and Schulze, 2007, ch. 2) and develop a rule-
based system, underscoring the point that different
kinds of linguistic properties require different kinds
of systems (see Leacock et al., 2014, ch. 7).

We hope to make the analysis of Hungarian mor-
phology maximally useful. Consider ICALL system
development, for example: successful systems not
only provide meaningful feedback for learners but
also model learner behavior (e.g., Amaral and Meur-
ers, 2008). To do this requires tracking correct and
incorrect use of different linguistic phenomena (e.g.,
case). Furthermore, one likely wants to keep track
of individual differences between learners as well
as to track general developmental trends—a point
relevant to SLA research more generally (Dornyei,
2010; Gass and Selinker, 2008).

In addition to providing a platform for ICALL
development and SLA research, another long-term
goal of our project is to develop an annotated cor-
pus of learner Hungarian, including both linguis-
tic and error annotation. The exact delineation be-
tween the two kinds of annotation is an open ques-
tion (Ragheb and Dickinson, 2014), and building an
analyzer which does both can show the link for at
least certain types of errors. Additionally, the link
between corpus data and automatic analysis is part
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of an important feedback loop: if one views error de-
tection as the relaxation of grammatical constraints
(Reuer, 2003; Schwind, 1995), it is important to de-
termine which constraints may be relaxed—given
the huge space of possible variation (e.g., reordering
affixes)—and this work is a step in that direction.

One further point is worth mentioning: the ana-
lyzer we describe makes use of a limited amount of
grammatical knowledge in a rule-based system, al-
lowing for potential application to other languages
with minimal effort and resources. Our hope is that
this can provide a basis for research into other lesser-
resourced languages and some less-investigated er-
ror types. The system is also flexible and adaptable,
designed to allow for the variation and inconsisten-
cies expected of early learner language.

The paper is organized as follows. In Section 2
we discuss facts about Hungarian relevant for build-
ing an analyzer, as well as previous research in rel-
evant areas, and in Section 3 we describe the data
used for analysis. We turn to the actual analyzer in
Section 4, employing a simple chart-parsing strat-
egy that allows for feature clashes and crucially re-
lies on a handful of handwritten affixes, which es-
sentially encode the “rules” of the grammar (i.e.,
the approach is fairly lexicalized). The evaluation
in Section 5 is tripartite, reflecting our different
goals: evaluating the quality of assigned morpholog-
ical tags (Section 5.1), the error detection capabili-
ties (Section 5.2), and the ability to extract informa-
tion for learner modeling (Section 5.3). The work is
still in progress, and thus the evaluation also points
to ways in which the system can be improved.

2 Background and Previous Work

2.1 Hungarian

Hungarian is an agglutinative language belonging to
the Finno-Ugric family. It has a rich inflectional and
derivational morphological system, as illustrated in
(1). Verbs take suffixes to indicate number, per-
son, tense, and definiteness, as in (1a), in addition
to suffixes which alter aspectual quality or modal-
ity. Nouns, meanwhile, take suffixes for number,
internal and external possession, and case (1b), of
which there are 20 (e.g. inessive in (1b)), many
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of which roughly correspond to adpositions in other
languages. Allomorphs of most suffixes are selected
based on vowel harmony, for which features (e.g.
+BK) must match, as with the inessive case in (1b)
and (1c). For both verbs and nouns, the ordering of
grammatical suffixes is fixed (Torkenczy, 2008).

(1) a. fut -ott -al
run -PST -2SG.INDEF
‘you [2sg.] ran’

b. konyv -eim -ben
book[-BK] -1SG.PL[-BK] -INESSIVE[-BK]
‘in my books’

c. haz -ban

house[+BK] -INESSIVE[+BK]
‘in (a) house’

The rich morphology of Hungarian necessitates
taking the morpheme as the basic unit of analysis. A
single morpheme can convey a wealth of informa-
tion (e.g. person, number, definiteness on verb suf-
fixes), and a sufficiently extensive set of phonologi-
cal and morphological features must be used, partic-
ularly if one is to capture individual variation.

2.2 Morphological analysis for Hungarian

Morphological analysis for agglutinative lan-
guages tends to be based on finite-state transducers
(Koskenniemi, 1983; Oflazer, 1994; Ozlem
Cetinoglu and Kuhn, 2013; Aduriz et al., 2000).
These are robust, but the process is not quickly
adaptable to other languages, as every rule is
language-specific, and there is no clear way to
handle learner innovations.

For Hungarian, HuMor (High-speed Unification
Morphology) (Prészéky and Kis, 1999) uses a bank
of pre-encoded knowledge in the form of a dictio-
nary and feature-based rules. Megyesi (1999) ex-
tends the Brill tagger (Brill, 1992), a rule-based tag-
ger, with simple lexical templates. Tron et al. (2005)
derive a morphological analyzer, Hunmorph, from
a language-independent spelling corrector, using a
recursive affix-stripping algorithm that relies on a
dictionary to remove affixes one by one until a root
morpheme is found. The dictionary is customiz-
able to other languages, and the idea of using affix-
removal to identify stems is similar to our technique



(Section 4). Morphdb (Trén et al., 2006), a lexical
database for Hungarian, encodes only irregularities
and uses features on the appropriate lexical items
to apply the proper phonological and morphological
processes during analysis. These various tools have
been incorporated into a variety of other Hungarian
systems (Hal4csy et al., 2006; Bohnet et al., 2013;
Farkas et al., 2012; Zsibrita et al., 2013). For ap-
proaches like Hunmorph and Morphdb that rely on a
dictionary, unknown words are the main problem—
also a crucial issue for innovative learner forms.

2.3 Grammatical error detection

There is some work exploring morphological deriva-
tions in learner language. Dickinson (2011) looks
for stem-suffix mismatches to identify potential er-
rors (for Russian) and uses heuristics to sort through
multiple analyses. There is, however, no evaluation
on learner data. We focus on building a small gram-
mar to explicitly license combinations and provide
a variety of evaluations on real learner data. Prior
work in L2 Hungarian uses the HunLearner corpus
(Durst et al., 2014; Vincze et al., 2014) to develop
systems to automatically identify errors. Our work
explores similar directions, focusing not only on the
identification of non-target forms but also systemat-
ically describing them and making that information
available in the form of morphological annotation.

The work presented here is related to the idea
of constraint relaxation and constraint ranking (e.g.,
Menzel, 2006; Schwind, 1995), wherein grammat-
ical constraints are defeasible (see Leacock et al.,
2014, ch. 2). In the case of morphology, the primary
process of relaxing constraints is in allowing stems
and affixes to combine which are generally not al-
lowed to do so (see also Section 4).

There is a wealth of research on statistical er-
ror detection and correction of grammatical errors
for language learners (Leacock et al., 2014), includ-
ing for Hungarian (Durst et al., 2014; Vincze et al.,
2014). As has been argued before (e.g., Chodorow
et al., 2007; Tetreault and Chodorow, 2008), statisti-
cal methods are ideal for parts of the linguistic sys-
tem difficult to encode via rules. Since Hungarian
morphology is a highly rule-governed domain of the
language and since we want detailed linguistic infor-
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mation for feedback, we do not focus on statistical
methods here. We hope, however, to eventually ob-
tain an appropriate distribution of errors in order to
incorporate probabilities into the analysis.

The emphasis on rule-based error detection allows
one to connect the work to broader techniques for
modeling learner behavior, in the context of ICALL
exercises (Thouésny and Blin, 2011; Heift, 2007) or
in mapping and understanding development (cf. Vaj-
jala and Loo, 2013; Vyatkina, 2013; Yannakoudakis
et al., 2012). Our evaluation thus focuses on multi-
ple facets of the output and its use (Section 5).

3 Data and Annotation

3.1 Corpus

The corpus was collected from L1 English students
of Hungarian at Indiana University and is divided
into three levels of proficiency (Beginner, Intermedi-
ate, Advanced) as determined by course placement
in one of three two-semester sequences. The corpus
consists of journal entries, each a minimum ten sen-
tences in length on a topic selected by the student.

The corpus at present contains data for 14 learn-
ers (9 Beginner, 1 Intermediate, 4 Advanced), 9391
sentences total, with 10 annotated journals. The
corpus represents both cross-sectional and longitu-
dinal data. Productions from multiple learners can
be compared across or (for beginners) within profi-
ciency levels, and a single learner’s data over time
can also be analyzed. Additionally, passages are
often longer and feature more descriptive language
than those produced for grammatical exercises.

3.2 Annotation

Each journal has been transcribed manually and an-
notated for errors with EXMARaLDA (Schmidt,
2010).! The text is segmented on morpheme bound-
aries, and errors are identified in four different tiers,
matched to a target form. The annotation scheme is
specifically for Hungarian, but the principles behind
it can be extended to other morphologically rich lan-
guages (Dickinson and Ledbetter, 2012).

The annotation marks different types of errors re-

"http://www.exmaralda.org/en_index.html



flecting different levels of linguistic analysis. For
instance, for (2), the annotation shows a CL (vowel
length) error on the verb stem and an MAD (def-
initeness) error on the verb suffix—i.e. the defi-
nite suffix does not agree with the indefinite noun
complements—as shown in Figure 1.

(2) Ajanl -om bor -t ,nemsor -t
recommend 1SG.DF wine ACC , not beer ACC

‘I recommend wine, not beer.”

’ TXT H Ajanlom | bort \ , \ nem | sort \ . ‘
[SEG [[Ajanl[ om [bor[t][,[nem [sor[t].]
CHA CL

MOR MAD

TGT || Ajanl | ok |bor|t|,|nem |sor |t

Figure 1: Error annotation for (2)

There are four basic error annotation categories,
reflecting character (CHA, e.g., vowel harmony,
phonological confusion), morphological (MOR,
e.g., agreement in person, case), grammatical rela-
tion (REL, e.g., case, root selection), and sentence
(SNT, e.g., insertion, ordering) errors. A full list of
categories can be found in Dickinson and Ledbetter
(2012). Different categories of errors can be anno-
tated for the same word, and error spans can over-
lap if necessary. A target (TGT) sentence is also
provided. The morphological analyzer discussed in
section 4 is designed to recognize errors within the
morphological (MOR) and character (CHA) tiers.

4 Morphological Analysis

Our goal for analyzing a word is to provide its
derivation, in order to support morphological analy-
sis, error detection, and learner modeling. A deriva-
tion here refers to a breakdown of a word’s inter-
nal structure into individual morphemes, i.e., a root
morpheme plus affixes, and we want to provide as
much of a derivation as we can even when: a) the
root is unknown, or b) the learner has misapplied
an affix (e.g., it is inappropriate for the rest of the
word). We discuss the knowledge base (Section 4.1),
the basic algorithm (Section 4.2), and our first pass
at making the analyzer more robust (Section 4.3).
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4.1 Knowledge base

There are two parts to the knowledge base, a hand-
crafted suffix base and a dictionary obtained from
another project. The dictionary is obtained from A
Magyar Elektronikus Konyvtdr.?> To model lesser-
resourced situations, one can experiment with dif-
fering sizes of this lexicon; in general, this type of
resource does not have to contain much information.

The suffix base, on the other hand, is where we en-
code the rules for morphological combination, and
it thus must be developed with more care. We use
205 affixes, including those for noun case, plurals,
verb conjugation, and possession. An affix corre-
sponds to a set of possible categories, the encoding
inspired by the Combinatory Categorial Grammar
(CCQG) framework (Steedman and Baldridge, 2011).
For example, the accusative case marker -t has one
possible category KN\N, indicating that it would
create a new category KN (cased noun phrase) if it
was combined with a noun (N) on the left.

Each affix category contains features describing
relevant linguistic properties. For example, features
for the entry for the affix -or indicates that: a) it con-
tains back vowels and b) it is accusative case when
combined with a noun stem. As another example,
the plural noun suffix -ok also contains back vowels,
but its features furthermore indicate a stem-lowering
effect—i.e. successive affixes must adhere to a re-
stricted subset of allomorphs based on vowel har-
mony. The suffix base represents our grammar engi-
neering, but, as noted, it is quite small.

4.2 Building an analysis

To efficiently determine the correct combinations of
root and affixes, we use a basic CYK chart pars-
ing algorithm (Cocke and Schwartz, 1970), treating
each letter as a unit of analysis; as suffixes drive
the analysis, we process from right to left. At each
possible interval of starting and ending sequences
within a word, the system verifies if the sequence
is either attested in the affix base or in the dictio-
nary of attested language forms. If the sequence
is found, a corresponding category is placed into

http://www.mek.iif.hu/porta/szint/
egyeb/szotar/ssa-dic/



the chart. While finite-state techniques are the stan-
dard for morphological analyzers (section 2.2), chart
parsing is easy to implement and makes the process-
ing architecture extendible to syntactic phenomena.

Consider hdzot (‘house+ACC’), indexed in (3) and
with a corresponding chart in Figure 2. Here, both
-t and -of can be suffixes, but as only hdz—and not
hdzo—is a verified noun (the N in cell 2-5), the seg-
mentation hdz+ot provides the correct analysis.

(3) *shgdzzo07ty

4

3

N 2

Noyp 1

KN KN\N | KN\N | 0
5 4 3 2 1

Figure 2: Chart for (3)

As the system is affix-driven, if no root is found
matching an item in the dictionary, the system can
posit a possible stem for the word based on the af-
fixes that were found. This possible stem is then
added to the chart like an attested root, with the
information noted that it is hypothesized, indicated
here as Ny, in cell 1-5. This ability to hypothesize
is an important feature of the analyzer, as it allows
for “erroneous” or “nonstandard” root morphemes,
crucial to analyzing learner language.

4.3 Constraint relaxation

When general categories are combined in the chart
(Section 4.2), features of affixes and stems are also
compared. Any inconsistencies violating the gram-
mar of Hungarian are marked. A sample derivation
obtained from the chart in Figure 2 is given in Fig-
ure 3, here with one feature shown. The stem re-
quires a lowered allomorph (-at) of the accusative
suffix, but the unlowered allomorph is provided.

h a z o) t
N[+LOW] KN\N[—LOW]
KN[!'LOW]

Figure 3: Feature clash during derivation
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The feature clash here indicates a learner inno-
vation, providing some analysis of the their cur-
rent understanding of the language. Importantly for
processing, we currently require: a) equivalence of
main categories (e.g., KN\N must combine with
N), and b) proper ordering of affixes. Neither of
these relaxations seemed to be required for our data,
though future analysis may prove otherwise. In that
light, we can note the importance of the grammar-
writer to put relaxable constraints (e.g., sub-category
information) into features and non-relaxable con-
straints into the main categories.

5 Evaluation

As mentioned earlier, we evaluate the system in
three different ways. First, we treat the system
as a straight morphological analyzer and evaluate
the quality of assigned morphological tags (Sec-
tion 5.1). Secondly, employing some constraint re-
laxation abilities, we evaluate the system’s capa-
bilities in performing error detection (Section 5.2).
Finally, we illustrate the ability of the system to
provide information on interlanguage grammars,
namely the ability to help distinguish between indi-
vidual learners and levels of learners (Section 5.3).

5.1 Morphological analysis

The system is first evaluated in terms of accuracy
of morphological analysis, both on native (L.1) and
learner (L2) data. For every word, the system re-
turns one or more derivations, representing the in-
ternal structure of the word, and the associated mor-
phological features, here represented as a morpho-
logical code. Take, for example, the verb in (4a).
4) a lat -t -al

see -PST -2SG.INDEF
‘you saw’

b. Vmis3s---n

01 23456789

The morphological code in (4b) for the verb fol-
lows the scheme used to annotate the Szeged Corpus
(Csendes et al., 2004), applicable to multiple lan-
guages. Each numbered field corresponds to a fea-
ture, and different letters or numbers give the values.



After the initial verb indicator (V), the code in (4b)
indicates: main verb (m), indicative mood (i), past
tense (s), third person (3), singular (s), indefinite (n).
Three fields are unused (e.g., one for grammatical
gender, not found in Hungarian).

As the system is fairly resource-light (Sec-
tion 4.1), we do not expect state-of-the-art accu-
racy, but we do need to gauge whether it is effec-
tive enough for our purposes and to know how to
improve for the future. We start by investigating its
general accuracy on L1 data, presenting the analyzer
with a selection of native Hungarian data from the
Szeged Corpus (Csendes et al., 2004), taking the first
1000 tokens from a section of compositions (in or-
der to verify results by hand and to compare to the
1021 tokens of learner data discussed below). The
results are in the Total column of Table 1.

| Total | POS | +N | POS+N |
Precision 0.308 — | 0.307 —
Recall 0.262 — 1 0.315 —
Accuracy | 0.467 | 0.568 | 0.505 0.592
Unk. POS | 0.425 | 0.425 | 0.425 0.425
Unk. Word | 0.067 | 0.067 | 0.067 0.067

Table 1: Morphological analysis on L1 Hungarian data

The corpus provides both a single, context-
specific tag and a list of all appropriate tags, and
we use a set of measures to reflect this situation.
Precision is calculated as the number of codes pro-
duced by the analyzer that appear in the gold stan-
dard list divided by the total number of codes pro-
duced, and recall is the number of codes produced
by the analyzer that appear in the gold standard [list
divided by the total number of codes in the gold stan-
dard. Accuracy is the percentage of cases where
the analyzer produces, among its output, the correct
context-specific gold tag. As the analyzer doesn’t
have access to part of speech data in its dictionary,
it may recognize a word but have no tag for it, in
which case it produces an unknown POS tag. Fi-
nally, when the analyzer cannot produce a deriva-
tion, it returns an unknown word tag.

We can see in Table 1 that the analyzer provides
the correct tag in only 47% of the 1000 test cases.
Yet the frequency of the unknown POS tag indi-
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cates that nearly half of the time, the analyzer rec-
ognizes the word but cannot determine its internal
structure—i.e., we are not positing incorrect codes
so much as positing nothing. The majority of these
words are monomorphemic nouns, pronouns, adjec-
tives, or adverbs: without the overt morphology in-
dicated by the affixes in the knowledge base, the an-
alyzer relies only on the dictionary, which contains
no information about part of speech. Precision and
Recall seem fairly low, but a closer inspection of the
data reveals that a number of codes are mostly cor-
rect, differing from the gold standard by only one or
two fields. Taking into account only part of speech
(POS), accuracy increases to nearly 57%.

Because nouns were one of the most common
parts of speech for which the analyzer could de-
termine no structure, a second evaluation was per-
formed, positing an additional noun tag in each case
where the unknown POS tag was returned (+N). Pre-
cision fell by a slim margin (due to the increase in
proposed tags), while Recall rose by about 5% and
Accuracy by 4%. Taking into account only part of
speech (POS+N, Accuracy reaches 59%.

Our second analysis targets learner data. In this
analysis, the corrected forms for 1021 words pro-
duced by L2 Hungarian learners were manually an-
notated with morphological codes from the Szeged
Corpus scheme. These gold standard codes were
compared to those returned by the analyzer, as
above with the native data. The design of the ana-
lyzer emphasizes flexibility, and we compare stricter
and more permissive derivations, ignoring feature
clashes that would otherwise result in an incom-
plete parse of a given word (Section 4.3). Results
are in Table 2, where Totalgy, i reflects the perfor-
mance of the analyzer when run with strict settings,
i.e., no feature clashes allowed, and Totalp,.. re-
flects performance when feature clashes are allowed
(and recorded) during derivation. The same tokens
were also analyzed by the magyarlanc tool (Zsibrita
et al., 2013), developed for analyzing the standard
language, as a benchmark (ML). Magyarlanc returns
only one analysis per word, and thus accuracy was
the principal measure for comparison.

Accuracy is on a par with the native L1 data when
the system is used with strict settings, and approxi-



y | Totalgtrict | Totalpree | ML |
| Accuracy | 0499 | 0509 | 0.846 |
Unk. POS 0.499 0499 [ —
Unk. Word 0.109 0.097 | 0.027

Table 2: Morph. analysis on corrected L2 Hungarian data

mately half of the test cases were recognized by the
analyzer. With flexibility, accuracy increases by 1%
and the unknown word rate decreases by about the
same margin. Magyarlanc outperforms the system,
but even on corrected learner data, accuracy is 85%.

The final analysis is on raw learner data (the same
1021 words with no corrections) to test the ana-
lyzer’s flexibility with the idiosyncracies in authen-
tic learner language. Results are in Table 3.

| | Totalgtrict | Totalpree | ML |

| Accuracy | 0464 | 0478 | 0.753 |
Unk. POS 0.456 0456 [ —

Unk. Word 0.137 0.119 [ 0.074

Table 3: Morph. analysis on raw L2 Hungarian data

Accuracy is still fairly low, with a slim increase
in performance with the more permissive settings.
With magyarlanc, accuracy falls by about 10%. For
both, the unknown word rate is higher than with cor-
rected data. Again, a large proportion of the test
cases involve monomorphemic words for which the
analyzer recognizes no internal structure. Access to
POS data, as with magyarlanc, would greatly im-
prove performance. In general, however, an empha-
sis on flexibility and adaptability seems to have ben-
efits for describing learner language, decreasing un-
known word rate and maintaining accuracy.

5.2 Error detection

The next evaluation assesses the system’s ability to
automatically detect errors in learner data. As dis-
cussed in Section 4.3, an error occurs when features
clash (cf. Figure 3). Feature clashes also arise from
unknown words, as the category of a word not in the
dictionary is unspecified. Evaluation of the system
as a whole is given in the Total column of Table 4.

Precision is the number of correctly identified er-
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Total | Morph | Char
Precision | 0.380 | 0.380 | 0.380
Recall 0.625 | 0.789 | 0.938
Fq 0472 | 0.513 | 0.541
Fos 0412 | 0.424 | 0.431

Table 4: Error detection using only dictionary stems

rors divided by the number of errors suggested by
the analyzer. Recall is the number of correctly iden-
tified errors divided by the number of errors in the
gold annotation. The F; score is the harmonic mean
of precision and recall; because precision is criti-
cal when providing feedback to learners, Fy 5 is also
given, weighing precision more heavily. Precision in
Table 4 is very low, below 40%; i.e., 60% of the “er-
rors” identified by the morphological analyzer are
false positives. Recall is better, at over 60%.

The morphological analyzer is not currently de-
signed to handle syntax errors or many agreement
errors, as it considers only one word at a time. Thus,
additional scores are calculated for errors below the
tier of syntax (see Section 3.2). In the Morph col-
umn, only those errors from the morphological tier
and below are considered (i.e., Morph and Char).
For Char, only those errors from the character tier
are considered. Recall improves considerably by
this restricted focus, up to nearly 94% for Char.

Considering the importance of precision, the an-
alyzer needs much improvement. A closer analysis
illustrates some of the problems with the algorithm
and with the test data. The vast majority of false pos-
itives ("40%) are for proper names. Most named en-
tities are obviously not in the dictionary (excepting,
e.g., Magyarorszdg ‘Hungary’), and the system can-
not recognize them. As described in Section 4, the
analyzer can posit hypothetical stems to complete
a derivation, estimating words as they exist in the
learner’s vocabulary. A second evaluation was per-
formed, allowing the system to hypothesize that any
unknown word may be a valid item in the learner’s
vocabulary. Results are in Table 5.

Precision sees a modest increase to 40%, while
recall falls to less than 10%. Limiting the scope of
analysis once more increases recall (to nearly 7%),
but the F-scores remain less than half of those in the



Total | Morph. | Char.
Precision | 0.400 0.400 | 0.400
Recall 0.038 0.043 | 0.067
F; 0.070 0.078 | 0.114
Fos 0.139 0.152 | 0.200

Table 5: Error detection including hypothesized stems

previous evaluation. Investigating the system’s per-
formance more closely once again reveals a problem
with unknown words and proper names. While the
analyzer is able to posit hypothetical lexical entries,
including nouns, it is impractical to allow any un-
known word to be a potential noun. One of the most
frequent errors, especially for beginners, is vowel
length. Allowing any word to be hypothesized al-
lows any number of these errors to go unnoticed. A
possible solution for vowel length errors is to run a
spelling corrector as part of the pipeline (Durst et al.,
2014), and more generally a short list of common
Hungarian names could improve performance.

Another problem for the analyzer is the appear-
ance of irregular stems in the derivation. For ex-
ample, the analyzer correctly produces a derivation
for megyek (‘1 go’, dictionary form megy) but not
for mennek (‘they go’). The derived base form men
must be deemed a new word and potential error. One
way to combat this problem is to encode irregular
lexical items into the knowledge base of the system.

One final issue is the limited scope of the system.
The most frequent source of errors is due to Hun-
garian’s extensive case system. The analyzer can
identify accusative or nominative case on nouns, for
example, but because it considers each word individ-
ually, it cannot determine whether there is an error.
Performance improves when excluding such types,
but adding context-sensitivity is a crucial future step.

5.3 Grammar extraction

The final evaluation is the most exploratory, involv-
ing the extraction of properties which might be use-
ful for comparing different learners. The space of
possibly relevant metrics is quite large (Lu, 2010,
2012; Vajjala and Loo, 2013; Vyatkina, 2013; Yan-
nakoudakis et al., 2012), and in this exploratory
study we focus on a small number of metrics sur-
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rounding: a) complexity, and b) paradigm cover-
age. An overall goal is to sort out features which
are good at distinguishing learner level from those
which characterize individual learner differences.

Complexity Complexity is often used to describe
the syntax of learners and the structure of their sen-
tences. We consider the average number of mor-
phemes per word (MPW) and of words per sen-
tence (WPS). Tokenization and segmentation are
performed by the analyzer (and checked for accu-
racy). The last five journal entries for each learner
are analyzed, to avoid masking change over time, as
interlanguage is always changing.

] | MPW | WPS |
Beg0l | 138 ] 5.79
Beg02 | 1.40 | 437
Beg03 | 1.52 | 3.84
Beg04 | 131 | 5.43
Beg06 | 152 | 5.75
Beg08 | 144 | 28I
Beg09 | 1.58 | 3.28

| Int01 [ 1.51] 6.40 |
AdvOl [ 1.60 | 15.73
Adv02 [ 1.66 | 10.90

Table 6: Complexity measures for learners of Hungarian

The beginning learners produce a range of mor-
phemes per word, with some even approaching the
production of the advanced learners. Even the least
morphologically productive learner (Beg04) attains
1.31 morphemes per word. This particular aspect of
morphological complexity, while it increases with
greater proficiency, seems to be a largely individ-
ual feature of learner language, making it a po-
tential candidate for classification tasks to identify
specific learners or to characterize individual differ-
ences. Sentence length, while it has individual varia-
tion, seems to increase over the course of acquisition
and thus may be an indicator of proficiency.

Coverage Taking Hungarian’s morphological
richness into account, we propose paradigm
coverage to represent the frequency of different
verb forms within the same tense and mood (here,
present indicative), thus showcasing how much



of the paradigm space a learner is using. Any
occurrence of the appropriate verbal affix on any
verb is counted, and the sum of the affix frequencies
is normalized by dividing by the number of journal
entries. Given space constraints, only one beginning
and one advanced learner are presented in Figures 4
and 5. Average frequencies for the indefinite form
are in light gray and for the definite in dark gray.’

Frequency
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Figure 4: Affix coverage for learner Beg01
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Figure 5: Affix coverage for learner Adv02

While there are definitely genre effects (e.g., lack
of second person), the individual differences here
may help form a more complete picture of a learner’s
interlanguage. Learner BegO1 appears to have some
of the most complete knowledge of the present in-

3Definiteness is decided by the object of the verb, i.e., a cat
(indefinite) or the cat (definite).
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dicative paradigm among beginners, with represen-
tation in the first and third person singular and
plural, definite and indefinite. Learner Adv02 ex-
hibits many instances of the first person, character-
istic of narrative description. This metric seems to
be unique to individual learners (and their choice
of topic), as some beginning learners exhibit more
complete paradigms than the advanced learners.

To return to the theme of the whole paper: re-
gardless of the conclusions drawn exactly from such
paradigms, it is only by automatic morphological
analysis that one is able to investigate differences in
morphological complexity and paradigm coverage.

6 Summary and Outlook

We have presented a rule-based morphological anal-
ysis system for learner Hungarian, employing con-
straint relaxation, and have performed three differ-
ent evaluations to illustrate its utility for linguis-
tic analysis, error analysis, or downstream applica-
tions. We have used very little in the way of hand-
built resources, and, while the system still needs im-
provement, the information captured by the analyzer
already shows promise for describing the interlan-
guage of learners of Hungarian.

There are a number of ways to improve the sys-
tem. Named entities in particular have been a prob-
lem for other approaches (Durst et al., 2014), and we
intend to use similar methods to increase accuracy,
including lists of common names. While syntactic
context is presently unavailable to the analyzer for
disambiguation, we hope to extend the methodol-
ogy to syntax in the future. We also intend to ex-
plore how a record of language use may aid in dis-
ambiguation: if an ambiguous stem has only ever
occurred previously with verbal morphology, for ex-
ample, there is a good chance that its current use is
as a verb. Finally, given a desire to be resource-light
and applicable to other languages, one may investi-
gate iterative bootstrapping methods to allow for the
reduction of the initial size of the knowledge base,
instead building a gradual inventory through analyz-
ing a set of learner data itself.
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