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Abstract

System architecture, experimental set-
tings and evaluation results of the EIWA
in the WAT2014 Japanese to English (ja-
en) and Chinese to Japanese (zh-ja) tasks
are described. Our system is combining
rule-based machine translation (RBMT)
and statistical post-editing (SPE). Evalua-
tion results for ja-en task show 19.86
BLEU score, 0.7067 RIBES score, and
22.50 human evaluation score. Evaluation
results for zh-ja task show 33.57 BLEU
score, 0.8114 RIBES score, and 15.00 hu-
man evaluation score.

1 Introduction

One of the architectures of combining rule-based
technique and statistical technique in the machine
translation field is combining a rule-based ma-
chine translation (RBMT) and a statistical post-
editing (SPE) (Dugast et al., 2007; Simard et al.,
2007; Ehara, 2007).

The RBMT part translates source documents to
target documents using rule-based machine trans-
lation. The SPE part automatically post-edits the
output of the RBMT part to be more accurate tar-
get documents.

2 System architecture and experimental

setting for the ja-en task

Our basic system architecture for ja-en task is
shown in Figure 1 that is the same in the previous
works (Ehara, 2007; Ehara, 2010; Ehara, 2011,
Ehara, 2013). We use commercial based transla-
tion software for the RBMT part and the phrase
based Moses (Koehn et al., 2003) for the SPE part.
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The distortion limit in the tuning process and de-
coding process for the SPE part is set to 1, because
both the source and target languages on the SPE

part are the same.
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Figure 1: Basic system architecture for the
ja-en task

2.1

Translation model (TM) training for SPE part
does not use whole training data for ja-en task
(3,008,500 sentence pairs) but selected data
adapted to the development data or the test data.
For the SPE for the development data, 134,634
sentence pairs are used and for the SPE for the test
data, 127,925 sentence pairs are used. The method
of this filtering differ from the previous method
(Ehara, 2010). The new method is as follows: At

Translation model adaptation
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a first step, we select training sentences which in-
clude a low frequency word in the development
sentences (or the test sentences). The low fre-
quency word means the count of such word in the
training sentences are less than a threshold (we set
300). The word “S A R S”, which occurs 13
times in the development set, occurs 189 times in
the training set. So, it is a low frequency word in
the development data. On the other hand, the word
“b.%>, which occurs 29 times in the development
set, occurs 40,964 times in the training set. So, it
is not a low frequency word in the development
data. At a second step, we add training sentences
which include a word in the development sen-
tences that is not in the set made by the first step.
However, we do not add any sentences by the sec-
ond step. For example, the word “fZ#H” occurs 19
times in the development set and is not included
in the set made by the first step but it occurs no
times in the whole training set. We make a TM
from this adapted training data. We refer to this
TM as TMI. The training sentence pairs for the
TM1 for the test data are selected by the similar
method.

We make another TM. Adding to the training
sentences of TM 1, we add additional training sen-
tences from the RBMT outputs of the develop-
ment data (or the test data). This means SPE part
makes easier not to rewrite RBMT outputs. We
refer to this TM as TM2. The training data for the
TM2 of the development set includes 134,634
sentence pairs and the training data for the TM2
of the test set includes 129,737 sentence pairs.

2.2

For language model (LM) training for SPE part
uses 2,000,000 sentences from train-1.txt and
train-2.txt. We use SRILM (Stolcke, 2002) with
5-grams order and modified Kneser-Ney dis-
counting.

Language model

2.3 Translation selection

We use a translation selection method with a
quality estimation method described in Ehara
(2013). Translation candidates are from three
translations: RBMT output and two SPE outputs.
One SPE method uses TM1 and the other SPE
method uses TM2, which are described in 2.1. The
bonus score (Ehara, 2013) for two SPE outputs are
set to 0.1. As the result, 126, 850 and 836 outputs
are selected from the outputs of RBMT, SPE with
TMI1 and SPE with TM2, respectively.

51

3  System architecture and experimental

setting for the zh-ja task

For the zh-ja task, we use the same base system of
ja-en task. But, we do not use TM adaptation by
the data selection part in the Figure 1 and transla-
tion selection by the translation evaluation and se-
lection part in the Figure 1, as the ja-en task. We,
however, add some new things to our base system:

* To use a user dictionary in the RBMT part.

* To adapt a language model.

+ To make additional sentence segmentation
by the full-width space position.

3.1

A user dictionary for the RBMT part is made from
the zh-ja training data. We make the phrase table
from the training data using phrase-based Moses
and extract high scored phrase pairs. We filter
these selected phrase pairs using part of speech.
As a result, we get the user dictionary having
1,246,274 entries all of which are nouns.

User dictionary

3.2

We use whole 672,315 zh-ja training sentence
pairs to make the TM for the SPE part. After ad-
ditional sentence segmentation described the sec-
tion 3.4, we get 679,292 training segment pairs.
We do not use training data filtering like in the ja-
en task.

Translation model

3.3

For LM training, in addition to zh-ja training data,
we add more sentences from the Japanese side of
the ja-en training data. The method for adding is
like TM adaptation for the ja-en task. For example,
LM for the development set is adapted as follows.
In the first step, we select training sentences of ja-
en task (only Japanese side) which include a low
frequency word in the RBMT output of the Chi-
nese side of the development data. The low fre-
quency word means the count of such word in the
training sentences are less than a threshold (we set
300). In a second step, we add training sentences
of ja-en task (only Japanese side) which include a
word in the RBMT outputs of the Chinese side of
the development data and that is not in the set
made by the first step. LM adaptation for the test
set is similar.

As the result, we get 1,109,647 Japanese sen-
tences to train LM for the development set and
1,092,850 Japanese sentences to train LM for the

Language model adaptation



test set. By this adaptation, mean value of the per-
plexity for the Japanese side of the development
set drops from 66.72 to 59.69.

3.4 Additional sentence segmentation

Several sentences in the zh-ja task include a full-
width space character (" ") which is used to sep-
arate segments. For example, the following sen-
tences in the development set include such full-
width space.

MEG IR B EB YR WA TH

TE)7 DK EWEREE R T — 5 N— 2 FEER )
So, we make an additional segmentation to the
training, development and test sets. When the
number of the full-width spaces between Japanese
side and Chinese side in training or development
sentence pair is the same, the sentences are seg-
mented at the full-width space position. For the
test set, we make this segmentation at all full-
width space position in Chinese sentences.

4 Issues for context-aware machine

translation

TM adaptation described in 2.1 and LM adapta-
tion described in 3.3 can be considered context-
aware machine translation. Our method can be ex-
tended to document level adaptation. However,
we do not make experiments that use non adapted
models or adapted models not with the test set
level but the test document level. One shortcom-
ing of our adaptation method is that it needs re-
training of TM and/or LM adapted to the input
document, which is time consuming.

5 Evaluation results

Automatic evaluation results for the whole test
sentences (zh-ja: 2107, ja-en: 1812) and human
evaluation results for the selected test sentences
(400) by the organizer are shown in Table 1 with
our system rank and the number of all evaluated
systems up to September 14th.

Task BLEU RIBES HUMAN
ja—en 19.86 (9/27) | 0.7067 (5/27) | 22.50 (7/16)
zh-ja_ | 3353 (12/19) | 0.8114 (6/19) | 15.00 (5/11)
Table 1: Evaluation results
5.1 Human evaluation results

Comparing with the baseline system, the number
of wins, ties and losses in human evaluation in the

! All sample sentences (source and reference sen-
tences) in this document are provided by the Asian
Scientific Paper Excerpt Corpus.
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zh-ja task are 197, 66 and 137, respectively. An
example of EIWA’s win case is shown in Table2!.
The EIWA’s result is very similar to the reference.

COFRITABFOHRIZFHT-EIRIE
BEZATWAEEZLNS,
COHRRICKYEZONEEEZALND
X ATFOHER DI-DIZFTLLY,
COTEEHFOMERIH - IRIE
5EZ5tDEEZ NS,

B LUA XA LIRS f Fr e HENLE 7
IR

Table 2: Example of EIWA’s win case

EIWA

base line

reference

source

Some examples of EIWA’s loss cases are
shown in Table 3.

KTHR R ER L EF RS- R (X IE
BIZZL, EFUIEBEREDRET P DR
BsTHhHot-.

THRE OB ERIZDOLNTD
MAEIZFEFIZZL, EEDFFILNIES
EISHAREREICHD,
RO FERIC DL TIENRY R
BHEATNED, ¥IHILDOBHRF
EFFLERAEREDRTERETHS,
X F Rt Ra e B TR R BR 5
EEL, BT E RS EIE
RETERR RPN ER

(a) Lexical mistranslation

EIWA

base line

reference

source

EBL, hBEHMHELTRNEIIAIA
RIRFIFELT, IRTOHRFOHEME
[CEDNT, FIFORIK, YIErEE
LHRAIFOMBEEICOLTRETE
11o1=,

1B < DFFDUEEIZEDNT, Huflgsf
HELTORBADAIARIKAFIZE
BL, MIFORIK, MIEHESIUE
B DR FDRERFMEIC DL THRETL
1=

EIWA

base line

ERARREMBEMHELTRRATS

CEITEBL, MFE L DR EICE DN
T, FIFORROCYERFIES S UE
T RIS DL TR LT,

reference

EIRTFE/O BT R AR AGE
SRR, EF B8N RFRIRE, X
FEIRAK . PIERHFIE LA R RS F Y
IR AT T8,

source

(b) Syntactic mistranslation

Table 3: Examples of EIWA’s loss cases



In Table 3 (a), EIWA’s translation of the Chi-
nese expression “f1 " is “kTTHIRHII” com-
pared with the baseline translation ““f {19 Hi”.
This case has lexical mistranslation in EIWA.

In Table 3 (b), Chinese subordinate clause in-
cluding “75HR” is incorrectly parsed by EIWA’s
RBMT part. This case has syntactic mistranslation
in EIWA.

5.2 Correlation between automatic and hu-

man evaluation results

For human evaluated 400 sentences of zh-ja task,
we conduct automatic evaluations with RIBES
(Isozaki et al., 2010) and IMPACT (Echizen-ya
and Araki, 2007).

Here we use “human average score (HUM)”
which means the average value of scores of the
three human annotators. DIFF_RIBES is the dif-
ference of RIBES scores of EIWA’s output and
baseline output. DIFF_IMPACT, also, means the
difference of IMPACT scores of EIWA’s output
and baseline output. All these scores are in the
interval [-1,1]. The scattering graph between
HUM and DIFF_RIBES is shown in the Figure 2.
The scattering graph between HUM and
DIFF _IMPACT is shown in the Figure 3.

Pearson’s correlation coefficient between
HUM and DIFF_RIBES is 0.3618 and Pearson’s
correlation coefficient between HUM and
DIFF_IMPACT is 0.3686. They are weak corre-
lations.
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Figure 2: Correlation between HUM and
DIFF RIBES

Table 4 shows examples having big difference
between HUM and DIFF_RIBES. At Table 4 (a),
lexical error “K 75 F5 2 3 %5 may affect HUM
score to be negative, while DIFF_RIBES is posi-
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tive because sentence structures of EIWA and ref-
erence is more similar than the sentence structures
of baseline and reference.
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Figure 3: Correlation between HUM and
DIFF_IMPACT

At Table 4 (b), the main part of the sentence,
“Emma Qo SZ#ELE L in the refer-
ence, is correctly translated in EIWA. So, HUM
may be 1. It is not clear that DIFF_RIBES is neg-
ative.

At Table 4 (c), baseline translation is perfectly
equal to the reference translation. So, RIBES
score of baseline is 1 then DIFF RIBES is nega-
tive. However, two annotators evaluated EIWA’s
win and one annotator evaluated baseline’s win.
The reason may be that EIWA’s translation is
more literal than baseline translation. Another rea-
son may be that the references were not shown to
annotators when they made evaluation. Multiple
references by additional translation or scrambling
of reference (Isozaki et al., 2014) may make
DIFF_RIBES be smaller.

6 Conclusion

System architecture, experimental setting and
evaluation results of EIWA are described. We are
in the middle position in human and automatic
evaluation. One of the future issues is to improve
parsing accuracy in the RBMT part. Syntactically
collapsed RBMT outputs cannot be recovered by
the SPE part. Other future issue is to combine
rule-based technique and statistical technique
more tightly beyond RBMT plus SPE method.



KIBDARZIH LDERIVEFEERT
GiEl R EE238 1AL,

ARED LERIVFED RFE 223
B1ERTATERALE.
AREHARED LERIVFEETRT RIE
5235 1ALV,
BFERATETREE RS M
“ZIH238",

(a) HUM=-1, DIFF_RIBES=0.222

EIWA

base line

reference

source

AFETIE, ALMTSUEmma.”QoS%H
REL, A—/\LA YT —YTIE, A
BICEHOE TAEGEEEIRT 515
&, PEEEHDQoSTH S.
Emma.”QoSIldA—/\L A/ RybT—
base line T, FBICEHOE TAEGEE
FRITIAEZRELESEFIEHDOQ
oSZFALM
KB/XTIE, A=\ RYT—HIZ
reference BITHEHE THDEEEIEHEIZQoS
EREGIEHTRRTHALMTANIL
Emma./”QoS#HIREL-.
ARXIRH TALMAZEEmma.”QoS,
source fEOverlayM &, SCHIEIRS(EHE) § 31
SRR 9 B iE §l QoS
(b) HUM=1, DIFF_RIBES=-0.1678

EIWA

RIICAIHKATHEOETI—VIbD
EIWA FRIOKRTHWSESZERT AL
zrLf-,
AIRRTBEERTHIEI -k
base line |DFRIOKRICALSESTERIITT
7.
AIHKATEEERTHIEIT -k
reference |DFRIDKICAWSEEERIITTE
9.
source KBTI AT RS THIZMERE
7 RTINS b i FRE9IC S
() HUM=0.3333, DIFF_RIBES=0.4873

Table 4: Examples having big difference be-
tween HUM and DIFF _RIBES
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