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Abstract

This paper describes the work which aimed to create a semantic transparency dataset of Chi-
nese nominal compounds (SemTransCNC 1.0) by crowdsourcing methodology. We firstly se-
lected about 1,200 Chinese nominal compounds from a lexicon of modern Chinese and the Sinica
Corpus. Then through a series of crowdsourcing experiments conducted on the Crowdflower
platform, we successfully collected both overall semantic transparency and constituent semantic
transparency data for each of them. According to our evaluation, the data quality is good. This
work filled a gap in Chinese language resources and also practiced and explored the crowdsourc-
ing methodology for linguistic experiment and language resource construction.

1 Introduction

The meaning of “ZI; £ (mihu, horse-tiger, ‘careless’) has nearly nothing to do with neither “Z” (ma,
‘horse’) nor “J%” (hti, ‘tiger’). However the meaning of “I& % (daolu, road-way, ‘road’) is basically
equal to “i&” (dao, ‘road’) or “#%” (I, ‘way’). And there are intermediate cases too, for instance, “VI.
1 (jianghu, river-lake, ‘all corners of the country’), its meaning is not equal to “YI.” (jiang, ‘river’)
plus “J#” (ht, ‘lake’), but clear relatedness between them can be observed. This phenomenon is called
semantic transparency of compounds. We distinguish between overall semantic transparency (OST) and
constituent semantic transparency (CST). The semantic transparency of a compound, i.e., the overall se-
mantic transparency, is the extent to which the compound retains its literal meaning in its actual meaning.
The semantic transparency of a constituent of a compound, i.e., the constituent semantic transparency, is
the extent to which the constituent retains its meaning in the actual meaning of the compound. Semantic
similarity between the literal meaning and the actual meaning of a compound can be used to estimate the
overall semantic transparency of a compound, for the more the literal meaning is retained in the actual
meaning, the more similar they are. The same technique can be used to estimate constituent semantic
transparency. Semantic transparency can be quantified; if we assign 0 to “fully opaque” and assign 1 to
“fully transparent”, then semantic transparency can be quantified as a closed interval [0, 1].

The quantitative analysis of semantic transparency must be supported by semantic transparency
datasets. In previous semantic transparency related studies on Chinese compounds, some researchers
created some datasets to support their own studies. But this kind of datasets are usually relatively small
and restrictive, so cannot be used widely, for example, (R4 and 2%, 2001; Myers et al., 2004; T
21 H¢, 2008; Mok, 2009), etc. Some datasets, although large enough and can be used in other studies, are
not publicly accessible, for example, (£ %)% and Z2HiH¢, 1999; =i f% and /=& 5R, 2005), etc. A large
and publicly accessible semantic transparency dataset of Chinese compounds is still a gap in Chinese
language resources.

Crowdsourcing, as an emerging method of data collection and resource construction (Snow et al., 2008;
Callison-Burch and Dredze, 2010; Munro et al., 2010; Schnoebelen and Kuperman, 2010; Gurevych and
Zesch, 2013; Wang et al., 2013) and an emerging method of behavioral experiment (Paolacci et al., 2010;
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Berinsky et al., 2011; Mason and Suri, 2012; Rand, 2012; Crump et al., 2013), is attracting more and more
attention from the field of language study and language computing. As a method of data collection and
resource construction, it has the advantages of high speed and low cost, etc. It can use redundancy to filter
out noise in order to improve data quality; if used properly, it can produce expert-level data. As a method
of experiment, besides the above advantages, it also has the following ones, (1) it is easier to obtain large
samples, because the amount of potential participants is huge; (2) the diversity of participants is good,
because the participants are from different places and have different backgrounds; (3) crowdsourcing
environments are usually anonymous, so it is easier to collect certain sensitive data.

2 Method

2.1 Compound Selection

We use the following criteria to select compounds, (1) they are disyllabic nominal compounds; (2) each
of them has the structure NN, AN, or VN; (3) they are composed of free morphemes; (4) they have
mid-range word frequencies; and (5) they are used in both Mainland China and Taiwan. And we select
compounds according to the following procedure:

(1) Extract monosyllabic nouns, adjectives and verbs mainly according to “The Dictionary of Con-
temporary Chinese (the 6th edition)” (I AR IE 17 #H, 55 6 i), and thus we get three sets, a) the set of
monosyllabic nouns, N; b) the set of monosyllabic adjectives, A; and ¢) the set of monosyllabic verbs, V.

(2) Extract the words of the structure NN, AN, or VN I from the “Lexicon of Common Words in
Contemporary Chinese” (IR IE & H 17/ 3). In this step, NN means both morphemes of the word
appear in the set N; AN means the first morpheme appears in the set A and the second appears in the set
N; VN means the first morpheme appears in the set V and the second appears in the set N. After this step,
we get “word list 17,

(3) Extract the words which have mid-range frequencies > from the Sinica Corpus 4.0 (Chen et al.,
1996). These words are represented in traditional Chinese characters. We convert them into simplified
Chinese characters and only reserve the words which also appear in “word list 1. After this step, we get
“word list 2”.

(4) Manually verify “word list 2” to generate the final list. Things need to be verified include the
following aspects. (a) Because in “word list 2” word structures are judged automatically, there are many
errors, so we have to verify the correctness of the word structure judgments. (b) We have to make sure
that the morphemes of each word are free morphemes. (¢) We also need to delete some proper nouns.

The words we selected appear in both Sinica Corpus 4.0 and “Lexicon of Common Words in Contem-
porary Chinese”. Since there is no completely reliable criterion to identify Chinese word, appearing in
two lexicons ensures their word identity. This also ensures that they are used in both Mainland China and
Taiwan, and further means they are quite possible to be shared in other Chinese language communities,
for example Hong Kong, Macau, and Singapore, etc.

According to above criteria and procedure, we selected a total of 1,176 words. 664 (56.46%) of them
have the structure NN; 322 (27.38%) have the structure AN; and 190 (16.16%) have the structure VN.

2.2 Experimental Design

Normally, a crowdsourcing experiment should be reasonably small in size. We randomly divide these
1,176 words into 21 groups, G; (i = 1,2, 3, ...,21); each group has 56 words.

'See 5 #1%: and ¥ B 7 (1998), and Huang (1998) for relevant statistics.

*We use cumulative frequency feature to determine mid-range frequency. Sort the word frequency list of Sinica Corpus
4.0 descendingly; then calculate cumulative frequency word by word until each word corresponds with a cumulative frequency
value; finally, plot a curve on a coordinate plane whose x-axis represents the ranks of words in the sorted list, and the y-axis
represents cumulative frequency values. Very apparently, this curve can be divided into three successive phases; the words
within each phase have similar word frequency features. According to this, we identify three word frequency categories, 5,163
high-frequency words (frequency range: [182, 581823], cumulative frequency range: [0%, 80%]), 19,803 mid-range frequency
words (frequency range: [23, 181], cumulative frequency range: (80%, 93%]), and 177,496 low-frequency words (frequency
range: [1,22], cuamulative frequency range: (93%, 100%)]). Sinica Corpus 4.0 contains about 11.2 million word tokens.
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Questionnaires

We collect overall semantic transparency (OST) and constituent semantic transparency (CST) data of
these words. In order to avoid interaction, we designed two kinds of questionnaires to collect OST data
and CST data respectively. So G; (i = 1,2, 3, ..., 21) has two questionnaires, one OST questionnaire for
OST data collection and one CST questionnaire for CST data collection. Besides titles and instructions,
each questionnaire has 3 sections. Section 1 is used to collect identity information includes gender, age,
education and location. Section 2 contains four very simple questions about the Chinese language; the
first two questions are open-ended Chinese character identification questions, the third question is a close-
ended homophonic character identification question, and the fourth one is a close-ended antonymous
character identification question; different questionnaires use different questions. Section 3 contains the
questions for semantic transparency data collection. Suppose AB is a disyllabic nominal compound, we
use the following question to collect its OST rating scores: “How is the sum of the meanings of A and
B similar to the meaning of AB?” And use the following two questions to collect its CST rating scores
of its two constituents: “How is the meaning of A when it is used alone similar to its meaning in AB?”
and “How is the meaning of B when it is used alone similar to its meaning in AB?”. 7-point scales are
used in section 3; 1 means “not similar at all” and 7 means “almost the same”.

In order to evaluate the data received in the experiments, we embedded some evaluation devices in the
questionnaires. We mainly evaluated intra-group and inter-group consistency; and if the data have good
intra-group and inter-group consistency, we can believe that the data quality is good. In each group we
choose two words and make them appear twice, we call them intra-group repeated words and we can use
them to evaluate the intra-group consistency. We insert into each group two same extra words, w1 “Hl
7, wo i L1, to evaluate the inter-group consistency.

Quality Control Measures

On a crowdsourcing platform like Crowdflower, the participants are anonymous, they may try to cheat
and submit invalid data, and they may come from different countries and speak different languages rather
than the required one. There may be spammers who continuously submit invalid data at very high speed
and they may even bypass the quality control measures to cheat for money. In order to ensure that the
participants are native Chinese speakers and to improve data quality, we use the following measures, (1)
a participant must correctly answer the first two Chinese character identification questions in the section
2s of the questionnaires, and he/she must correctly answer at least one of the last two questions in these
section 2s; (2) If a participant do not satisfy the above conditions, he/she will not see Section 3s; (3) each
word stimulus in section 3s has an option which allows the participants to skip it in case he/she does not
recognize that word; (4) all the questions in the questionnaires must be answered except the ones which
allow to be skipped and are explicitly claimed to be skipped; (5) we wrote a monitor program to detect
and resist spammers automatically; (6) after the experiment is finished, we will analyze the data and filter
out invalid data, and we will discuss this in detail in section 3.

2.3 Experimental Platform and Procedure

We choose Crowdflower as our experimental platform, because according to our previous experiments,
it is a feasible crowdsourcing platform to collect Chinese language data. We create one task for each
questionnaire on the platform; there are 21 groups of word and each group has one OST questionnaire
and one CST questionnaire, so there are a total of 42 tasks 775, 5! (i = 1,2, 3, ..., 21). We publish these
42 tasks successively, and for each task we create a monitor program to detect and resist spammers. All
of these tasks use the following parameters: (1) each task will collect 90 responses; (2) we pay 0.15USD
for each response of OST questionnaire and pay 0.25USD for each response of CST questionnaire; (3)
each worker account of Crowdflower can only submit one response for each questionnaire and each IP
address can only submit one response for each questionnaire; (4) we only allow the workers from the
following regions (according to IP addresses) to submit data: Mainland China, Hong Kong, Macau,
Taiwan, Singapore, Malaysia, USA, UK, Canada, Australia, Germany, France, Italy, New Zealand, and
Indonesia; and we can dynamically disable or enable certain regions on demand in order to ensure both
data quality and quantity.
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3 Data Refinement and Result Calculation

The OST dataset produced by the OST task 77 (i = 1,2, 3, ..., 21) is D?%. The CST dataset produced by
the CST task T is D¢*!. Each dataset contains 90 responses. Because of the nature of crowdsourcing
environment, there are many invalid responses in each dataset; so firstly we need to filter them out in
order to refine the data. A response is invalid if (1) its completion time is less than 135 seconds (for
OST responses); its completion time is less than 250 seconds (for CST responses) 3; or (2) it failed to
correctly answer the first two questions of section 2s of the questionnaires; or (3) it wrongly answered
the last two questions of section 2s of the questionnaires; or (4) it skipped one or more words in section
3s of the questionnaires; or (5) it used less than two numbers on the 7-point scales in section 3s of the
questionnaires. The statistics of valid response are shown in Table 1.

The OST dataset D% (i = 1,2,3,...,21) contains n; valid responses; it means word w in the OST
dataset of the ith group has n; OST rating scores; the arithmetic mean of these n; OST rating scores is
the OST result of word w. The CST results of the two constituents of word w are calculated using the
same algorithm.

OST CST

Gy n % n %

G1 54 60 59 65.56
G2 60 66.67 59 65.56
G3 55 61.11 60 66.67
[en 59 65.56 59 65.56
Gs 50 55.56 55 61.11
Gs 55 61.11 52 57.78
G~ 53 58.89 53 58.89
Gs 60 66.67 50 55.56
Gy 48 53.33 52 57.78
G1o 57 63.33 62 68.89
G11 46 51.11 56 62.22

Gi2 48 53.33 58 64.44
Gis 51 56.67 52 57.78
G1a 50 55.56 50 55.56
Gis 52 57.78 52 57.78
Gie 57 63.33 56 62.22
Gi7 50 55.56 46 50.55
Gis 51 56.67 53 58.89
Gho 50 55.56 49 54.44
Gao 50 55.56 47 52.22
G21 50 55.56 50 55.56

Max 60 66.67 62 68.89
Min 46 5111 46 50.55
Median 51.5  57.22 53 58.89
Mean  52.67 5852 53.81 59.76
SD 4.09 4.55 4.49 5.04

Table 1: The Amount of Valid Response in the OST and CST Datasets of Each Group

4 Evaluation

Three kinds of evaluation measures are used, (1) the intra-group consistency of the OST and CST results,
(2) the inter-group consistency of the OST and CST results, and (3) the correlation between the OST and
CST results.

3Each OST questionnaire has about 70 questions, and each CST questionnaire has about 130; in an OST or CST question-
naire, almost all the questions are the same except the stimuli words and can be instantly answered by intuition; note that a
participant can take part in as many as 42 tasks; according to our test, if a participant is familiar with the tasks, he/she can
answer each question in less than 2 seconds (less than 1 second to identify the stimulus word and another less than 1 second
to rate it) without difficulty. 70 x 2 = 140 seconds, the expected time should be less than this, so we use 135 seconds as
the temporal threshold for valid OST responses. The calculation of the temporal threshold for valid CST responses is similar,
130 x 2 = 260 seconds, the expected time should be less than this, so we use 250 seconds.
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4.1 Intra-group Consistency

In each group G; (i = 1,2, 3, ..., 21), we selected two words wj 1, w; 2 (intra-group repeated words) and
made them appear twice between which there is enough distance; we can calculate the difference values
between the results of the two appearances of these words.

Intra-group Consistency of OST Results

There are 21 groups and in each group there are two intra-group repeated words, so there are a total of 42
such words. Each intra-group repeated word appears twice, so we can obtain two OST results 1, ro. The
difference value between the two results, d = |r; — 73|, of each intra-group repeated word is calculated,
so there are 42 difference values. Among them, the maximum value is 0.29; the minimum value is 0;
the median is 0.1; their mean is 0.11; and their standard deviation is 0.08; all of these values are low and
indicate that these OST datasets have good intra-group consistency (see Table 2).

Intra-group Consistency of CST Results

Each intra-group repeated word has two constituents, ¢1, co, 0 each constituent gets two CST results, i.e.,
Tel,1,Te1,2 and reo 1, 7e2,2. We calculate the difference values for the two constituents, d; = ]rcu - 7’c1,2\
and dy = |re21 — Te2,2|, and get 42 difference values of the first constituents and 42 difference values
of the second constituents. Among the difference values of the first constituents, the maximum value
is 0.27; the minimum value is 0; the median is 0.09; their mean is 0.1, and their standard deviation is
0.07; all of these values are low, this indicates that the CST results of the first constituents in the CST
datasets of the 21 groups have good intra-group consistency. Among the difference values of the second
constituents, the maximum value is 0.36; the minimum value is 0; the median is 0.07; their mean is 0.09,
and their standard deviation is 0.09; all of these values are low; this indicates that the CST results of the
second constituents in the CST datasets of the 21 groups have good intra-group consistency (see Table
3). So these 21 CST datasets have good intra-group consistency.

4.2 Inter-group Consistency

T=:

We inserted two inter-group repeated words, wy“HiZ5”, w1117, into all of these 21 groups G; (i =
1,2,3,...,21); we can evaluate the inter-group consistency by comparing their semantic transparency
rating results in different groups. Since wi, ws appear in all OST and CST questionnaires of 21 groups,
we can obtain (1) 21 OST results of wy, (2) 21 OST results of wo, (3) 21 CST results of each of the two
constituents wi .1, wy,c2 of wi, and (4) 21 CST results of each of the two constituents wo ¢1, wa 2 of wa.
Standard deviation can be used to measure difference, for example, the standard deviation of the 21 OST
results of w; is 0.2; this value is small and indicates high consistency; because these 21 results are from
the OST datasets of 21 groups respectively, so we can say that these 21 OST datasets have good inter-
group consistency. The standard deviation of the 21 OST results of wo is 0.14; the standard deviation of
21 CST results of the first constituent of wy is 0.2, and that of the second is 0.18; the standard deviation
of 21 CST results of the first constituent of wo is 0.15, and that of the second is 0.2; all of these values
are small and all of them indicate good inter-group consistency (see Table 4).

4.3 Correlation between OST and CST Results

Each compound in the datasets has two constituents; both constituents affect the OST of the compound,
but neither of them can solely determine the OST of the compound. So the mean of the two CST values
of a compound is a fairly good estimation of its OST value. Therefore, if the datasets are reliable, in each
group, we should observe strong correlation between the OST results and their corresponding means of
the CST results. For each group, we calculate three Pearson product-moment correlation coefficients (r);
r1 is the r between the OST results and their corresponding CST results of the first constituents; ro is
the r between the OST results and their corresponding CST results of the second constituents; and r3 is
the r between the OST results and their corresponding means of the CST results. The r3 values of the 21
groups are all greater than 0.9 which indicates very strong correlation; among them, the maximum value
is 0.96; the minimum value is 0.91; and their mean is 0.94 (SD = 0.02); the r; and r5 values are also
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Gi  wiipe T T2 d

Bf 526 5.26 0

G w357 36l 004
a KR 563 575 0.12
2 H¥% 268 29 022
G ZH 5.67 5.58 0.09
S M 351 362 0.1
a JkEE 53] 532 0.02
4% 319 3.02 017
o R 536 532 004
KT 312 3.3 0.18
a FH 553 5.4 0.13
6 ki 525 496 029
a & 5.25 5.23 0.02
TOEE 419 411 0.08
Ge WX 548 533 0.15

K 3.2 337 017
a EE 519 519 0
O FHL 369 375 0.06
Hz 549 5.63 0.14
Rt 346 354 0.09
M 5.48 5.39 0.09
W 3.26 3.24 0.02
G T8 519 5.4 0.21
2w 36 354 0.06
TR 547 5.39 0.08

Gis gk 337 341 004
a R 5540 552 0.02
Yoo 346 3.56 0.1
Gis Bt 554 5.37 0.17
L 329 356 027

a 4y 5.49 5.53 0.04
6 k4 382 407 025
G ¥ 52 538  0.18
Kk 376 376 0
Gis HktE 531 518  0.14
B 341 3.25 0.16
Gho A 522 528  0.06
kS 404 388  0.16
Gao ?ﬂ% 5.28 5.18 0.1
R 4.04 3.84 0.2

G Ebﬁfc 506 5.02  0.04
WK 38 4 0.2
Max 0.29

Min 0

Median 0.1

Mean 0.11

SD 0.08

Table 2: The Intra-group Consistency of the OST Results of Each Group

reasonably high (see Table 5)*. The results support the reliability of these datasets.

5 Merging and Normalization

The evaluation results show that the collected data are generally reliable and have relatively high intra-
group and inter-group consistency which further indicate that these datasets share similar scale and are
basically comparable, so we can merge the 21 OST datasets into one big OST dataset D, and merge
the 21 CST datasets into one big CST dataset D.;;. When we merge these datasets, we delete all the
extra words which are used to evaluate the inter-group consistency; for the repeated words which are

4 After merging and normalization (see Section 5), we calculated these three correlation coefficients between Dos; and D,st,
the results are 71 = 0.68, ro = 0.68, r3 = 0.87.
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C1 C2

Gi  wiy2 Ter Tel,2 di T2 Te22  da
a P 3.83 4.05 022 549 542 0.07
Lookd 288 3.03 0.15 392 392 0
a KR 512 5.22 0.1 524 51 0.14

2 B 427 427 0 2.19 251 032
a 512 508 003 535 54 0.05
S wR 292 2.95 0.03 322 342 02
a ZeEL 451 434  0.17 556 527 0.29
YR 239 2.49 0.1 422 412 0.1
G- F{E 475 464 011 509 515 0.5
° KTk 229 2.4 0.11 4.67 476 0.09
a FHE 54 523 017 535 54 0.06
6 ki 508 5.02 0.06 538 546 0.08

a 1’ 47 4.83 0.13 513 5.13 0
T OHEJR 3.85 394 009 445 457 0.1
o R 506 488  0.18 528 53  0.02
8 KK 324 3.14 0.1 336 316 02
a e 5 498 002 5 498  0.02
o FE 363 3.71 0.08 371 3.83 0.12
G Hz  4.53 4.6 0.06 537 539 0.02
0 x4+ 313 321 008 315 3.16 0.02
G W= 445 455 011 536 555 02
oo 38 379 002 264 3 036
G ITH 469 452 017 497 49 007
2 s 303 321 017 328 34  0.12
a R 4.15 419  0.04 515 527 0.12
B @R 252 279 027 344 342 0.02
G ik 442 436  0.06 514 512 0.02
Hff 3.56 3.5 0.06 3.08 3.06 0.02
G %t 508 502 006 506 513 0.08
1B L 321 3 021 346 35 0.04
a e 4.34 434 0 511  5.09 0.02
o k4 38 363 018 332 338 005
Gir JEE 476 472 0.04 474 487 013
FHR 393 396 002 389 3.87 0.2
a BEtE  4.26 432 0.06 477 47 0.08
B 34 336 0.04 274 268 0.06
G A 4.63 461  0.02 457 449 0.08
Y kK 355 329 027 353 341 012
Con VTR 498 491  0.06 515 517 0.02
B 294 2.96 002 47 445 0.26
G HIR 4.68 456 012 5 498  0.02
BER 3.68 3.88 02 366 36 0.06
Max 027 0.36

Min 0 0
Median 0.09 0.07
Mean 0.1 0.09
SD 0.07 0.09

Table 3: The Intra-group Consistency of the CST Results of Each Group

used to evaluate the intra-group consistency, the final result of each of them is the mean of its two results.
According to our definition, the range of semantic transparency value is [0, 1], but the experimental results
are obtained using 7-point scales, so we need to normalize these results in order to map them to the range
[0,1]. The normalized OST and CST results will be merged into D, and D, respectively. Assume
that, in the dataset D,s;, the OST result of the ith (i = 1,2, 3, ...,1176) word is S}*, and the normalized
result is S/, then,

SY—1
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OST CST

G w1 W2  Wiel Wie2 W2el W22

Gy 294 552 285 297 456 5.56
Ga 3.6 555 315 32 4.92 5.75
Gs 351 564 3.17 323 4.75 5.58
Gy 381 568 3.53 359 458 5.42
Gs 3.74 546 3.38 356 4.64 5.55
Gs 3.65 555 3.63 356 4385 5.65
Gr 3.58 551 347 358 475 5.23
Gy 322 553 34 3.36 4.8 5.48
Gy 331 515 3.48 352 4.69 5.42
Gio 358 553 342 334 4.69 5.27
Gn 3.7 567 346 332 452 5.36
G2 333 571 3.19 328 441 5.14
Gis 347 578 3.58 356 473 5.38
G1a 348 558 294 294 442 53
Gis 34 542 342 327 4.62 5.1
Gis 347 556 334 325 4.59 5.16
G 3.6 556 33 3.26 4.5 5.17
Gis 3.67 567 3.36 334 447 5

Gho 3.28 556 32 329 437 5.18
G2o 356 548 321 336 472 5.34
G21 3.62 532 32 3.28 4.5 5.24

Max 381 578 3.63 3.59 4.92 5.75
Min 294 515 285 2.94 4.37 5
Median 3.56 555 3.36 3.32 4.62 5.34
Mean 35 554 332 3.34 4.62 5.35
SD 02 0.14 0.2 0.18 0.15 0.2

Table 4: The Inter-group Consistency of the OST and CST Results

And assume that, in the dataset D, the CST result of the jth (j = 1, 2) constituent of the ith word is

Sﬁ > and the normalized result is Sl(’cj, then,

S/c _ SZCJ B 1
i?j - T

6 Distribution

Influenced by outliers and perhaps other factors, the OST and CST results cannot cover the whole range
of the scale [0, 1]; both ends shrink towards the central point 0.5, and the shrinkage of each end is about
0.2; nevertheless, the results can still assign proper ranks of semantic transparency to the compounds and
their constituents which are generally consistent with our intuitions. Among the normalized OST results,
the maximum is 0.81; the minimum is 0.28; the median is 0.63; and their mean is 0.62 (SD = 0.09).
Among the normalized CST results of the first constituents (C1.CST results), the maximum is 0.77; the
minimum is 0.19; the median is 0.57; and their mean is 0.56 (SD = 0.09). And among the normalized
CST results of the second constituents (C2.CST results), the maximum is 0.79; the minimum is 0.22; the
median is 0.6; and their mean is 0.58 (SD = 0.1). The distributions of OST, C1.CST, and C2.CST results
are similar; all of them are negatively skewed (see Figure 1), and their estimated skewnesses are —0.66,
—0.77, and —0.63 respectively. These distributions exhibit that more compounds and their constituents
in our datasets have relatively high semantic transparency values.

7 Conclusion

This work created a dataset of semantic transparency of Chinese nominal compounds (SemTransCNC
1.0), which filled a gap in Chinese language resources. It contains the overall and constituent semantic
transparency data of about 1,200 Chinese disyllabic nominal compounds and can support semantic trans-
parency related studies of Chinese compounds, for example, theoretical, statistical, psycholinguistic, and
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G T1 T2 T3

G 0.68 0.68 091
Ga 072 0.72 0.93
Gs 0.76  0.78 0.96
Gy 0.76 0.77 0.96
Gs 0.75 0.56 0.95
Gs 0.63 0.72 091
Gr 0.83 0.78 0.94
Gs 0.76 0.77 0.96
Gy 0.68 0.81 0.95
G1o 0.84 0.83 0095
G11 0.78 0.71 091
G12 0.72  0.77 095
Gis 0.85 0.86 0.96
Gia 0.69 0.85 0095
Gis 0.68 0.82 0.95
Gis 0.82 0.85 0095
Gi7 0.79 0.83 0.94
Gis 0.81 0.86 0.96
Gho 0.76 0.8 0.95
G2o 0.76  0.75 0.94
G2 0.73 0.86 0.96

Max 0.85 0.86 0.96
Min 0.63 0.56 091
Median 0.76 0.78 0.95
Mean  0.75 0.78 0.94
SD 0.06 0.07 0.02

Table 5: The Correlation Coefficients between the OST and CST Results

o o o
o o o
[$) [sp) [$p)
> o 3 o > o
§ S § & § S
> 2 =}
g 3 g 3 g 8
- - [ -
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Normalized OST Results Normalized C1.CST Results Normalized C2.CST Results

Figure 1: The Distributions of the Normalized OST and CST Results

computational studies, etc. And this work was also a successful practice of crowdsourcing method for lin-
guistic experiment and language resource construction. Large scale language data collection experiments
which require large amount of participants are usually very difficult to conduct in laboratories using the
traditional paradigm. Crowdsourcing method enabled us to finish the data collection task within rela-
tively short period of time and relatively low budget (1,000USD); during the process of the experiment,
we needed not to organize and communicate with the participants, it saved a lot of time and energy. The
participants are from all over the world, so it is better than traditional laboratory method in the aspect
of participant diversity. The data collected have very good intra-group and inter-group consistency, the
OST and CST data highly correlate with each other as expected, and the results are consistent with our
intuitions: all of these indicate good data quality. The methods of questionnaire design, quality control,
data refinement, evaluation, emerging, and normalization can be used in crowdsourcing practices of the
same kind.
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