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Abstract

Unsupervised learning of morphology is used foomatic affix identification, morphological segmetita of
words and generating paradigms which give a lisalbfaffixes that can be combined with a list ofres.
Various unsupervised approaches are used to segmeds into stem and suffix. Most unsupervised mésh
used to learn morphology assume that suffixes of@quently in a corpus. We have observed that for
morphologically rich Indian Languages like KonkaBl, percent of suffixes are not frequent. In thapgr we
report our framework for Unsupervised Morphologyatmer which works for less frequent suffixes. Less
frequent suffixes can be identified using p-simtieachnique which has been used for suffix iderdtfan, but
cannot be used for segmentation of short stem wotkdsng proposed Suffix Association Matrix, our
Unsupervised Morphology Learner can also do segatient of short stem words correctly. We tested our
framework to learn derivational morphology for Esfland two Indian languages, namely Hindi and kamik
Compared to other similar techniques used for saggtien, there was an improvement in the precisiod
recall.

1 Introduction

Learning morphology by a machine is crucial foksakke stemming, machine translation etc. Rule
based affix stripping approach, semi-supervisedupervised learning of morphology and finite state
approach as some of the well known methods usdeato morphology by a machine. Rule based
affix stripping approaches (Lovins, 1968; Porte®98@; Paice, 1990; Loftsson, 2008; Maung et. al,
2008) depend heavily on linguistic input and reguat lot of human effort, especially for
morphologically rich languages. Pure unsupervispgr@aches learn morphology from a corpus
(Freitag, 2005; Goldsmith, 2001; Hammarstréom, 20Thg accuracy of pure unsupervised methods is
relatively low. Semi-supervised approaches usemahlinguistic input and unsupervised methods to
automate morphology learning process (Forsbergy;20hdén, 2008; Chan, 2008; Dreyer, 2011).
Semi-supervised approaches perform better than pungupervised approaches. Finite state
approaches (Koskenniemi, 1983; Beesley & Kartung603) represent morphology using finite state
machines. Finite state approaches require linguisiut in the form of paradigm identification.
Unsupervised and semi-supervised methods can granpit to build finite state based morphology
systems reducing the time taken to build such syste

In this paper we report the framework for an Unsuiged Morphology Learner. Most
unsupervised segmentation techniques (Freitag,; 2B6kismith, 2001; Hammarstrom, 2011) which
learn morphology from a corpus assume that suffatesfrequent in a corpus. We observed that for
morphologically rich Indian languages like Hindidaionkani, the assumption that suffixes are
frequent does not hold true. These languages arghologically rich and 31 percent of verb suffixes
are not frequent in the corpus. Thus, we chooséonmiake any such assumption about the frequency
of suffix occurrence in our unsupervised learnifigrmmrphology. One promising methodology for
unsupervised segmentation which does not make affix drequency assumptions is p-similar
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technique for morpheme segmentation first propdse@Gaussier (1999). Researchers have used this
method for suffix identification and not for segrtegion (Gaussier, 1999; Sharma, 2006). We
extended this less studied technique to segmerdsamy introducing the concept of suffix association
matrix, thus giving us an unsupervised method whimtnectly identifies suffixes irrespective of thei
frequency of occurrence in the corpus and also eatgnshort stem words. To the best of our
knowledge, most reported work which uses p-simidésohnique for suffix identification (Gaussier,
1999; Sharma, 2006) enforce a restriction on stength that it should be at least five. This rettit
works well for suffix identification but not for geentation. For Indian languages like Hindi and
Konkani, we observed that the restriction leadartanability to segment many words with short stem-
length. Especially many verb stems in Indian laggs have stem-length less than five. To overcome
this shortcoming, we have proposed an Unsuperbtmghology Learner (UML) framework.

We implemented UML framework for derivational moghtgy and tested our method for English
language and two Indian languages namely KonkashiHindi. The rest of the paper is organized as
follows; section 2 is on related work. Section ®vides the terminology used in the paper. The
motivation for this work is presented in section Unsupervised Morphology Learner (UML)
framework is presented in section 5. Experimergalits are discussed in section 6 and finally we
conclude the paper in section 7.

2 Related Work

Unsupervised learning of morphology is done atedéht levels, namely, affix list identification,
segmenting word into stem and affix, and generatirigt of paradigms i.e. a list of all stems with
information of the suffixes that each stem combiwék (Hammarstrém, 2011). In his survey paper,
Hammarstrom (2011) summarizes work related to usrsiged morphology. Most recent work in
morphology learning is semi-supervised. Such methm# a small set of example paradigms as input
to train the system and classify unseen words paradigms or learn new paradigms (Lindén, 2009;
Dreyer, 2011).

A popular pure unsupervised morphology techniqus fivat proposed by Goldsmith (2001) which
does not assume any linguistic input. Goldsmitt0{2dntroduced a set of heuristics that develops a
probabilistic morphological grammar, and used Munim Description Length (MDL) as a tool to
evaluate it. The technique used for affix and pgradidentification was based on affix occurrence
frequency. Several different authors have appredisDL as the motivation for segmentation. Some
authors (Gelbukh et. al., 2004; Bacchin, 2005) hased random segmentation and picked the best
segmentation to minimize size or find splits whesastituent morphemes occur in multiple splits.

Our work is inspired by a less studied p-similartht@que proposed by Gaussier (1999). p-similar
techniques have been used for suffix identificati@ther than segmentation in most related
unsupervised morphology learners (Sharma, 2006 Hwee restriction on stem-length first proposed
by Gaussier is upheld. Sharma’s (2006) work dedls neutral suffix only and does not capture non-
neutral suffixes. These studies are limited toisudfentification and do not generate paradigms.

3 Terminology Used

Let L be a language with alphabet Set

W= {w| w c ¥} be set of valid words in language L.

Let d: W—»W denote a derivation function where gww, iff words w, and w are derivationally
related to each otherin L.

Let ws, denote concatenation of stringgand $ where w s, € Z*.

Let S be set of neutral derivational suffixes.

Sy = {s|w,=w;s and w,w,€W and d(w)=w, and € ¥}

For example, when s=er gwfarm and w=farmer

Let & be set of non-neutral derivational suffixes.

Ss = {s,,5/ws=ws, and d(wg)=ws, and ws, S,€ Y and wgW }

For example, whengssify, s,=ity and w=quant suffixesy, ity are non neutral suffixes.
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4 Motivation

Primarily, frequency based suffix identificatiorchmiques (Goldsmith, 2001; Hammarstrom, 2011)
commonly used in recent times, fail to identify feeds with low frequency. We explored suffix
identification techniques which could identify duéfs irrespective of frequency of occurrence in the
corpus. We chose one such method p-similar tecknidawever p-similar technique (Gaussier, 1999)
cannot be used directly for segmentation as itlt®sw a high number of false positives. Hence we
proposed a suffix association matrix to avoid thisd positives. According to p-similar technique,
given two words x, ¥ W, if 3 b; such that x=ts, and y=hs, where h, s, $ € )+, then hh is a stem
and s, s,are suffixes, provided they satisfy the followiranditions:
a. A suffix is valid only when it occurs with at leasto different stems
b. A stemis valid when it occurs with at least twentified suffixes
c. Stem length should be five or more
The third condition on stem length was introducedimprove the precision of the suffix list
generated. However the aim was to only generatdfia ist and not segment word into stem + suffix.
We probed the possibility of applying this effeetig-similar technique to segment words. We faced
the following issues when trying to use p-simiktinique for segmentation:
» The technique failed for short-stem length wordsalbse of the restriction placed on stem-length.
Example words with stem likealk, talk are not segmented.
When words like addiction, addictive, aggressiond aggressive are part of the input, suffixes
identified are'on” and“ve” in place of‘ion” and“ive” . This problem is called over-stemming.
* When words likeeannon, cannot, America, American, agent, agemeypart of the inputn” and
“t” are identified as suffix. Althoughn” and “t” are valid suffix for some words,
cannon=canno-+randcannot=canno+tare wrong segmentation.
We realize that the candidate stem-suffix patshdentified using the p-similar technique falls end
one of the following cases:
Case 1: b is a valid stem and; $s a valid suffix for stem b For examplemistake+NULL,
mistake+nare valid. Suffixe?NULL andn are valid for stermistake
Case 2. b is an invalid stem and & a invalid suffix. Exampleddicti+on and addicti+ve and
aggressi+on and aggressi+ve are invalid; addict+ion and addict+ive and aggress+ion and
aggress+iveare valid.
Case 3: b is a valid stem and s a invalid suffix for stem ;bFor exampleyear+n is invalid.
Suffix nis invalid for stenyearwhile suffix NULL andly are valid for stem year.
Case 4: by is an invalid stem for any suffix andis valid for some other stem. Examglgnno+n
andcanno+tare invalid pairsabsen-ceandabsen-tand valid;mistake+NULLandmistake+nare
valid.
To overcome the problems faced in cases 2, 3 aveldave proposed the following framework

5 Unsupervised Morphology L earner Framewor k

UML can be used to learn derivational morphologyndlectional morphology. When the input given

is a lexicon, the framework will learn derivatiomabrphology. If a corpus is used as input it wathin

both derivational and inflectional morphology anat distinguish between the two. We have tested

our framework with lexicon as input to learn detiwaal morphology. The framework for the

proposed UML is shown below in Figure 1. UML hagefimodules. It uses a lexicon resource or a

corpus as input. It generates three final resousicdstwo intermediate resources which are enhanced

into the final resources.

The resource used as input could be:

e Lexicon L: It is list of dictionary words found ithe language. This resource is generated from a
WordNet of a language used to learn derivationajimalogy or

e Corpus C: A collection of un-annotated text usededarn both inflectional and derivational
morphology.
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The intermediate resource generated:

Candidate Stem-Suffix Listt is the initial list of stems and suffixes idéied for an input
language using the p-similar technique. It congftsvo sets namely set of suffixx and set of
stem Sem Sample entries in these set for English languaiges,mx = { er, ic, ly, ness, ment, ...}
and Sen {adorn, attack,....}

Initial Paradigms: This is a list of all stems with information of wh suffixes combine with
which stems in the input lexicon L or Corpus. Sanghtry inInitial Paradigms List is ic.y=
academ + allerg + geometr + homeopath + horrif +thk@arg + majest + prehistor + specif +
strateg where'ic” and“y” are suffixes which combine with the stems Bidadem

The final resources generated:

Stem-Suffix ListThis resource is generated from t@andidate Stem-Suffix Lisesource by
pruning invalid suffixes. It is a useful resourceitagives the stems of words from a lexicon which
could later be used for identifying stems in a csrfor stemming inflectional words.
Suffix-Association MatrixThis resource helps us identify for how many instsna suffix shas
occurred with a suffix sin the Lexicon/Corpus. It is a crucial resourceeliminating the
shortcoming of p-similar technique to morpholodizaegment words with short stem length as
well as overcome chance association of suffix found

Morphology ParadigmsThis resource contains paradigms extracted fronwibrels found in the
input lexicon/corpus. It is a refined versionloitial Paradigmresource.

Input: Lexicon /Corpus Output: Morphology Paradigms
Suffix T
Identifier
7 M orphology Paradigm Generator
3 Y
Candidate Stem-Suffix
List
Suffix Association Matrix
Stem-Suffix
Pruner

Suffix Association M atrix

W R
Initial Paradigms

Primary Paradigm
Figure 1: Unsupervised Morphology Learner (UML) iReavork

Generator

UML comprises of five main modules, a brief destioip and algorithm for each of the module is
given below:

Module 1 - Suffix | dentifier

Description: Identifies the Candidate suffixes using p-similachnique. It generates a temporary
resource namelZandidate Stem-Suffix Ligtor every word in the corpus, it checks if thisranother
word with a common stem, adds common stem to strand rest to suffix list, provided that a stem
occurs with more than one suffix and a suffix osonith more than one stem.
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Input: Lexicon of the language L (or raw un-annotategbuasrfor inflectional morphology C)
Output: Candidate Stem-Suffix Ligtsource
Algorithm:
For each input word g L,
find q, r, s€ L, such thad by, b, b
where p=ks;, q=hs,, r=hs;, s= bs;where , by, by, s, &, S € X
Add b, to set of stemsgn,
Add s to set of suffixes Six,
EndFor

Module 2 - Stem-suffix pruner:
Description: This module applies heuristld; stated belowH; is framed to correct the stem-suffix
list to fix the problem of over-stemming.
Hi: Given suffix sfor stem bif 3 a€ Z* such that aE S,mx and ba=h and be SyemWhere SenmisS
set of stems andsgix iS set of suffixes then replaceddy i and sby as
Input: Candidate Stem-Suffix Listsource
Output: Stem-Suffix Listesource
Algorithm:
For each suffix grom suffix list,
If 3a€ Y such that ass S and ba=b, and b, be Syemthen
replace bby b» and s by as.
EndIf
EndFor

Module 3 - Primary Paradigm Gener ator:
Description: Using Stem-Suffix Listhis module generates thatial Paradigmslist. A paradigm
is composed of suffixes that go together for adfsttems in the input lexicon/corpus.
Input: Stem-Suffix Listesource
Output: Initial Paradigmsresource
Algorithm:
For each input word g L, if p=b;s; where h€ Syemand $€ Ssyix.
Set paradigm-string=.s
For every ¢g L such that g= I, where he Syemand $ € Sgyfix s
Set paradigm-string = paradigm-string.s
Add paradigm-string to ;gadigm Set of paradigm.
EndFor
EndFor
For each paradigm-string g SparadignWhere p ="s41.S ...Se=by"
and,g,Se , -+ Sn€ Ssufix@Nd RE Ssiem
Set collapse-paradigm-string 5.Se ... Sn=b1
If 3 paradigm-string §& Syaragsigmsuch that p="s,,.S.; ...Sn =" and b€ Ssem
Set collapse-paradigm-string = collapse-paradigimest- b,
Add collapse-paradigm-string tGi@-paradigm Set Of Initial Paradigms
EndIf
EndFor

Module 4- Suffix Association Matrix Generator:

Description: From thelnitial Paradigms this module computes tHauffix Association Matrix
resource. Suffix association matrix is a squareimathere each row and column corresponds to a
suffix in suffix list. An entry in this matrix giveehow many times a particular suffix occurs with
another suffix in thénitial Paradigmsresource.

Input: Initial Paradigmsresource

Output: Suffix Association Matriresource
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Algorithm:
Let M be suffix association matrix which isd&| * | Surix|- If Ssuix = {S1, S, -+ St M
has dimension p X p.
Initialize M=0;
For each paradigm-string g Sqitiai-paradignWhere p ="s41.S¢ ...S=bi+ b+ bs+...+ by’
Fori=1ton
Forj=i+l1ton
MIsyi ][Sx]= M[ski ][sx] + m; whereg=g,and g =s and 1<=q, r <=p
EndFor
EndFor
EndFor

Module5 - Morphology Paradigm Generator:
Description: Using Stem-Suffix Listand Suffix Association Matrix this module genesate
Morphology Paradigms Listesource. It is a pruned versionlpitial Paradigmsresource which
uses Suffix Association matrix to remove less Wk&hffix combination irnitial Paradigms
Input: Stem-Suffix Listesource
Output: Initial Paradigmsresource
Algorithm:
For each input word g L, if p=b;s; where h€ Syemand $€ Ssyix.
Set paradigm-string= s
For every ¢g L such that g= ts, where he Syemand s € Sgyfix s
If M[s4][s;] > threshold value
Set paradigm-string = paradigm-string.s
Add paradigm-string to ;xadigm Set of paradigm.
EndIf
EndFor
EndFor
For each paradigm-string g SparadignwWhere p ="s,1.S; ...S=by"
ande,S(Z RS Ssuffix and QE SStem
Set collapse-paradigm-string 5.Se ... Sn=b:
If 3 paradigm-string §& Syaragigmsuch that p=" S.Se ...Sn =" and e Siem
Set collapse-paradigm-string = collapse-paradigimes+ b,
Add collapse-paradigm-string tq,&-paradign S€t of Initial_Paradigms
EndIf
EndFor

5.1 Significance of Suffix Association Matrix

Suffix association matrix is a measure of how mémes a particular suffix is associated with

another suffix in the input resource. It is an impot contribution as it provides us an alternate
way to prune invalid stem-suffix pairs identifiedither than a restriction on the stem-length.
Suffixes which are associated with each other Mfrecently are more likely to provide a correct

paradigm than those where we find only a few chamst@nces of suffix associations.

Figure 2 illustrates an instance of suffix assaormatrix for the English language

NULL er ing ly
NULL - 46 225 129
er 46 - 22 15
ing 225 22 - 0
ly 129 15 0 -

Figure 2: Instance of Suffix Association Matrix

This matrix helps handle valid stem with invalidfsucase. For instance wrong segmentation of
the word“bother” as “both+er” . From the Suffix Association Matrix we check witthich
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suffixes er is commonly associated. We then make a list ofdwawith stent'both” and other
suffix which commonly associate with suffiler” like suffix “ing” We search a corpus for
existence of such words likothing” . Thus rejecting the segmentatibather=both+er This
matrix also provides a solution to invalid stemhwitalid suffix. For instanceeanno+n and
canno+t are invalid segmentations although the sufiX and“t” are valid in some other
context. In such a rare association of a suffik and“t” the corresponding entry in the suffix
association matrix is found to be very low. We oam algorithm for various values of threshold
and found five as an optimal value. Any suffix agation below five were pruned as chance
associations.

5.2 Significance of heuristic H;

This heuristic is used to handle the problem ofr@temming that occurs in p-similar technique. For
example the p-similar technique identifies btitm” and“on” as suffix. While segmenting a word
like “addiction” we need to decide ifaddicti+on” or “addict+ion” is correct. H helps us in
correctly segmenting the word ‘eldict+ion” .

5.3 Limitationsof UML

UML is restricted to identify concatenative morpbgy paradigms only. Presently it identifies
suffixes only and does not support irregular molpip wherein the stem undergoes a change before
suffixation.

6 Experimental Results

The implementation of UML is done in Java. Aftepling our method, the paradigms obtained were
compared to the paradigms obtained using p-sinmilathod with minimum stem-size five. The
precision was computed as ratio of number of waalisectly segmented to total number of words
segmented. Recall is computed as ratio of numberoofls correctly segmented to number of words
in given input which could be segmented. The tswve been tabulated in Table 1 below.

Method Number of Recall Precision F-Score
Paradigms

Language: English
Data Set: English lexicon with 21813 entries was obtaineuifithe English WordNét

p-similar with stems size >5 1163 0.85 0.93 0.89

UML for derivational mor phology 413 0.92 0.93 0.92

Language : Hindi
Data Set: Hindi lexicon with 23807 entries was extractechirthe Hindi WordNét
p-similar with stemssize >5 1127 0.83 0.87 0.85

UML for derivational morphology 332 0.87 0.94 0.90

Language : Konkani
Data Set: Konkani lexicon with 25838 entries was extractesirf the Konkani WordNét
p-similar with stems size >5 1088 0.75 0.77 0.75
UML for derivational mor phology 274 0.87 0.87 0.87

Table 1: Results for English, Hindi and Konkani baage

! http:/iwordnet.princeton.edu/wordnet/download/
2 http://www.cfilt.iitb.ac.in/wordnet/webhwn/
3 http://konkaniwordnet.unigoa.ac.in
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6.1

We list below in Table 2, a few examples of howatkis reduced as words with short stem length
are not segmented, when the minimum stem sizgas fi

Effect of stem length on recall

Language Suffix for which | Number of | Few examples of words not segmented
word not words not
segmented segmented

English er 9 eater, farmer, owner...

Hindi N 35 3 (arabic; arab; name of a country),
(I;;Hindi suffix) 37TerE (aalas; lazy; )3TETET (aasani;

easiness; )

Konkani | & 43 37T (anandi; being happy; ) 3TRTdT
(I;;Konkani (aaropi; accused; )
Suffix)

Table 2: Effect of stem length

We observe that number of words not segmented ghidbnis relatively very less as compared to the
Indian languages Hindi and Konkani. Thus the retsbm on stem-length works efficiently for English
as compared to the Indian languages Hindi and Kanka

6.2

When we restrict the stem-length to five we obsdhat some wrong segmentation of words are
pruned. Listed below in Table 3, are some examples

Effect of stem length on precision

Language Suffix for Number of | Few examples of words not segmented
which word not| words not | (wrongly)
segmented segmented
English er 32 bother, boxer, cater, sober ...
Hindi A (I;;Hindi 8 TieY (chandi; silver; )@Y (choti;
suffix) peak;)
Konkani &Y (I;Konkani | 6 TSI (Aaji; grandmother; ), STesT
suffix) (kaalli; black; )

Table 3: Effect of stem-length on precision

We observe that for English, many word segmentatigith stems-length less than five, identified
by p-similar technique are correctly pruned by giog the restriction. We observe that wrong
segmentations in case of Indian languages Hindamdkani are less when compared to English.

7 Conclusion

Unsupervised Morphology Learner framework thus lcareffectively used to generate paradigms for
Indian languages which have low frequency suffisesl words with short stem lengths. Suffix
Association Matrix and heuristics {Hs advantageous over p-similar technique with stength
restriction for languages like Konkani and Hindiieth have many short length valid stems. The
derivational suffixes obtained from UML with Lexieoas input can be used to distinguish from
inflectional morphology suffixes when the framewdslused with a corpus as input.

4 A word in Indian language is followed by tranglitéon in Roman Script, translation in English afmsg in brackets
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