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Abstract

The aim of the paper is to identify a
machine translation (MT) system from
a set of multiple MT systems in ad-
vance, capable of producing most ap-
propriate translation for a source sen-
tence. The prediction is done based
on the analysis of a source sentence
before translating it using these MT
systems. This selection procedure has
been framed as a classification task. A
machine learning based approach lever-
aging features extracting from analy-
sis of a source sentence has been pro-
posed here. The main contribution
of the paper is selection of source-
side features. These features help ma-
chine learning approaches to discrim-
inate MT systems according to their
translation quality though these ap-
proaches have no idea about working
principle of these MT systems. The
proposed approach is language inde-
pendent and has shown promising re-
sult when applied on English-Bangla
MT task.

1 Introduction

The question, “Will machine translation ever
replace human translation services?”, is a long
standing debate in the field of AI. Though
state-of-the-art machine translation (MT) sys-
tems (Koehn, 2010; Koehn et al., 2007; Bach
et al., 2007) often provide quite acceptable
translations, but demand for producing high
quality translations still requires professional

human translators (HTs). In spite of debal®”
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ing on selection of slow, expensive but effec-
tive human translations versus fast and ac-
ceptable machine translations, collaboration of
human and machine is a preferable option to-
wards producing fast and high quality transla-
tions (of Edinburgh, 2014). In this collabora-
tion, MT systems are used as aids for HTs to
craft their translations. Several studies (Spe-
cia, 2011; Skadins et al., 2011; Koehn and Ger-
mann, 2014; Koponen, 2013) have provided
strong evidence for improvement of produc-
tivity by post-editing machine translated out-
puts instead of unassisted translations. These
aids enabling H'TSs to translate faster by simply
adding, deleting words or reordering a small
portion of the machine translation. As a re-
sult more and more high quality translations
are being produced in shorter time. This syn-
ergy also speeds up the parallel corpora cre-
ation process (Chaudary et al., 2008) which
eventually boosts the performance of statisti-
cal MT systems.

In addition to this, these days more than
one MT systems are also available for cer-
tain language pairs. For instance, to trans-
late from English to Bangla we have three
MT systems, namely, AnglaBharati! (Sinha et
al., 1995), Anuvadaksh? and Google Transla-
tor.> However, qualities of translations pro-
duced by individual systems are not the same.
One possible reason behind this is they fol-
low different paradigms. These paradigms in-

!Online system is available at http://tdil-dc.in/
components/com_mtsystem/CommonUI/homeMT . php

?Description is available at http://tdil-dc.in/
tdildcMain/IPR/Anuvaadaaksh.pdf

30nline system and description are available
at https://translate.google.co.in/ and http://
translate.google.co.in/about/intl/en_ALL/
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clude rule-based (Bharati et al., 2010; Sinha
et al., 1995; Magnisdéttir, 1993), example-
based (Carl et al., 2004), statistical (Koehn,
2010; Kunchukuttan et al., 2014) and hy-
brid (Sanchez-Cartagena et al., 2014; Chat-
terji et al., 2009). Moreover, in case of sta-
tistical MT systems, acceptability of transla-
tions differs according to the training set on
which they are trained. Now an obvious ques-
tion can come to our mind, “How does one can
use more than one MT system for translating
from a source to target language?”. Answer
to this question is twofold: using consensus
translation (Macherey and Och, 2007; Banga-
lore et al., 2001) and selecting most appropri-
ate one from a set of translations generated by
different systems (Dara et al., 2013; Zwarts
and Dras, 2008). However, both approaches
require same source sentence to be translated
multiple times which indeed is a time consum-
ing task. The time required to translate is
proportional to the number of available MT
systems. However, the processing time is not
a matter of big concern because of availability
of high speed computers and parallel comput-
ing algorithms. The main challenge is manual
selection of suitable translation from a set of
auto generated translations. To address this
issue, we have proposed a methodology that
automatically predict the best MT system in
advance that will produce most appropriate
translation for a source sentence. The prior
prediction of best MT system does not require
translation of the source sentence. It is also
unaware of the working principle of the un-
derlying MT systems. We hope that this ap-
proach will speed up the manual translation
even more by reducing the searching cost for
the appropriate translation.

1.1 What is the Value of Another
Approach?

Solution addressing this specific problem is
already in place. In this context, work of
Séanchez-Martinez (2011) is worth mentioning.
He has proposed a methodology to select the
best MT system by using only information ex-
tracted from the source sentence to be trans-
lated without knowing the inner working of
the MT systems. He has experimented on
two European language pairs viz. English-
Spanish and French-Spanish. He has used £i168

binary maximum entropy classifiers and used
mainly two types of features, namely, phrase-
structure features and probabilistic features.
The features reported by him, have also been
used for sentence-level confidence estimation
of MT (Quirk, 2004; Blatz et al., 2004).

1.1.1 Contributions

In this paper, we have proposed a similar
approach to leverage the features extracted
from source sentences without considering in-
ner working principle of the MT systems.
However, our work is different from the ex-
isting approach with respect to selection of fea-
tures and machine learning algorithms. There-
fore, two main ingredients of our proposed ap-
proach are (a) rich feature set and (b) classifi-
cation technique. In addition to using phrase-
structure and probabilistic features, we have
introduced dependency based features extracted
from dependency trees. Dependency based fea-
tures have already been proven to be a good
parameter for measuring goodness of machine
translation (Bach et al., 2011; Goldberg and
Orwant, 2013). Moreover, to the best of our
knowledge this is the first work done on English
to Indian language MT systems.

1.2 Outline

With a aim to select best MT system for a
given source sentence, we have formulated this
problem as a classification task in Section 2.
Types of features used for this classification
task have been discussed here. Visualization
technique along with feature selection method-
ologies also have been discussed in this sec-
tion. In Section 3, we explain the experi-
ments conducted on two English-Bangla MT
systems from two different paradigms:
is rule-based and the other one is statistical.
Preparation of training dataset has also been
discussed here. Results are discussed in Sec-
tion 4. Finally, we conclude the paper with
future scope of actions in Section 5.

one

2 Brief Grounding for Our
Approach

The selection of best MT system from a mul-
tiple MT systems can be seen as a multi-class
classification problem where class labels are
C={MT\,MT,...,MT,}, representing dif-
ferent MT systems. Our task is to discrimi-



nate the best class MT; € C' using a machine
learning classifier that depends on the features
F = {f1, fa,..., fn} extracted from analysis
of source sentences. For simplicity, in this pa-
per, we have framed this problem as a binary
classification having only two class labels. In
any classification task features play an impor-
tant role to disseminate among classes. There-
fore, in the next subsection we will discuss on
the types of features used in this classification
task.

2.1 Feature Set for Selecting Best MT
System

Identification of proper features is a vital task
to address this classification problem. In our
case, the problem is quite difficult because we
are trying identify features from the analy-
sis of a source sentence to predict the qual-
ity of MT system. The main assumption is
that source side features will be able to cap-
ture the latent relationships with the trans-
lation quality for that sentence. Source side
features are extracted from phrase-structure
and dependency trees. Figure 1 and 2 show a
phrase-structure tree and a dependency tree of
an English sentence “Was my camera repaired
already?”. Features extracted from phrase-
structure tree represent structural complex-
ity of a sentence. Similarly features extracted
from a dependency tree represent how words
in a sentence depend on each other even for
long distances. As a result, long distance de-
pendencies are good indicators of complexity
of a sentence. Based on training data, prob-
abilistic features represent complexity in term
of out-of-vocabulary (OOV), likelihood of a
sentence, likelihood of a dependency relation,
mapping capability of a source word to multi-
ple target words or vice versa. Complexity re-
lated to phrase-structure and dependency in-
fluences the translation quality of rule-based
MT systems whereas statistical M'T systems
are influenced by probabilistic features. So for
proper classification, we have considered three
types of features viz. (a) phrase-structure
features, (b) dependency features and (c)
probabilistic features. Some of the phrase-
structure and probabilistic features have al-
ready been considered in the work of Sdnchez-
Martinez (2011). However, we have introduced
new features like number of unique Parts ]@9

Speech (POS) tags, POS tag density etc. in
our phrase-structure feature set. Examples of
phrase-structure features are as follows:

o Number of Unique POS Tags (NUPT)

o POS Tag Density (PTD): PTD is a mea-
sure of the ratio of the number of differ-
ent POS tags to the total number of POS
tags.

e Maximum Depth of the Phrase-Structure
Tree (MDST)

e Mean Depth of the Phrase-Structure Tree
(MeanDST) : MeanDST is a measure of
the ratio of the sum of the individual
depths of all leaf nodes to the total num-
ber of leaf nodes.

e Maximum Number of Child Nodes per
Node Found in the Phrase-Structure Tree
(MNCNNFST)

e Mean Number of Child Nodes per Node
Found in the Phrase-Structure Tree
(MeanNCNNFST)

o Number of Internal Nodes (NIN)
Examples of probabilistic features are

e Joint Probability of Input Sentence
(JPIS): We have approximated JPIS us-
ing trigram sequences as shown in Equa-
tion 1.

P(S = wywaws - - - wy) = P(wy)
X P(w2|w1)

X P(w3|w1w2)
X ..

X P(wp|wp—2wp—1)

(1)

e Joint Probability Using N-gram Depen-
dency (JPUND): We have used depen-
dency based language model as reported

in (Shen et al., 2008). JPUND for the
dependency tree shown in Figure 2 is cal-



culated using Equation 2.

JPUND = Pr(repaired)
X Pp(camera | repairedpeqq)

X Pp(my | camerapeqq)

(

(
x Pp(was | my, camerapeqq)
x Pr(already | repairedpeqq)
(

x Pr(? | already, repairedpeqq)

(2)

Here, Pr(w) is the probability that word
w is the root of a dependency tree. Py,
and Pg are left and right side generative
probabilities respectively.

o Maximum Fertility (MF) and Maximum
Distortion (MD) : Fertility is defined as
the number of target words generated
from individual source words in a partic-
ular alignment of training data (Brown et
al., 1990). Distortion is defined as the
reordering distance of target words gen-
erated by a source word in a particular
alignment (Brown et al., 1993). Depend-
ing on the target sentence alignment, each
source word may have multiple fertilities
and distortions. So maximum fertility
and maximum distortion of a source sen-
tence is defined as the highest fertility and
distortion of individual constituent words
of the source respectively. MF and MD
of all vocabulary are pre-calculated dur-
ing training. Later, these values are used
to calculate the MF and MD of a source
input sentence.

Features generated from dependency trees
have already been used for measuring good-
ness of machine translation (Bach et al., 2011;
Goldberg and Orwant, 2013). In this paper we
have introduced dependency based features for
selecting best translation system. Examples of
some of our dependency based features are as
follows:

o Number of Dependency Links (NDL)

o Maximum Dependency Distance (MDD):
Dependency distance is the distance be-
tween head node and its dependent node.
For example, in Figure 2 dependency dis-
tances between the head word “repaire!ﬂo

S1

5Q

e
| PN |
Was PRP$ NN VBN ADVP ?

my camera  repaired RB

already

Figure 1: A phrase-structure tree.

punct

camera repaired already ?

ROOT Was my

Figure 2: A dependency tree.

“

and its dependent words “camera”, “al-
ready” and “?” are 1, 1 and 2 respec-
tively. MDD of the dependency tree
shown in Figure 2 is 4 i.e. distance be-
tween “ROOT” and “repaired”.

o Mean Dependency Distance (MeanDD)

e Standard Deviation of Dependency Dis-
tances (SDDD)

e Maximum amongst the Number of De-
pendents of a Word (MNDW)

Now, using these three types of features we
have extracted the feature values from the
analysis of source sentences. An example of
feature values extracted from the analysis of
an English sentence, “Was my camera repaired
already?”, has been shown in Table 1.

2.2 Feature Selection and
Visualization

A large number of features have an adverse ef-
fect on efficiency and irrelevant features ham-
per the accurate prediction of class label. So,
there is a requirement for reduction of dimen-
sionality by filtering the irrelevant and redun-
dant features. Manual identification of impor-
tant features from a large number of features
is practically not feasible. We have applied
Information Gain (IG) (Lee and Lee, 2006)



Feature Attributes: | NDL | MDD

MNDW

NUPT | PTD | MDST | NIN | JPIS

Feature Values: 6 4 e 1 4

6 1.0 5) 10 -14.4073

Table 1: An example of feature values extracted from the English sentence “Was my camera
repaired already?”. Here, the joint probability value is shown in logarithm scale.

and Chi-square (x?) attribute evaluators (Jin
et al., 2006) on our training data to find out
features which are more relevant for this clas-
sification task. IG and x? attribute evalu-
ators evaluate the worth of an attribute by
computing the value of the information grain
and chi-squared statistic with respect to the
class and rank features accordingly. IG and y?
attribute evaluators only provide rank of the
features. Therefore, features having average
merit value greater than a predefine threshold*
are selected for the classification task. Impact
of these features selected using different tech-
niques, has been discussed in Subsection 3.2.3.

Visualization is important in the context
of feature selection to visualize the underling
representation and goodness of the training
data (Feldman and Sanger, 2006). Visual-
ization helps expert users to determine which
features are important for their classification
task. We have used a freely available visual-
ization tool named as Hierarchical Clustering
Explorer (HCE)®. Figure 3 shows mosaic view
of the feature values in a representative sam-
ple of our training set®. In colour mosaic plot,
graphical pattern of multidimensional data is
represented using colourful tiles depending on
the numerical value of data. High, low and
medium values are represented using bright
red, bright green and black colour respectively.
As a value gets closer to the middle value from
high to low or vice versa, the colour becomes
darker. Here, each row represents individual
feature values for all examples (training in-
stances) whereas each column represents all
feature values for individual instances.

“In our experiment we have manually selected the
threshold values as 10413 and 0.00140.002 for x? and
IG attribute evaluators respectively

SHCE tool is available at http://www.cs.umnd.edu/
hcil/hce/

5Using HCE, interested readers can see the actual
representation of the feature values in our training
data which is available at http://14.139.223.13f,§1
download/

Fi1G

Figure 3: Visualization of multi dimensional
features.

3 Experiments

3.1 Questions to Answer

Experiments in the current study are con-
ducted to answer the following questions:

e Can features extracted from source sen-
tences predict the quality of a MT sys-
tem?

e Which machine learning algorithm is
most appropriate for this classification
task?

o How selection of different types of features
influences the performances of classifiers?

In our work, the experiment has been con-
ducted on English-Bangla MT systems.

3.2 Experiments on English-Bangla
Machine Translation Systems

In our classification problem, we have two
classes “AnglaMT” and “GoogleMT” repre-
senting AnglaBharati and Google MT system
respectively. We have considered two MT sys-
tems belong to two different paradigms. The
first one is a pseudo interlingua based (rule-
based) MT approach and later one follows a
statistical approach.

3.2.1 Data Preparation

We have collected 20k English
tences from Basic Travel Expression Corpus

sen-




(BTEC) (Takezawa et al., 2007) and manually
translated them into Bangla. At the time
of translating these sentences, two machine
translations generated from AnglaBharati
and Google MT systems have been provided
to manual translators for their assistance. We
also have collected a corpus of 50k English-
Bangla parallel sentences which has been
prepared for Health and Tourism domain
under the Indian Languages Corpora Initia-
tive (ILCI) project initiated by the DEITY,
Govt. of India’ (Jha, 2010). The first corpus
contains from basic expression
dialogues of Travel domain. The second
corpus contains 25k sentences from Health
and 25k sentences from Tourism domain.
Thus, we have collected total 70k English-
Bangla parallel aligned sentences. Then we
randomly selected 7k English sentences out
of 70k and automatically translated them
using both rule-based and statistical MT
systems. For the rule-based MT we selected
English to Bangla AnglaBharati system
and for statistical MT we used Google MT
system. Thus, we have prepared a dataset
of Tk sentences having three translations
of each English sentence i.e. one manual
translation, two machine translations from
a rule-based and a statistical MT system.
Both the systems provide multiple transla-
tions. In case of multiple translations, we
have selected the translation having highest
BLEU (Papineni et al., 2002) score with the
reference manual translation, so that the
translation closest to the reference translation
gets selected. After preparing these raw data
having English sentences with their respective
translations, we have applied all the feature
functions on the English sentences to extract
the feature values.  Phrase-structure fea-
tures (Zhang et al., 2008) are extracted from
phrase-structure trees generated using Char-
niak parser (http://cs.brown.edu/~ec/).
We have extracted dependency based
features from dependency trees. De-
pendency trees are extracted using malt
parser (http://www.maltparser.org/).
Probabilistic features are extracted us-
ing Moses toolkit (Koehn et al., 2007)
(http://www.statmt.org/moses/). To

sentences

"The corpus is available at http:// Www.tdil—dc.inl/72

prepare the balanced dataset (Longadge
and Dongre, 2013), we have selected 5906
instances® from 7k data, such that propor-
tion of the classes become 50%. The final
dataset has been prepared in arff format
having 20 attributes, 2 classes and 5906
rows of instances. Each row contains 20
numerical feature values corresponding to
20 attributes. For the English sentence
“Was my camera repaired already?”, an
instance of the training data looks like
{6,4,---,4,6,1.0,5,10,—14.4073, Angla M T'}
(see Table 1). We assigned a class label
“AnglaMT” if the BLEU score of the transla-
tion generated from AnglaBharati MT system
is higher than translation generated from
Google MT system otherwise, “GoogleMT”
class label is assigned.

3.2.2 Experiment with Different
Classifiers

We have used a WEKA data mining
toolkit? (Witten and Frank, 2005) with
default parameters for classifying MT systems
based on the features extracted from the
analysis of source sentences. Relevant fea-
tures are extracted using an Information Gain
Attribute Evaluator (IGAE) and a Chi-square
Attribute Evaluator (CSAE) available in
WEKA toolkit!?. We have compared among
different classifiers like WEKA implementa-
tion of Naive Bayes, IBk (Aha et al., 1991)
- a Lazy or Instance based learner that uses
K-nearest neighbour algorithm, Multi Layer
Perceptron (MLP) (Mitchell, 1997), LibSVM
- a library for Support Vector Machines (Cris-
tianini and Shawe-Taylor, 2000), Logistic
- a class for building and using a multino-
mial logistic regression model with a ridge
estimator (Le Cessie and Van Houwelingen,
1992) and Voted Perceptron (VP) (Freund
and Schapire, 1999). These classifiers are
trained on the dataset as discussed in Sub-
section 3.2.1. We have experimented using
10-fold cross validation on the same training

80ur dataset is available at http://14.139.223.
131/download/ so that researchers can experiment on
it by applying their approaches.

‘WEKA data mining toolkit is available at http:
//www.cs.waikato.ac.nz/~ml/weka/

The class implementing IGAE and CSAE are
weka.attributeSelection.InfoGainAttributeEval

and weka.attributeSelection.ChiSquaredAttributeEval



data.  To measure statistical significance
of the performance of each of the classi-
fiers, we have used the class implementing
the Paired T-Tester (Mangal, 2012) which is
weka.experiment.PairedCorrectedTTester.

3.2.3 Contributions of Feature Sets

We have designed our experiment to see the
impact of individual types of features as well as
combined effect on this classification task. We
have conducted nine experiments using these
WEKA implementations of classifiers on the
same dataset. Each classifier is experimented
using the following feature sets:

1. SF: a feature set contains only phrase-
structure features.

2. DF: a feature set is prepared considering
only dependency based features.

3. PF': a feature set having only probabilistic
features.

4. SF + DF.

5. SF 4+ PF: this is similar feature set
used by Sanchez-Martinez (2011), except
some extra phrase-structure features like
NUPT, PTD etc.

6. DF + PF.
7. SF + DF + PF.

8. IGF: important features are extracted us-
ing IGAE.

9. x2F: relevant features are extracted using
CSAE.

4 Results and Discussion

Figure 4 shows the performances of different
classifiers using 10-fold cross validation and
considering all feature values. These perfor-
mances are measured in term of Percentage
Correct. It has been seen that the nearest
neighbour classifier i.e. IB1 outperforms any
other classifier considered. It uses normal-
ized Euclidean distance to find the training
instance closest to the given test instance and
predicts the same class according to this train-
ing instance. We have measured the contribu-
tions of different feature sets in terms of Per-
centage Correct obtained using 10-fold croké3

validation of the same training data. The re-
sults of our experiments on different feature
sets have been shown in Table 2. Standard de-
viations of Percentage Corrects of each of the
classifiers are shown within brackets. More-
over, these values are statistically significant
within 95% confidence intervals. From the ex-
perimental results, we can see that the perfor-
mance constantly improves when we used com-
bined feature sets. Moreover, performances of
all the classifiers except 1Bk improve for the
feature type SF+DF+PF. However, best per-
formance has been achieved using IB1 for the
feature type SF+PF. Though the introduction
of DF does not substantially improve the per-
formance of IB1, but it has been observed that
this introduction helps to improve the perfor-
mance of other classifiers. For instance, we can
see from Table 2, an overall increment of 2.5
for LibSVM, 0.97 for MLP and 1.05 for VP
has been achieved.

o Percentage Correct (%) mmm
851
80 |

75|

70 |

Percentage Correct (%)

651

60 L

55

"% Classifiers

Figure 4: Comparison among performances of
different classifiers for choosing best MT sys-
tem.

5 Conclusions

In this paper, we have proposed a machine
learning approach for selecting a MT system
producing most appropriate translation be-
fore translating the input sentence. The pre-
diction is done depending only on the fea-
tures extracted from a source sentence with-
out knowing the inner process of the MT sys-
tem. Our approach uses phrase-structure,
probabilistic and dependency features. Pri-
marily, the proposed approached has been ap-



Classifiers
Feature Set | Naive Bayes | 1Bl IB2 IB3 | Logistic | LibSVM | MLP VP
SF 56.09 84.34 | 66.31 | 60.59 | 57.72 60.56 56.56 | 55.49
(1.97) (1.56) | (1.54) | (1.74) | (2.22) (1.86) (2.75) | (2.06)
DF 56.00 80.10 | 66.87 | 62.42 | 57.08 59.18 54.95 | 55.75
(1.96) (1.69) | (1.90) | (1.96) | (2.01) (1.71) (2.56) | (1.86)
PF 55.70 87.31 | 65.73 | 59.78 | 56.55 61.55 55.15 | H3.11
(1.88) (1.30) | (1.52) | (1.71) | (2.32) (2.10) (2.70) | (1.96)
SF+DF 56.23 86.14 | 66.20 | 60.19 | 58.27 66.44 57.69 | 57.13
(1.98) (1.70) | (2.07) | (2.05) | (2.00) (2.07) (2.47) | (1.91)
SF+PF 55.99 87.77 | 66.60 | 60.51 | 59.09 68.28 57.43 | 55.93
(1.92) (1.36)| (1.56) | (1.87) | (2.22) | (1.81) (2.31) | (1.88)
SF+DF+PF | 56.14 87.55 | 65.85 | 60.05 | 59.02 70.78 58.40 | 56.98
(1.98) (1.38)| (1.84) | (2.02) | (2.56) | (2.10) (2.56)| (1.93)
IGF 55.78 87.03 | 65.11 | 59.82 | 58.86 69.86 57.64 | 57.64
(1.94) (1.47) | (1.82) | (2.08) | (2.26) (2.07) (2.64) | (2.64)
’F 55.83 87.11 | 65.07 | 60.51 | 58.73 69.71 57.80 | 56.49
(1.95) (1.38) | (1.93) | (2.01) | (2.27) (1.89) (2.42) | (1.92)

Table 2: Contributions of different feature

plied on English-Bangla MT systems. Experi-
ment shows IB1 classifier provides statistically
significant performance (with 95% confidence)
considering all types of features. The proposed
approach is language independent and can be
applied on any language pair where multiple
MT systems are available. Features used in
this paper can also be applied on similar NLP
tasks where measuring confidence of the sys-
tem is required.

5.1 Where from Here?

We think the next step should be examining
the human and machine translations in paral-
lel to have insight into which features are more
central in determining quality of MT systems.
Given these features, we would like to employ
an ensemble classifier (Dietterich, 2000) to
combine the predictions of multiple classifiers.
Because ensembles can often perform better
than any single classifier. As a future work,
we are also planing to use a development set
to tune the trained classifiers. Moreover, we
would also like to use different configuration
of WEKA to see the changes in performances
of individual classifiers. In this classification
task, we have seen that the best performance
is achieved by the IB1 which is basically an
instance based classifier. The competence of
instance based learners depends on several fak 4

sets measure in Percentage Correct (%).

tors viz. size, position of instances in multidi-
mensional feature space and inherent problem
complexity due to decision boundary (Massie,
2006). Therefore, we are also planing to con-
centrate on these factors for further improve-
ment of the performance of this classifier.
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