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Abstract

In this paper, we introduce a novel graph
based technique for topic based multi-
document summarization. We transform
documents into a bipartite graph where
one set of nodes represents entities and the
other set of nodes represents sentences. To
obtain the summary we apply a ranking
technique to the bipartite graph which is
followed by an optimization step. We test
the performance of our method on several
DUC datasets and compare it to the state-
of-the-art.

1 Introduction

Topic-based multi-document summarization aims
to create a single summary from a set of given
documents while considering the topic of inter-
est. The input documents can be created by query-
ing an information retrieval or search engine for a
particular topic and retaining highly ranked docu-
ments, or by clustering documents of a large col-
lection and then using each cluster as a set of input
documents (Galanis et al., 2012). Here, each clus-
ter of the set of documents contains a representa-
tive topic.

A summary extracted from a set of input doc-
uments must be related to the topic of that set.
If textual units (or sentences) extracted from
different documents convey the same informa-
tion, then those units are called redundant. Ide-
ally, the multi-document summary should be non-
redundant. Hence each textual unit in a summary
should convey unique information. Still, all ex-
tracted textual units should be related to the topic.
They should also make up a coherent summary.

When building summaries from multiple docu-
ments belonging to different sets, a system should
attempt to optimize these three basic properties:

1. Relevance: A summary should contain only

15

those textual units which are relevant to the
topic and provide useful information.

Non-redundancy: A summary should not
contain the same information twice.

. Readability: A summary should have good
readability (syntactically well formed, no
dangling pronouns, coherent, ...).

Generally, multi-document summarization sys-
tems differ from each other on the basis of docu-
ment representation, sentence selection method or
on the requirements for the output summary. Pop-
ular methods for document representation include
graph-based representations (e.g. LexRank (Erkan
and Radev, 2004) and TextRank (Mihalcea and Ta-
rau, 2004)) and tf-idf vector-based representations
(Luhn, 1958; Nenkova and Vanderwende, 2005;
Goldstein et al., 2000). These document represen-
tations act as input for the next phase and provide
information about the importance of individual
sentences. Sentence selection is the crucial phase
of the summarizer where sentence redundancy
must be handled in an efficient way. A widely
used technique is the greedy approach introduced
by Carbonell and Goldstein (1998) and Goldstein
et al. (2000). They compute a relevance score for
all sentences with regard to the topic, start by ex-
tracting the most relevant sentence, and then itera-
tively extract further sentences which are relevant
to the topic and at the same time most dissimilar
to already extracted sentences. Later more fun-
damental optimization methods have been widely
used in multi-document summarization, e.g. Inte-
ger Linear Programming (ILP) (McDonald, 2007;
Gillick et al., 2009; Nishikawa et al., 2010; Gala-
nis et al., 2012). Unlike most other approaches
(Galanis et al., 2012) has also taken into account
the readability of the final summary.

In this work, we introduce an extractive
topic based multi-document summarization sys-
tem which represents documents graphically and
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optimizes the importance of sentences and non-
redundancy. The importance of sentences is ob-
tained by means of applying the Hubs and Author-
ities ranking algorithm (Kleinberg, 1999) on the
unweighted bipartite graph whereas redundancy in
the final summary is dealt with entities in a graph.

In Section 2 we introduce the state-of-the-art in
topic based multi-document summarizaton. Sec-
tion 3 provides a detailed description of our ap-
proach. Experiments are described in Section 4
where we also briefly describe the datasets used
and the results. Section 5 discusses the results of
our approach, and in Section 6 we finally give con-
clusions.

2 Related work

A graph-based representation of documents for
summarization is adopted by various approaches.
For instance, TextRank by Mihalcea and Tarau
(2004) applies the PageRank algorithm (Brin and
Page, 1998) to extract important sentences for sin-
gle document summarization. This ranking algo-
rithm proclaims the importance of a sentence by
considering the global information which is com-
puted recursively from the entire graph. Later,
the graph is converted into a weighted graph in
which the weights are calculated by measuring the
similarity of sentences (Mihalcea, 2004). Simi-
larly, in the LexRank approach (Erkan and Radev,
2004), documents are represented as a similarity
graph in which the sentences are nodes and these
sentences are then ranked according to centrality
measures. The three centrality measures used are
degree, LexRank with threshold and continuous
LexRank. LexRank is a measure to calculate ranks
using the similarity graph of sentences. It is also
known as lexical PageRank. The summarization
approach developed by Gong and Liu (2001) is
also based on ranking sentences where important
sentences are selected using a relevance measure
and latent semantic analysis.

Later, for better performance, sentences are
classified according to their existence in their final
summary in binary format i.e. 1 (belongs to sum-
mary) and O (doesn’t belong to summary) (Shen et
al., 2007; Gong and Liu, 2001). Here, the sen-
tences are projected as feature vectors and con-
ditional random fields are used to classify them.
During document processing, most informative
sentences are selected by the summarizer (Shen
et al., 2007). Fattah and Ren (2009) also consid-
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ers summarization as two class classification prob-
lem. They use a genetic algorithm and mathemati-
cal regression to select appropriate weights for the
features and used different classification technique
for e.g. feed forward neural network, probablistic
neural network and Gaussian mixture models.

In the summarization task, optimization of the
three properties discussed in Section 1, relevance,
non-redundancy and readability, is required. This
is a global inference problem, which can be solved
by two approaches. Firstly, relevance and redun-
dancy can be optimized simultaneously. For in-
stance, Goldstein et al. (2000) developed a met-
ric named MMR-MD (influenced by the Max-
imum Marginal Relevance (MMR) approach of
Carbonell and Goldstein (1998)) and applied it to
clusters of passages. Similarly, influenced by the
SumBasic system (Nenkova and Vanderwende,
2005), Yih et al. (2007) developed a system which
assigns a score to each term on the basis of po-
sition and frequency information and selects the
sentence having highest score. Other approaches
are based on an estimate of word importance (e.g.
Lin and Hovy (2000)) or the log likelihood ratio
test which identifies the importance of words using
a supervised model that considers a rich set of fea-
tures (Hong and Nenkova, 2014). Finally, Barzi-
lay and Elhadad (1999) extract sentences which
are strongly connected by lexical chains for sum-
marization. The second approach deals with rel-
evance and redundancy seperately. For instance,
McKeown et al. (1999) create clusters of similar
sentences and pick the representative one from ev-
ery cluster. The representative sentence of a clus-
ter of sentences takes care of the requirement to
extract relevant information whereas clustering re-
duces the redundancy.

McDonald (2007) proposes a new ILP opti-
mization method for extractive summarization. He
introduces an objective function which maximizes
the importance of sentences and minimizes the
similarity of sentences. ILP methods for optimiza-
tion have also been adopted by Berg-Kirkpatrick
et al. (2011),Woodsend and Lapata (2012) and
Galanis et al. (2012). Until now, Galanis et
al. (2012) have reported the highest scores for
multi-document summarization on DUC2005 and
DUC2007. However, their approach is not com-
pletely unsupervised.



3 Our method

This section describes the technique, which we
adopted for summarization. We start by discussing
the graphical representation of the text followed
by a description how to quantify the importance
of sentences in the input texts. We then discuss
the ILP technique which optimizes the importance
of sentences and redundancy.

3.1 Graphical representation of text

The graphical representation of a text makes it
more expressive than a traditional #f-idf depiction
for summarization. A graph can easily capture
the essence of the whole text without leading to
high computational complexity. Guinaudeau and
Strube (2013) introduced a bipartite graph repre-
sentation of text based on the entity grid (Barzilay
and Lapata, 2008) representation of text. The pro-
jection of this bipartite graph representation has
been used for calculating the local coherence of
a text (Guinaudeau and Strube, 2013). The basic
intuition to use a bipartite graph for summariza-
tion is that it contains entity transitions similar to
lexical chains (Barzilay and Elhadad, 1999). An
appropriate measure to determine the importance
of sentences by considering strong entity transi-
tions indicates the information central to a text bet-
ter than simply giving scores on the basis of most
frequent words. The unweighted bipartite graph
G = (Vi Ve, L) contains two sets of nodes, Vs
corresponding to the sentences from the input text
and V. corresonding to the entities, and a set of
edges represented by L. Figure 1 shows a model
summary from the DUC 2006 data, which is trans-
formed into an entity grid in Figure 2 (Barzilay
and Lapata, 2008; Elsner and Charniak, 2011).
Here, cells are filled with the syntactic role a men-
tion of an entity occupies in a sentence. Subjects
are denoted by S, objects by O and all other roles
by X. If an entity is not mentioned in a sentence
then the corresponding cell contains “-”. In the
corresponding bipartite graph (Figure 3), edges are
created between a sentence and an entity only if
the entity is mentioned in a sentence (the cell in
entity grid is not “-”*). Since this is a dyadic graph,
there are no edges between nodes of the same set.

3.2 Ranking the importance of sentences

A graph based ranking algorithm is used to cal-
culate the importance of a sentence represented
as a node in the graph discussed above. In con-
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trast to the local information specific to a ver-
tex, graphical ranking algorithms take (graph-)
global information to calculate the rank of a node.
The Hyperlink-Induced Topic Search algorithm
(HITS, also known as Hubs and Authorities) by
Kleinberg (1999) is used to rank sentences in our
method. This algorithm considers two types of
nodes, hence it is well suited to rank sentences in
our bipartite graph. Entities are considered as hub
nodes, and sentences are considered as authority
nodes. The importance of a sentence is calculated
in two steps:

e Hub update rule: Update each node’s hub
score to be equal to the sum of the author-
ity scores of each node that it points to. It can
be written as:

HubScore = A - AuthorityScore (1)

Here, A is an adjacency matrix which represents
the connection between the nodes in a graph.

e Authority update rule: In this step, each au-
thority node is updated by equating them to
the sum of the hub scores of each node, which
is pointing to that authority node. It can be
written as:

AuthorityScore = AT . HubScore (2)

Hence, the authority weight is high if it is
pointed at by a hub having high weights.

Given some intial ranks to all nodes in a graph,
the hub and authority update rules are applied un-
til convergence. After applying this algorithm, the
rank of every node is obtained. The rank is consid-
ered as importance of the node within the graph.
We normalize the ranks of sentences according to
sentence length to avoid assigning high ranks to
long sentences.

To incorporate important information from doc-
uments, ranks of entities are incremented by
Rank+t fioc-idf 4o in every iteration, where ¢ f 7,
shows the importance of an entity in a document
by calculating the frequency whereas idfg,. is an
inverse document frequency from the current clus-
ter. Rank +t fqoc - idf 4oc 1s used in calculating the
AuthorityScore. Initially, the Rank can be any nu-
merical value but after every iteration of the HITS
algorithm it will be updated accordingly.



S1 The treatment of osteoarthritis includes a number of non-steroidal anti-inflammatory drugs such as
aspirin, acetaminophen, and ibuprofen.

S These drugs, however, cause liver damage and gastrointestinal bleeding and contribute to thousands
of hospitalizations and deaths per year.

S3 New cox-2 inhibitor drugs are proven as effective against pain, with fewer gastrointestinal side
effects.

S4 The two together appeared to reduce knee pain after 8 weeks.

Figure 1: Model summary from DUC 2006
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Figure 2: Entity grid of the model summary from Figure 1
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Figure 3: Bipartite graph derived from the entity grid from Figure 2

3.3 Optimization algorithm be evaluated with respect to other sentences. We
calculate non-redundancy by the number of un-
shared entities, i.e. entities which are not shared
by other sentences, after appending a sentence to
a summary. The least redundant sentence will in-
crease the number of entities in the final summary.

In topic-based multi-document summarization,
the final summary should be non-redundant. At
the same time it should contain the important in-
formation from the documents. To achieve these
two conditions, we employ integer linear program-
ming (ILP) to obtain an optimal solution. In ILP

we maximize an objective function. Our objective

n
function, given in Equation 3, has two parts: the max()\lz(Rank (si) + topicsim(si))-x;
i=1

importance of a summary and the non-redundancy " (3)
of a summary. Th.e values obtained after ranking 4 )‘QZ u;)

by the HITS algorithm are used as the importance =

of sentences for ILP. Non-redundancy can not be

calculated for a single sentence. Instead, it has to Equation 3 is the objective function where m is
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‘ Topic ‘ Documents per topic | Human Summaries | Word limit in final summary

DUC 2005 | 50 25-50
DUC 2006 | 50 25
DUC 2007 | 45 25

4-9 250
4 250
4 250

Table 1: Document Statistics

the number of entities in a document and 7 is the
number of sentences in a document. z; and y; are
binary variables for sentences and entities respec-
tively. \; and A are tuning parameters. Rank(s;)
is a rank of a sentence s; obtained by applying the
HITS algorithm. Since, we work on topic-based
multi-document summarization, we include topic
information by calculating topicsim(s;), which
captures the cosine similarity of a sentence s; with
the corresponding topic. If the topic contains more
than one sentence then we take an average of co-
sine similarity with a sentence s;. The constraints
on the variables are shown in Equations 4-6:

n
ZLen(si) -x; < Len(summary)
i=1

“

Here, Len(s;) and Len(summary) are the
number of words in a sentence s; and in the fi-
nal summary, respectively. This constraint does
not allow the length of final summary to exceed its
maximum length. The maximum length varies de-
pending on the datasets discussed in Section 4.1.

Zyj > Entities(s;),fori=1,...,n (5)

jeE;

In constraint 5, E; is a set of entities present in
a sentence s;. The number of entities present in a
sentence is represented as Entities(s;). If a sen-
tence s; is selected then the entities present in a
sentence are also selected(} | y; = Entities(s;)).
Whereas, if a sentence s; is not selected then
some of its entities can also be selected because
they may appear in already selected sentences
(Entities(s;) = 0, .. Y y; > 0). In both the
cases, constraint 5 is not violated.

Z:piz;yj,forjzl,...,m

€S

(6)

In constraint 6, .S; is a set of sentences contain-
ing entity y;. This constraint shows that, if an en-
tity y; is selected then at least one sentence is se-
lected which contains it (y; = 1, .. > z; > 1). If
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an entity y; is not selected, then it is possible that
none of the sentences which contain it may not be
selected (y; = 0,.". > z; = 0). Also, constraint 4
holds in either of the cases.

4 Experiments

We perform experiments on various DUC datasets
to compare the results with state-of-the-art sys-
tems.

4.1 Datasets

Datasets used for our experiments are DUC2005
(Dang, 2005), DUC2006 (Dang, 2006) and
DUC2007! . Each dataset contains group of re-
lated documents. Each group of documents con-
tains one related topic or a query consisting of a
few sentences. In DUC, the final summary should
respond to the corresponding topic. Also, the sum-
mary cannot exceed the maximum allowed length.
For instance, in DUC2005, 250 words are allowed
in the final summary. Every document cluster has
corresponding human summaries for evaluating
system summaries on the basis of ROUGE scores
(Lin, 2004). The sources of DUC datasets are Los
Angeles Times, Financial Times of London, As-
sociated Press, New York Times and Xinhua news
agency. We employ ROUGE SU4 and ROUGE 2
as evaluation metrics. ROUGE returns recall, pre-
cision and F-score of a system, but usually only re-
call is used in for evaluating automatic summariza-
tion systems, because the final summary does not
contain many words. Hence, if the recall is high
then the summarization system is working well.
Document statistics is provided in Table 1.

4.2 Experimental setup

We use raw documents from the various DUC
datasets as input for our system. We remove non-
alphabetical characters from the documents. Then
we obtain a clean sentence split by means of the
Stanford parser (Klein and Manning, 2003) so that
the sentences are compatible with the next steps.

"http://www-nlpir.nist.gov/projects/
duc/index.html



ROUGE-2 | ROUGE-SU4 Dataset | ROUGE-2 | ROUGE-SU4
A =05& X2 =05 0.07950 0.14060 DUC 2005 (32) | 0.07975 (1) | 0.14105 (1)
AM=06&X =04 0.07956 0.14071 DUC 2006 (35) | 0.08969 (3) | 0.15070 (2)
A =0.7&X=0.31] 0.07975 0.14105 DUC 2007 (32) | 0.10928 (6) | 0.16735 (5)
A =08& X =021 0.07976 0.14106
AL =0.9& M\ =0.1 0.07985 0.14107 Table 3: System performance (and rank) on the

Table 2: Results on different A\’s on DUC 2005

We use the Brown coherence toolkit (Elsner and
Charniak, 2011) to convert the documents into the
entity grid representation from which the bipar-
tite graph is constructed (Guinaudeau and Strube,
2013). Entities in the graph correspond to head
nouns of noun phrase mentioned in the sentences.
The ranking algorithm from Section 3.2 is applied
to this graph and returns the importance score of
a sentence as required by the objective function
given in Equation 3. Next optimization using ILP
is performed as described in Section 3.3. We use
GUROBI Optimizer*for performing ILP. ILP re-
turns a binary value, i.e., if a sentence should be
included in the summary it returns 1, if not it re-
turns 0. We set A\ 0.7 and Ao 0.3 for
all datasets. We did not choose the optimal val-
ues, but rather opted for ones which favor impor-
tance over non-redundancy. We did not observe
significant differences between different A values
as long as A1 > \g (see Table 2). The sentences in
the output summary are ordered according to their
ranks. If the output summary contains pronouns,
we perform pronoun resolution in the source doc-
uments using the coreference resolution system by
Martschat (2013). If pronoun and antecedent oc-
cur in the same sentence, we leave the pronoun.
If the antecedent occurs in an earlier sentence, we
replace the pronoun in the summary by the first
element of the coreference chain the pronoun be-
longs to. Except for setting A; and Ay on DUC
2005, our approach is unsupervised, as there is no
traning data required. The recall (ROUGE) scores
on different datasets are shown in Table 3.

Table 3 shows that our system would have per-
formed very well in the DUC 2005 and DUC 2006
competitions with ranks in the top 3 and well in
the DUC 2007 competition. Since the compe-
titions date a while back, we compare in addi-
tion to the current state-of-art in multi-document
summarization. To our knowledge Galanis et al.

2Gurobi Optimization, Inc., http://www.gurobi.
com

20

DUC 2005, 2006 and 2007 (main) data. The num-
ber in parenthesis after the DUC year indicates the
number of competing systems.

(2012) report the best results on DUC 2005 data.
While their ROUGE-2 score is slightly better than
ours, we outperform them in terms of ROUGE-
SU4 (0.14105 vs. 0.13640), where, to our knowl-
edge, our results are the highest reported so far.
However, their results on DUC 2007 (ROUGE-2
0.12517 and ROUGE-SU4 0.17603) are still quite
a bit better than our results. On the DUC 2006
data we outperform the HIERSUM system by
Haghighi and Vanderwende (2009) on ROUGE-
2 (0.08969 vs. 0.086) as well as on ROUGE-
SU4 (0.15070 vs. 0.143). On the DUC 2007
data, our results are worse than theirs on ROUGE-
2 (0.10928 vs. 0.118) and on par on ROUGE-
SU4 (0.16735 vs. 0.167). The system which won
the DUC 2007 task, PYTHY by Toutanova et al.
(2007), performs similar to HIERSUM and hence
slightly better than our system on these data. The
recent work by Suzuki and Fukumoto (2014) eval-
uates also on DUC 2007 but reports only ROUGE-
1 scores. We obtain a ROUGE-1 score of 0.448 on
DUC 2007 which is better than Suzuki and Fuku-
moto (2014) (0.438) as well as PYTHY (0.426).
The best ROUGE-1 score reported to date has
been reported by Celikyilmaz and Hakkani-Tiir
(2010) with 0.456. The difference between this
score and our score of 0.448 is rather small.

5 Discussion

Several approaches have been proposed for topic
based multi-document summarization on the DUC
datasets we use for our experiments. The best re-
sults to date have been obtained by supervised and
semi-supervised systems. The results of our sys-
tem are mostly on par with these systems though
our system is unsupervised (as mentioned in Sec-
tion 4 the values for A\; and A, in the objective
function (Equation 3) were not tuned for optimal
ROUGE scores but rather set for favoring impor-
tance over non-redundancy).

We compared our results with various state-of-



Si
So What equipment and techniques are used?

What are plans for future related activity?

What is being learned from the study of deep water, seabeds, and deep water life?

Figure 4: Topic containing interrogative words from DUC 2007

S1
Sa
S3
Sy

I’ve started to use irrigation hoses called “leaky pipe”.
Soil’s usually best to water the target area a few days before I plan to dig.
If I don’t place element in the root zone , element can’t be added later when the plants are growing.

The new composts were much lighter and more suitable for container plants in garden centres and

through these were rapidly introduced to gardeners.

Figure 5: Sentences containing dangling first person pronoun from DUC 2005

the-art systems, and our system is giving compet-
itive results in both ROUGE-2 and ROUGE-SU4
scores. However, the ROUGE-2 score of Galanis
et al. (2012) on DUC 2005 is slightly better than
our score. This might be because they use bigram
information for redundancy reduction. However,
they need training data for sentence importance.
Hence their system has to be classified as super-
vised while ours is unsupervised.

We have also calculated the ROUGE-1 score
on DUC 2007 and compared it with state-of-
the-art approaches. HybHsum (Celikyilmaz and
Hakkani-Tiir, 2010) has obtained the top ROUGE-
1 score on DUC 2007 with 0.456. However,
HybHsum is a semi-supervised approach which
requires a labeled training data. The difference
between our ROUGE-1 score of 0.448 and HybH-
sum ROUGE-1 score on DUC2007 is not signif-
icant (to be fair, achieving significant improve-
ments in ROUGE scores on DUC data is very dif-
ficult). In contrast to HybHsum, our approach is
unsupervised.

Our method computes importance on the basis
of a bipartite graph. We believe that our bipartite
graph captures more information than the general
graphs used in earlier graph-based approaches to
automatic summarization. Entity transition infor-
mation present in the bipartite graph of a docu-
ment, helps us in finding the salient sentences. Our
approach works well if the graph is not sparse.

We observed a couple of problems in the out-
put of our system which we plan to address in
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future work. If topics contain interrogative pro-
nouns as shown in Figure 4 the mapping between
topic and sentences from the documents does not
work well. We need to resolve which entities the
interrogative pronouns refer to. Another problem
occurs, because the coreference resolution system
employed does not resolve first person pronouns.
Hence, we end up with summaries containing dan-
gling first person pronouns as shown in Figure 5.
However, our system appears to work reasonably
well in other cases where the summaries are co-
herent and readable and also have a high ROUGE
score as shown in the summary from DUC 2007
data in Figure 6.

6 Conclusions

In this paper, we have presented an unsuper-
vised graph based approach for topic based multi-
document summarization. Our graph based ap-
proach provides state-of-the-art results on various
datasets taken from DUC competitions. The graph
based representation of a document makes com-
putation very efficient and less complex. In future
work, we incorporate the syntactic roles of enti-
ties, to provide more information in the method.
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The European Parliament , angered by Turkey ’s human rights record , voted Thursday to freeze hundreds
of millions of US dollars in aid to Turkey for setting up a customs union with the EU. Since then , the
EU has been trying to patch up the relationship , with several leaders of member countries insisting
that Turkey ’s place is in the union. The special aid is part of the agreement between the European
Union EU and Turkey on the establishment of a customs union between the two sides. “ The European
Union , without renouncing its principles , ”” will have to decide in December to allow Turkey to become
a formal candidate for EU membership. ANKARA , February 27 Xinhua Turkey today welcomed the
European Union ’s attitude toward its dispute with Greece and urged the EU to release financial assistance
immediately despite Greek efforts to block it. After the decision in December to exclude Turkey from
the first wave of enlargement talks , Turkey put its relations with the 15 member union on hold. During
Solana stay here , Turkish leaders reiterated their position to link the expansion of the NATO with Turkey
’s entry into the European Union. The European Union , European Union Ankara wants to join , is
pressing Turkey to find a peaceful solution to the war. The statement added that Greece , despite its
attempts , was unable to get the support of the other 14 European Union members in getting a statement
that would express solidarity with Greece and condemn Turkey. Both the European Union and the United
States criticized Turkey for jailing Birdal.

Figure 6: Output summary from DUC 2007
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