
EACL 2014

14th Conference of the European Chapter of the
Association for Computational Linguistics

Proceedings of the 3rd Workshop on Predicting and
Improving Text Readability for Target Reader Populations

(PITR)

April 27, 2014
Gothenburg, Sweden



c©2014 The Association for Computational Linguistics

Order copies of this and other ACL proceedings from:

Association for Computational Linguistics (ACL)
209 N. Eighth Street
Stroudsburg, PA 18360
USA
Tel: +1-570-476-8006
Fax: +1-570-476-0860
acl@aclweb.org

ISBN 978-1-937284-91-6

ii



Introduction

Welcome to the Third International Workshop on Predicting and Improving Text Readability for Target
Reader Populations (PITR).

The last few years have seen a resurgence of work on text simplification and readability. Examples
include learning lexical and syntactic simplification operations from Simple English Wikipedia revision
histories, exploring more complex lexico-syntactic simplification operations requiring morphological
changes as well as constituent reordering, simplifying mathematical form, applications for target users
such as dyslexics, deaf students, second language learners and low literacy adults, and fresh attempts at
predicting readability.

The PITR 2014 workshop has been organised to provide a cross-disciplinary forum for discussing key
issues related to predicting and improving text readability for target users. It will be held on April 27,
2014 in conjunction with the 14th Conference of the European Association for Computational Linguistics
in Gothenburg, Sweden, and is sponsored by the ACL Special Interest Group on Speech and Language
Processing for Assistive Technologies (SIG-SLPAT).

These proceedings include fifteen papers that cover various perspectives on the topic: simplification in
specific domains such as medicine and patents, simplification for specific languages, tailoring text for
specific users (e.g., dyslexia and autism), development of new corpora, automatic system evaluation,
analyses of human simplifications, studies of human reading, and predicting the reading level of text in
general and for particular genres.

We hope this volume is a valuable addition to the literature, and look forward to an exciting Workshop.

Sandra Williams
Advaith Siddharthan
Ani Nenkova
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Abstract
This study explores the possibility of re-
placing the costly and time-consuming
human evaluation of the grammaticality
and meaning preservation of the output
of text simplification (TS) systems with
some automatic measures. The focus is on
six widely used machine translation (MT)
evaluation metrics and their correlation
with human judgements of grammatical-
ity and meaning preservation in text snip-
pets. As the results show a significant cor-
relation between them, we go further and
try to classify simplified sentences into:
(1) those which are acceptable; (2) those
which need minimal post-editing; and (3)
those which should be discarded. The pre-
liminary results, reported in this paper, are
promising.

1 Introduction

Lexically and syntactically complex sentences can
be difficult to understand for non-native speak-
ers (Petersen and Ostendorf, 2007; Aluı́sio et
al., 2008b), and for people with language impair-
ments, e.g. people diagnosed with aphasia (Car-
roll et al., 1999; Devlin, 1999), autism spectrum
disorder (Štajner et al., 2012; Martos et al., 2012),
dyslexia (Rello, 2012), congenital deafness (Inui
et al., 2003), and intellectual disability (Feng,
2009). At the same time, long and complex sen-
tences are also a stumbling block for many NLP
tasks and applications such as parsing, machine
translation, information retrieval, and summarisa-
tion (Chandrasekar et al., 1996). This justifies the
need for Text Simplification (TS) systems which
would convert such sentences into their simpler
and easier-to-read variants, while at the same time
preserving the original meaning.

So far, TS systems have been developed for En-
glish (Siddharthan, 2006; Zhu et al., 2010; Wood-

send and Lapata, 2011a; Coster and Kauchak,
2011; Wubben et al., 2012), Spanish (Saggion et
al., 2011), and Portuguese (Aluı́sio et al., 2008a),
with recent attempts at Basque (Aranzabe et al.,
2012), Swedish (Rybing et al., 2010), Dutch
(Ruiter et al., 2010), and Italian (Barlacchi and
Tonelli, 2013).

Usually, TS systems are either evaluated for: (1)
the quality of the generated output, or (2) the effec-
tiveness/usefulness of such simplification on read-
ing speed and comprehension of the target popula-
tion. For the purpose of this study we focused only
on the former. The quality of the output generated
by TS systems is commonly evaluated by using
a combination of readability metrics (measuring
the degree of simplification) and human assess-
ment (measuring the grammaticality and meaning
preservation). Despite the noticeable similarity
between evaluation of the fluency and adequacy of
a machine translation (MT) output, and evaluation
of grammaticality and meaning preservation of a
TS system output, there have been no works ex-
ploring whether any of the MT evaluation metrics
are well correlated with the latter, and could thus
replace the time-consuming human assessment.

The contributions of the present work are the
following:

• It is the first study to explore the possibility of
replacing human assessment of the quality of
TS system output with automatic evaluation.

• It is the first study to investigate the correla-
tion of human assessment of TS system out-
put with MT evaluation metrics.

• It proposes a decision-making procedure for
the classification of simplified sentences into:
(1) those which are acceptable; (2) those
which need further post-editing; and (3) those
which should be discarded.
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2 Related Work

The output of the TS system proposed by Sid-
dharthan (2006) was rated for grammaticality and
meaning preservation by three human evaluators.
Similarly, Drndarevic et al. (2013) evaluated the
grammaticality and the meaning preservation of
automatically simplified Spanish sentences on a
Likert scale with the help of twenty-five human
annotators. Additionally, the authors used seven
readability metrics to assess the degree of simplifi-
cation. Woodsend and Lapata (2011b), and Glavaš
and Štajner (2013) used human annotators’ rat-
ings for evaluating simplification, meaning preser-
vation, and grammaticality, while additionally ap-
plying several readability metrics for evaluating
complexity reduction in entire texts.

Another set of studies approached TS as an MT
task translating from “original” to “simplified”
language, e.g. (Specia, 2010; Woodsend and Lap-
ata, 2011a; Zhu et al., 2010). In this case, the qual-
ity of the output generated by the system was eval-
uated using several standard MT evaluation met-
rics: BLEU (Papineni et al., 2002), NIST (Dod-
dington, 2002), and TERp (Snover et al., 2009).

3 Methodology

All experiments were conducted on a freely avail-
able sentence-level dataset1, fully described in
(Glavaš and Štajner, 2013), and the two datasets
we derived from it. The original dataset and the
instructions for the human assessment are given in
the next two subsections. Section 3.3 explains how
we derived two additional datasets from the origi-
nal one, and to what end. Section 3.4 describes the
automatic MT evaluation metrics used as features
in correlation and classification experiments; Sec-
tion 3.5 presents the main goals of the study; and
Section 3.6 describes the conducted experiments.

3.1 Original dataset
The dataset contains 280 pairs of original sen-
tences and their corresponding simplified versions
annotated by humans for grammaticality, meaning
preservation, and simplicity of the simplified ver-
sion. We used all sentence pairs, focusing only on
four out of eight available features: (1) the original
text, (2) the simplified text, (3) the grammaticality
score, and (4) the score for meaning preservation.2

1http://takelab.fer.hr/data/evsimplify/
2The other four features contain the pairID, groupID, the

method with which the simplification was obtained, and the

Category weighted κ Pearson MAE
Grammaticality 0.68 0.77 0.18
Meaning 0.53 0.67 0.37
Simplicity 0.54 0.60 0.28

Table 1: IAA from (Glavaš and Štajner, 2013)

The simplified versions of original sentences
were obtained by using four different simplifi-
cation methods: baseline, sentence-wise, event-
wise, and pronominal anaphora. The baseline re-
tains only the main clause of a sentence, and dis-
cards all subordinate clauses, based on the out-
put of the Stanford constituency parser (Klein and
Manning, 2003). Sentence-wise simplification
eliminates all those tokens in the original sentence
that do not belong to any of the extracted factual
event mentions, while the event-wise simplifica-
tion transforms each factual event mention into a
separate sentence of the output. The last simplifi-
cation scheme (pronominal anaphora) additionally
employs pronominal anaphora resolution on top of
the event-wise simplification scheme.3

3.2 Human Assessment

Human assessors were asked to score the given
sentence pairs (or text snippets in the case of split
sentences) on a 1–3 scale based on three crite-
ria: Grammaticality (1 – ungrammatical, 2 – mi-
nor problems with grammaticality, 3 – grammati-
cal), Meaning (1 – meaning is seriously changed
or most of the relevant information lost, 2 – some
of the relevant information is lost but the meaning
of the remaining information is unchanged, 3 – all
relevant information is kept without any change in
meaning), and Simplicity (1 – a lot of irrelevant in-
formation is retained, 2 – some of irrelevant infor-
mation is retained, 3 – all irrelevant information is
eliminated). The inter-annotator agreement (IAA)
was calculated using weighted Kappa (weighted
κ), Pearson’s correlation (Pearson), and mean av-
erage error (MAE), and the obtained results are
presented in Table 1. A few examples of assigned
scores are given in Table 2, where G, M, and S
denote human scores for grammaticality, meaning
preservation and simplicity respectively.

score for simplicity, which are not relevant here.
3For more detailed explanation of simplification schemes

and the dataset see (Glavaš and Štajner, 2013).
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Ex. Original Simplified G M S SM
(a) “It is understood the dead girl had

been living at her family home, in
a neighbouring housing estate, and
was visiting her older sister at the
time of the shooting.”

“The dead girl had been living at
her family home, in a neighbouring
housing estate and was visiting her
older sister.”

3 3 3 S

(b) “On Facebook, more than 10,000
people signed up to a page an-
nouncing an opposition rally for
Saturday.”

“On Facebook, more than 10,000
people signed to a page announcing
an opposition rally for Saturday.”

2 3 3 S

(c) “Joel Elliott, also 22, of North
Road, Brighton, was charged on
May 3 with murder. He appeared at
Lewes Crown Court on May 8 but
did not enter a plea.”

“Joel Elliott was charged on May 3
with murder. He appeared at Lewes
Crown Court on May 8.”

3 2 3 S

(d) “For years the former Bosnia Serb
army commander Ratko Mladic had
evaded capture and was one of the
world’s most wanted men, but his
time on the run finally ended last
year when he was arrested near
Belgrade.”

“For years the former Bosnia Serb
army commander Ratko Mladic had
evaded but his time the run ended
last year he was arrested near Bel-
grade.”

1 2 3 S

(e) “Police have examined the scene at
a house at William Court in Bel-
laghy, near Magherafelt for clues to
the incident which has stunned the
community.”

“Police have examined the scene
at William Court near Magherafelt.
The incident has stunned the com-
munity.”

3 1 3 P

(f) “Rastan, 25 km (15 miles) north
of Homs city, has slipped in and
out of government control several
times since the uprising against As-
sad erupted in March 2011.”

“Rastan has slipped government
control several times. The uprising
erupted in March 2011.”

2 1 3 P

(g) “But opposition parties and inter-
national observers said the vote was
marred by vote-rigging, including
alleged ballot-box stuffing and false
voter rolls.”

“But opposition parties and inter-
national observers said .”

1 1 3 B

(h) “Foreign Affairs Secretary Albert
del Rosario was seeking a diplo-
matic solution with Chinese Ambas-
sador Ma Keqing, the TV network
said.”

“Foreign Affairs Secretary Albert
del Rosario was seeking a diplo-
matic solution with Chinese Ambas-
sador Ma Keqing, the TV network
said.”

3 3 1 B

(h) “ On Wednesday, two video jour-
nalists working for the state-owned
RIA Novosti news agency were
briefly detained outside the Election
Commission building where Putin
was handing in his application to
run.”

“On Wednesday two video journal-
ists were briefly detained outside
the Election Commission building.
Two video journalists worked for
the state-owned RIA Novosti news
agency. Putin was handing in his
application.”

3 2 2 E

Table 2: Human evaluation examples (G, M, and S correspond to the human scores for grammaticality,
meaning preservation and simplicity, and SM denotes the simplification method used: B – baseline, S –
sentence-wise, E – event-wise, and P – pronominal anaphora)
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3.3 Derived Datasets

The original dataset (Original) contains separate
scores for grammaticality (G), meaning preserva-
tion (M), and simplicity (S), each of them on a 1–3
scale. From this dataset we derived two additional
ones: Total3 and Total2.

The Total3 dataset contains three marks (OK –
use as it is, PE – post-editing required, and Dis
– discard) derived from G and M in the Original
dataset. Those simplified sentences which scored
‘3’ for both meaning preservation (M) and gram-
maticality (G) are placed in the OK class as they
do not need any kind of post-editing. A closer
look at the remaining sentences suggests that any
simplified sentence which got a score ‘2’ or ‘3’
for meaning preservation (M) could be easily post-
edited, i.e. it requires minimal changes which are
obvious from its comparison to the corresponding
original. For instance, in the sentence (b) in Ta-
ble 2 the only change that needs to be made is
adding the word “up” after “signed”. Those sen-
tences which scored ‘2’ for meaning need slightly
more, albeit simple modification. The simplified
text snippet (c) in Table 2 would need “but did
not enter a plea” added at the end of the last
sentence. The next sentence (d) in the same ta-
ble needs a few more changes, but still very mi-
nor ones: adding the word “capture” after “had
evaded”, adding the preposition “on” before “the
run”, and adding “when” after “last year”. There-
fore, we grouped all those sentences into one class
– PE (sentences which require a minimal post-
editing effort). Those sentences which scored ‘1’
for meaning need to either be left in their original
form or simplified from scratch. We thus classify
them as Dis. This newly created dataset (Total3)
allows us to investigate whether we could auto-
matically classify simplified sentences into those
three categories, taking into account both gram-
maticality and meaning preservation at the same
time.

The Total2 dataset contains only two marks (‘0’
and ‘1’) which correspond to the sentences which
should be discarded (‘0’) and those which should
be retained (‘1’), where ‘0’ corresponds to Dis in
Total3, and ‘1’ corresponds to the union of OK and
PE in Total3. The derivation procedure for both
datasets is presented in Table 3. We wanted to in-
vestigate whether the classification task would be
simpler (better performed) if there were only two
classes instead of three. In the case that such clas-

sification could be performed with satisfactory ac-
curacy, all sentences classified as ‘0’ would be left
in their original form or simplified with some dif-
ferent simplification strategy, while those classi-
fied as ‘1’ would be sent for a quick human post-
editing procedure.

Original
Total3 Total2

G M
3 3 OK 1
2 3 PE 1
1 3 PE 1
3 2 PE 1
2 2 PE 1
1 2 PE 1
3 1 Dis 0
2 1 Dis 0
1 1 Dis 0

Table 3: Datasets

Here it is important to mention that we decided
not to use human scores for simplicity (S) for sev-
eral reasons. First, simplicity was defined as the
amount of irrelevant information which was elim-
inated. Therefore, we cannot expect that any of
the six MT evaluation metrics would have a sig-
nificant correlation with this score (except maybe
TERp and, in particular, one of its parts – ‘number
of deletions’. However, none of the two demon-
strated any significant correlation with the sim-
plicity score, and those results are thus not re-
ported in this paper). Second, the output sentences
with a low simplicity score are not as detrimental
for the TS system as those with a low grammat-
icality or meaning preservation score. The sen-
tences with a low simplicity score would simply
not help the target user read faster or understand
better, but would not do any harm either. Alter-
natively, if the target “user” is an MT or infor-
mation extraction (IE) system, or a parser for ex-
ample, such sentences would not lower the perfor-
mance of the system; they would just not improve
it. Low scores for G and M, however, would lead
to a worse performance for such NLP systems,
longer reading time, and a worse or erroneous un-
derstanding of the text. Third, the simplicity of
the output (or complexity reduction performed by
a TS system) could be evaluated separately, in a
fully automatic manner – using some readability
measures or average sentence length as features
(as in (Drndarević et al., 2013; Glavaš and Štajner,
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2013) for example).

3.4 Features: MT Evaluation Metrics

In all experiments, we focused on six commonly
used MT evaluation metrics. These are cosine
similarity (using the bag-of-words representation),
METEOR (Denkowski and Lavie, 2011), TERp
(Snover et al., 2009), TINE (Rios et al., 2011), and
two components of TINE: T-BLEU (which differs
from the standard BLEU (Papineni et al., 2002) by
using 3-grams, 2-grams, and 1-grams when there
are no 4-grams found, where the “original” BLEU
would give score ‘0’) and SRL (which is the com-
ponent of TINE based on semantic role labeling
using SENNA4). Although these two components
contribute equally to TINE (thus being linearly
correlated with TINE), we wanted to investigate
which one of them contributes more to the cor-
relation of TINE with human judgements. Given
their different natures, we expect T-BLEU to con-
tribute more to the correlation of TINE with hu-
man judgements of grammaticality, and SRL to
contribute more to the correlation of TINE with
human judgements of meaning preservation.

As we do not have the reference for the simpli-
fied sentence, all metrics are applied in a slightly
different way than in MT. Instead of evaluating the
translation hypothesis (output of the automatic TS
system in our case) with the corresponding ref-
erence translation (which would be a ‘gold stan-
dard’ simplified sentence), we apply the metrics
to the output of the automatic TS system com-
paring it with the corresponding original sentence.
Given that the simplified sentences in the used
dataset are usually shorter than the original ones
(due to the elimination of irrelevant content which
was the main focus of the TS system proposed by
Glavaš and Štajner (2013)), we expect low scores
of T-BLEU and METEOR which apply a brevity
penalty. However, our dataset does not contain any
kind of lexical simplification, but rather copies all
relevant information from the original sentence5.
Therefore, we expect the exact matches of word
forms and semantic role labels (which are compo-
nents of the MT evaluation metrics) to have a good
correlation to human judgements of grammatical-
ity and meaning preservation.

4http://ml.nec-labs.com/senna/
5The exceptions being changes of gerundive forms into

past tense, and anaphoric pronoun resolution in some simpli-
fication schemes. See Section 3.1 and (Glavaš and Štajner,
2013) for more details.

3.5 Goal
After we obtained the six automatic metrics (co-
sine, METEOR, TERp, TINE, T-BLEU, and
SRL), we performed two sets of experiments, try-
ing to answer two main questions:

1. Are the chosen MT evaluation metrics cor-
related with the human judgements of gram-
maticality and meaning preservation of the
TS system output?

2. Could we automatically classify the simpli-
fied sentences into those which are: (1) cor-
rect, (2) require a minimal post-editing, (3)
incorrect and need to be discarded?

A positive answer to the first question would
mean that there is a possibility of finding an au-
tomatic metric (or a combination of several au-
tomatic metrics) which could successfully replace
the time consuming human evaluation. The search
for that “ideal” combination of automatic metrics
could be performed by using various classification
algorithms and carefully designed features. If we
manage to classify simplified sentences into the
three aforementioned categories with a satisfying
accuracy, the benefits would be two-fold. Firstly,
such a classification system could be used for an
automatic evaluation of TS systems and an easy
comparison of their performances. Secondly, it
could be used inside a TS system to mark those
sentences of low quality which need to be checked
further, or those sentences whose original mean-
ing changed significantly. The latter could then be
left in their original form or simplified using some
different technique.

3.6 Experiments
The six experiments conducted in this study are
presented in Table 4. The first two experiments
had the aim of answering the first question (Sec-
tion 3.5) as to whether the chosen MT metrics cor-
relate with the human judgements of grammatical-
ity (G) and meaning preservation (M) of the TS
system output. The results were obtained in terms
of Pearson’s, Kendall’s and Spearman’s correla-
tion coefficients. The third and the fourth exper-
iments (Table 4) could be seen as the intermediate
experiments exploring the possibility of automatic
classification of simplified sentences according to
their grammaticality, and meaning preservation.
The main experiment was the fifth experiment, try-
ing to answer the second question (Section 3.5)
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Exp. Description
1. Correlation of the six automatic MT metrics with the human scores for Grammaticality
2. Correlation of the six automatic MT metrics with the human scores for Meaning preservation
3. Classification of the simplified sentences into 3 classes (‘1’ – Bad, ‘2’ – Medium, and ‘3’ – Good) according to

their Grammaticality
4. Classification of the simplified sentences into 3 classes (‘1’ – Bad, ‘2’ – Medium, and ‘3’ – Good) according to

their Meaning preservation
5. Classification of the simplified sentences into 3 classes (OK, PE, Dis) according to their Total3 score
6. Classification of the simplified sentences into 2 classes (‘1‘ – Retain, ‘0’ – Discard) according to their Total2 score

Table 4: Experiments

as to whether we could automatically classify the
simplified sentences into those which are: (1) cor-
rect (OK), (2) require minimal post-editing (PE),
and (3) incorrect and need to be discarded (Dis).
The last experiment (Table 4) was conducted with
the aim of exploring whether the classification of
simplified sentences into only two classes – Retain
(for further post-editing) and Discard – would lead
to better results than the classification into three
classes (OK, PE, and Dis) in the fifth experiment.

All classification experiments were performed
in Weka workbench (Witten and Frank, 2005; Hall
et al., 2009), using seven classification algorithms
in a 10-fold cross-validation setup:

• NB – NaiveBayes (John and Langley, 1995),

• SMO – Weka implementation of Support
Vector Machines (Keerthi et al., 2001) with
normalisation (n) or with standardisation (s),

• Logistic (le Cessie and van Houwelingen,
1992),

• Lazy.IBk – K-nearest neighbours (Aha and
Kibler, 1991),

• JRip – a propositional rule learner (Cohen,
1995),

• J48 – Weka implementation of C4.5 (Quin-
lan, 1993).

As a baseline we use the classifier which assigns
the most frequent (majority) class to all instances.

4 Results and Discussion

The results of the first two experiments (correla-
tion experiments in Table 4) are presented in Sec-
tion 4.1, while the results of the other four exper-
iments (classification experiments in Table 4) can
be found in Section 4.2. When interpreting the re-
sults of all experiments, it is important to keep in

mind that human agreements for meaning preser-
vation (M) and grammaticality (G) were accept-
able but far from perfect (Section 3.2), and thus
it would be unrealistic to expect the correlation
between the MT evaluation metrics and human
judgements or the agreement of the classification
system with human assessments to be higher than
the reported IAA agreement.

4.1 Correlation of Automatic Metrics with
Human Judgements

The correlations of automatic metrics with hu-
man judgements of grammaticality and meaning
preservation are given in Tables 5 and 6 respec-
tively. Statistically significant correlations (at a
0.01 level of significance) are presented in bold.

Metric Pearson Kendall Spearman
cosine 0.097 0.092 0.115
METEOR 0.176 0.141 0.178
T-BLEU 0.226 0.185 0.234
SRL 0.097 0.076 0.095
TINE 0.175 0.145 0.181
TERp -0.208 -0.158 -0.198

Table 5: Correlation between automatic evaluation
metrics and human scores for grammaticality

Metric Pearson Kendall Spearman
cosine 0.293 0.262 0.334
METEOR 0.386 0.322 0.405
T-BLEU 0.442 0.382 0.475
SRL 0.348 0.285 0.356
TINE 0.427 0.385 0.447
TERp -0.414 -0.336 -0.416

Table 6: Correlation between automatic evaluation
metrics and human scores for meaning preserva-
tion

It can be noted that human perception of gram-
maticality is positively correlated with three auto-
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Algorithm
Grammaticality Meaning Total3 Total2
P R F P R F P R F P R F

NB 0.53 0.46 0.48 0.54 0.54 0.54 0.54 0.53 0.53 0.74 0.69 0.71
SMO(n) 0.39 0.63 0.48 0.52 0.49 0.45 0.43 0.53 0.44 0.55 0.74 0.63
SMO(s) 0.39 0.63 0.48 0.57 0.56 0.55 0.57 0.55 0.51 0.60 0.73 0.63
Logistic 0.45 0.61 0.49 0.57 0.57 0.56 0.61 0.60 0.59 0.75 0.77 0.74
Lazy.IBk 0.57 0.58 0.57 0.50 0.50 0.50 0.54 0.54 0.54 0.73 0.73 0.73
JRip 0.41 0.59 0.48 0.53 0.50 0.48 0.57 0.56 0.55 0.72 0.75 0.73
J48 0.45 0.61 0.49 0.48 0.47 0.47 0.59 0.57 0.54 0.68 0.71 0.69
baseline 0.39 0.63 0.48 0.17 0.41 0.24 0.21 0.46 0.29 0.55 0.74 0.63

Table 7: Classification results (the best performances are shown in bold; baseline uses the majority class)

Actual
Grammaticality Meaning

Good Med. Bad Good Med. Bad
Good 127 21 23 50 31 7
Med. 29 19 10 24 73 16
Bad 24 9 10 9 31 31

Table 8: Confusion matrices for the best classifications according to Grammaticality (Lazy.IBk) and
Meaning (Logistic). The number of “severe” classification mistakes (classifying Good as Bad or vice
versa) are presented in bold.

matic measures – METEOR, T-BLEU, and TINE,
while it is negatively correlated with TERp (TERp
measures the number of edits necessary to perform
on the simplified sentence to transform it into its
original one, i.e. the higher the value of TERp,
the less similar the original and its corresponding
simplified sentence are. The other five MT metrics
measure the similarity between the original and its
corresponding simplified version, i.e. the higher
their value is, the more similar are the sentences
are). All the MT metrics appear to be even bet-
ter correlated with the human scores for meaning
preservation (Table 6), demonstrating six positive
and one (TERp) negative statistically significant
correlation with M. The correlation is the highest
for T-BLEU, TINE, and TERp, though closely fol-
lowed by all others.

4.2 Sentence Classification

The results of the four classification experiments
(Section 3.6) are given in Table 7.

At first glance, the performance of the classifi-
cation algorithms seems similar for the first two
tasks (classification of the simplified sentences
according to their Grammaticality and Meaning
preservation). However, one needs to take into ac-
count that the baseline for the first task was much
much higher than for the second task (Table 7).

Furthermore, it can be noted that for the first task,
recall was significantly higher than precision for
most classification algorithms (all except NB and
Logistic), while for the second task they were very
similar in all cases. More importantly, a closer
look at the confusion matrices reveals that most of
the incorrectly classified sentences were assigned
to the nearest class (Medium into Bad or Good;
Bad into Medium; and Good into Medium6) in the
second task, while it was not the case in the first
task (Table 8).

Classification performed on the Total3 dataset
outperformed both previous classifications – that
based on Grammaticality and that based on Mean-
ing – on four different algorithms (NB, Logis-
tic, JRip, and J48). Classification conducted on
Total3 using Logistic outperformed all results of
classifications on either Grammaticality or Mean-
ing separately (Table 7). It reached a 0.61, 0.60,
and 0.59 score for the weighted precision (P), re-
call (R), and F-measure (F), respectively, thus out-
performing the baseline significantly. More im-
portantly, classification on the Total3 dataset led
to significantly fewer mis-classifications between
Good and Bad (Table 9) than the classification
based on Grammaticality, and slightly less than

6Bad, Medium, and Good correspond to marks ‘1’, ‘2’,
and ‘3’ given by human evaluators.
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Actual
Total3

OK PE Dis.
OK 41 32 4
PE 17 85 12
Dis. 6 31 28

Table 9: Confusion matrix for the best classifica-
tion according to Total3 (Logistic). The number of
“severe” classification mistakes (classifying Good
as Bad or vice versa) are presented in bold.

Actual
Total2

Retain Discard
Retain 21 50
Discard 12 189

Table 10: Confusion matrix for the best classifi-
cation according to Total2 (Logistic). The num-
ber of “severe” classification mistakes (classifying
Retain as Discard or vice versa) are presented in
bold.

the classification based only on Meaning (Table 8).
Therefore, it seems that simplified sentences are
better classified into three classes giving a unique
score for both grammaticality and preservation of
meaning together.

The binary classification experiments based on
the Total2 led to results which significantly out-
performed the baseline in terms of precision and
F-measure (Table 7). However, they resulted in
a great number of sentences which should be re-
tained (Retain) being classified into those which
should be discarded (Discard) and vice versa (Ta-
ble 10). Therefore, it seems that it would be better
to opt for classification into three classes (Total3)
than for classification into two classes (Total2).

Additionally, we used CfsSubsetEval attribute
selection algorithm (Hall and Smith, 1998) in or-
der to identify the ‘best’ subset of features. The
‘best’ subsets of features for each of the four clas-
sification tasks returned by the algorithm are listed
in Table 11. However, the classification perfor-
mances achieved (P, R, and F) when using only
the ‘best’ features did not differ significantly from
those when using all initially selected features, and
thus are not presented in this paper.

5 Limitations

The used dataset does not contain any kind of
lexical simplification (Glavaš and Štajner, 2013).

Classification ‘Best’ features
Meaning {TERp, T-BLEU, SRL, TINE}
Grammaticality {TERp, T-BLEU}
New3 {TERp, T-BLEU, SRL, TINE}
New2 {TERp, T-BLEU, SRL}

Table 11: The ‘best’ features (CfsSubsetEval)

Therefore, one should consider the limitation of
this TS system which performs only syntactic sim-
plification and content reduction. On the other
hand, the dataset used contains a significant con-
tent reduction in most of the sentences. If the same
experiments were conducted on a dataset which
performs only syntactic simplification, we would
expect much higher correlation of MT evaluation
metrics to human judgements, due to the lesser im-
pact of the brevity penalty in that case.

If we were to apply the same MT evaluation
metrics to a TS system which additionally per-
forms some kind of lexical simplification (either
a simple lexical substitution or paraphrasing), the
correlation results for T-BLEU and cosine similar-
ity would be lower (due to the lower number of
exact matches), but not for METEOR, TERp and
SRL (and thus TINE as well). As a similar prob-
lem is also present in the evaluation of MT sys-
tems where the obtained output could differ from
the reference translation (while still being equally
good), METEOR, TERp, and SRL in TINE ad-
ditionally use inexact matching. The first two use
the stem, synonym, and paraphrase matches, while
SRL uses ontologies and thesaurus.

6 Conclusions and Future Work

While the results reported are preliminary and
their universality needs to be validated on different
TS datasets, the experiments and results presented
can be regarded as a promising step towards an au-
tomatic assessment of grammaticality and mean-
ing preservation for the output of TS systems. In
addition and to the best of our knowledge, there
are no such datasets publicly available other than
the one used. Nevertheless, we hope that these re-
sults would initiate an interesting discussion in the
TS community and start a new direction of studies
towards automatic evaluation of text simplification
systems.
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Université Paris 13
Sorbonne Paris Cité, France
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Abstract

Within the medical field, very specialized
terms are commonly used, while their un-
derstanding by laymen is not always suc-
cessful. We propose to study the under-
standability of medical words by laymen.
Three annotators are involved in the cre-
ation of the reference data used for training
and testing. The features of the words may
be linguistic (i.e., number of characters,
syllables, number of morphological bases
and affixes) and extra-linguistic (i.e., their
presence in a reference lexicon, frequency
on a search engine). The automatic cate-
gorization results show between 0.806 and
0.947 F-measure values. It appears that
several features and their combinations are
relevant for the analysis of understandabil-
ity (i.e., syntactic categories, presence in
reference lexica, frequency on the general
search engine, final substring).

1 Introduction

The medical field has deeply penetrated our daily
life, which may be due to personal or family
health condition, watching TV and radio broad-
casts, reading novels and journals. Nevertheless,
the availability of this kind of information does not
guarantee its correct understanding, especially by
laymen, such as patients. The medical field has in-
deed a specific terminology (e.g., abdominoplasty,
hepatic, dermabrasion or hepatoduodenostomy)
commonly used by medical professionals. This
fact has been highlighted in several studies dedi-
cated for instance to the understanding of pharma-
ceutical labels (Patel et al., 2002), of information
provided by websites (Rudd et al., 1999; Berland
et al., 2001; McCray, 2005; Oregon Evidence-
based Practice Center, 2008), and more generally
the understanding between patients and medical

doctors (AMA, 1999; McCray, 2005; Jucks and
Bromme, 2007; Tran et al., 2009).

We propose to study the understanding of words
used in the medical field, which is the first step to-
wards the simplification of texts. Indeed, before
the simplification can be performed, it is neces-
sary to know which textual units may show under-
standing difficulty and should be simplified. We
work with data in French, such as provided by
an existing medical terminology. In the remain-
der, we present first some related work, especially
from specialized fields (section 2). We then intro-
duce the linguistic data (section 4) and methodol-
ogy (section 5) we propose to test. We present and
discuss the results (section 6), and conclude with
some directions for future work (section 7).

2 Studying the understanding of words

The understanding (of words) may be seen as a
scale going from I can understand to I cannot un-
derstand, and containing one or more intermediate
positions (i.e., I am not sure, I have seen it be-
fore but do not remember the meaning, I do not
know but can interpret). Notice that it is also re-
lated to the ability to provide correct explanation
and use of words. As we explain later, we con-
sider words out of context and use a three-position
scale. More generally, understanding is a complex
notion closely linked to several other notions stud-
ied in different research fields. For instance, lex-
ical complexity is studied in linguistics and gives
clues on lexical processes involved, that may im-
pact the word understanding (section 2.1). Work
in psycholinguistics is often oriented on study of
word opacity and the mental processes involved in
their understanding (Jarema et al., 1999; Libben et
al., 2003). Readability provides a set of methods
to compute and quantify the understandability of
words (section 2.3). The specificity of words to
specialized areas is another way to capture their
understandability (section 2.2). Finally, lexical
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simplification aims at providing simpler words to
be used in a given context (section 2.3).

2.1 Linguistics

In linguistics, the question is closely related to lex-
ical complexity and compoundings. It has been
indeed observed that at least five factors, linguis-
tic and extra-linguistic, may be involved in the se-
mantic complexity of the compounds. One factor
is related to the knowledge of the components of
the complex words. Formal (how the words, such
as aérenchyme, can be segmented) and seman-
tic (how the words can be understood and used)
points of view can be distinguished. A second
factor is that complexity is also due to the vari-
ety of morphological patterns and relations among
the components. For instance, érythrocyte (erythro-

cyte) and ovocyte (ovocyte) instantiate the [N1N2]
pattern in which N2 (cyte) can be seen as a con-
stant element (Booij, 2010), although the relations
between N1 and N2 are not of the same type in
these two compounds: in érythrocyte, N1 érythr(o)
denotes a property of N2 (color), while in ovo-
cyte, N1 ovo (egg) corresponds to a specific de-
velopment stage of female cells. Another factor
appears when some components are polysemous,
within a given field (i.e., medical field) or across
the fields. For instance, aér(o) does not always
convey the same meaning: in aérocèle, aér- de-
notes ’air’ (tumefaction (cèle) formed by an air in-
filtration), but not in aérasthénie, which refers to
an asthenia (psychic disorder) observable among
jet pilots. Yet another factor may be due to the dif-
ference in the order of components: according to
whether the compounding is standard (in French,
the main semantic element is then on the left, such
as in pneu neige (snow tyre), which is fundamen-
tally a pneu (tyre)) or neoclassical (in French, the
main semantic element is then on the right, such as
érythrocyte, which is a kind of cyte cell / corpuscle
with red color). It is indeed complicated for a user
without medical training to correctly interpret a
word that he does not know and for which he can-
not reuse the existing standard compounding pat-
terns. This difficulty is common to all Roman lan-
guages (Iacobini, 2003), but not to Germanic lan-
guages (Lüdeling et al., 2002). Closely related is
the fact that with neoclassical compounds, a given
component may change its place according to the
global semantics of the compounds, such as path-
in pathology, polyneuropathe, cardiopathy. Fi-

nally, the formal similarity between some deriva-
tion processes (such as the derivation in -oide, like
in lipoid) and neoclassical compounding (such as
-ase in lipase), which apply completely different
interpretation patterns (Iacobini, 1997; Amiot and
Dal, 2005), can also make the understanding more
difficult.

2.2 Terminology
In the terminology field, the automatic identifica-
tion of difficulty of terms and words remains im-
plicit, while this notion is fundamental in termi-
nology (Wüster, 1981; Cabré and Estopà, 2002;
Cabré, 2000). The specificity of terms to a given
field is usually studied. The notion of understand-
ability can be derived from it. Such studies can
be used for filtering the terms extracted from spe-
cialized corpora (Korkontzelos et al., 2008). The
features exploited include for instance the pres-
ence and the specificity of pivot words (Drouin
and Langlais, 2006), the neighborhood of the term
in corpus or the diversity of its components com-
puted with statistical measures such as C-Value or
PageRank (Daille, 1995; Frantzi et al., 1997; May-
nard and Ananiadou, 2000). Another possibility is
to check whether lexical units occur within refer-
ence terminologies and, if they do, they are con-
sidered to convey specialized meaning (Elhadad
and Sutaria, 2007).

2.3 NLP studies
The application of the readability measures is an-
other way to evaluate the complexity of words and
terms. Among these measures, it is possible to dis-
tinguish classical readability measures and com-
putational readability measures (François, 2011).
Classical measures usually rely on number of let-
ters and/or of syllables a word contains and on
linear regression models (Flesch, 1948; Gunning,
1973), while computational readability measures
may involve vector models and a great variabil-
ity of features, among which the following have
been used to process the biomedical documents
and words: combination of classical readability
formulas with medical terminologies (Kokkinakis
and Toporowska Gronostaj, 2006); n-grams of
characters (Poprat et al., 2006), manually (Zheng
et al., 2002) or automatically (Borst et al., 2008)
defined weight of terms, stylistic (Grabar et al.,
2007) or discursive (Goeuriot et al., 2007) fea-
tures, lexicon (Miller et al., 2007), morphologi-
cal features (Chmielik and Grabar, 2011), combi-
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Categories A1 (%) A2 (%) A3 (%) Unanimity (%) Majority (%)
1. I can understand 8,099 (28) 8,625 (29) 7,529 (25) 5,960 (26) 7,655 (27)
2. I am not sure 1,895 (6) 1,062 (4) 1,431 (5) 61 (0.3) 597 (2)
3. I cannot understand 19,647 (66) 19,954 (67) 20,681 (70) 16,904 (73.7) 20,511 (71)
Total annotations 29,641 29,641 29,641 22,925 28,763

Table 1: Number (and percentage) of words assigned to reference categories by three annotators (A1, A2
and A3), and in the derived datasets unanimity and majority.

nations of different features (Wang, 2006; Zeng-
Treiler et al., 2007; Leroy et al., 2008).

Specific task has been dedicated to the lexi-
cal simplification within the SemEval challenge in
20121. Given a short input text and a target word
in English, and given several English substitutes
for the target word that fit the context, the goal
was to rank these substitutes according to how
”simple” they are (Specia et al., 2012). The par-
ticipants applied rule-based and/or machine learn-
ing systems. Combinations of various features
have been used: lexicon from spoken corpus
and Wikipedia, Google n-grams, WordNet (Sinha,
2012); word length, number of syllables, latent se-
mantic analysis, mutual information and word fre-
quency (Jauhar and Specia, 2012); Wikipedia fre-
quency, word length, n-grams of characters and of
words, random indexing and syntactic complexity
of documents (Johannsen et al., 2012); n-grams
and frequency from Wikipedia, Google n-grams
(Ligozat et al., 2012); WordNet and word fre-
quency (Amoia and Romanelli, 2012).

3 Aims of the present study

We propose to investigate how the understandabil-
ity of French medical words can be diagnosed with
NLP methods. We rely on the reference annota-
tions performed by French speakers without medi-
cal training, which we associate with patients. The
experiments performed rely on machine learning
algorithms and a set of 24 features. The medical
words studied are provided by an existing medical
terminology.

4 Linguistic data and their preparation

The linguistic data are obtained from the medical
terminology Snomed International (Côté, 1996).
This terminology’s aim is to describe the whole
medical field. It contains 151,104 medical terms
structured into eleven semantic axes such as dis-

1http://www.cs.york.ac.uk/semeval-2012/

orders and abnormalities, procedures, chemical
products, living organisms, anatomy, social sta-
tus, etc. We keep here five axes related to the
main medical notions (disorders, abnormalities,
procedures, functions, anatomy). The objective
is not to consider axes such as chemical products
(trisulfure d’hydrogène (hydrogen sulfide)) and living
organisms (Sapromyces, Acholeplasma laidlawii)
that group very specific terms hardly known by
laymen. The 104,649 selected terms are tokenized
and segmented into words (or tokens) to ob-
tain 29,641 unique words: trisulfure d’hydrogène
gives three words (trisulfure, de, hydrogène).
This dataset contains compounds (abdominoplas-
tie (abdominoplasty), dermabrasion (dermabrasion)),
constructed (cardiaque (cardiac), acineux (acinic),
lipoı̈de (lipoid)) and simple (acné (acne), fragment
(fragment)) words. These data are annotated by
three speakers 25-40 year-old, without medical
training, but with linguistic background. We ex-
pect the annotators to represent the average knowl-
edge of medical words amongst the population as
a whole. The annotators are presented with a list of
terms and asked to assign each word to one of the
three categories: (1) I can understand the word;
(2) I am not sure about the meaning of the word;
(3) I cannot understand the word. The assumption
is that the words, which are not understandable by
the annotators, are also difficult to understand by
patients. These manual annotations correspond to
the reference data (Table 1).

5 Methodology

The proposed method has two aspects: gener-
ation of the features associated to the analyzed
words and a machine learning system. The main
research question is whether the NLP methods
can distinguish between understandable and non-
understandable medical words and whether they
can diagnose these two categories.
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5.1 Generation of the features

We exploit 24 linguistic and extra-linguistic fea-
tures related to general and specialized languages.
The features are computed automatically, and can
be grouped into ten classes:

Syntactic categories. Syntactic categories and
lemmas are computed by TreeTagger (Schmid,
1994) and then checked by Flemm (Namer, 2000).
The syntactic categories are assigned to words
within the context of their terms. If a given word
receives more than one category, the most fre-
quent one is kept as feature. Among the main
categories we find for instance nouns, adjectives,
proper names, verbs and abbreviations.

Presence of words in reference lexica. We ex-
ploit two reference lexica of the French language:
TLFi2 and lexique.org3. TLFi is a dictionary of the
French language covering XIX and XX centuries.
It contains almost 100,000 entries. lexique.org is a
lexicon created for psycholinguistic experiments.
It contains over 135,000 entries, among which in-
flectional forms of verbs, adjectives and nouns. It
contains almost 35,000 lemmas.

Frequency of words through a non specialized
search engine. For each word, we query the
Google search engine in order to know its fre-
quency attested on the web.

Frequency of words in the medical terminology.
We also compute the frequency of words in the
medical terminology Snomed International.

Number and types of semantic categories asso-
ciated to words. We exploit the information on the
semantic categories of Snomed International.

Length of words in number of their characters
and syllables. For each word, we compute the
number of its characters and syllables.

Number of bases and affixes. Each lemma
is analyzed by the morphological analyzer Dérif
(Namer and Zweigenbaum, 2004), adapted to the
treatment of medical words. It performs the de-
composition of lemmas into bases and affixes
known in its database and it provides also seman-
tic explanation of the analyzed lexemes. We ex-
ploit the morphological decomposition informa-
tion (number of affixes and bases).

Initial and final substrings of the words. We
compute the initial and final substrings of differ-
ent length, from three to five characters.

2http://www.atilf.fr/
3http://www.lexique.org/

Number and percentage of consonants, vowels
and other characters. We compute the number and
the percentage of consonants, vowels and other
characters (i.e., hyphen, apostrophe, comas).

Classical readability scores. We apply two clas-
sical readability measures: Flesch (Flesch, 1948)
and its variant Flesch-Kincaid (Kincaid et al.,
1975). Such measures are typically used for eval-
uating the difficulty level of a text. They exploit
surface characteristics of words (number of char-
acters and/or syllables) and normalize these values
with specifically designed coefficients.

5.2 Machine learning system
The machine learning algorithms are used to study
whether they can distinguish between words un-
derstandable and non-understandable by laymen
and to study the importance of various features for
the task. The functioning of machine learning al-
gorithms is based on a set of positive and nega-
tive examples of the data to be processed, which
have to be described with suitable features such
as those presented above. The algorithms can then
detect the regularities within the training dataset to
generate a model, and apply the generated model
to process new unseen data. We apply various al-
gorithms available within the WEKA (Witten and
Frank, 2005) platform.

The annotations provided by the three annota-
tors constitute our reference data. We use on the
whole five reference datasets (Table 1): 3 sets of
separate annotations provided by the three anno-
tators (29,641 words each); 1 unanimity set, on
which all the annotators agree (n=22,925); 1 ma-
jority set, for which we can compute the major-
ity agreement (n=28,763). By definition, the two
last datasets should present a better coherence and
less annotation ambiguity because some ambigui-
ties have been resolved by unanimity or by major-
ity vote.

5.3 Evaluation
The inter-annotator agreement is computed with
the Cohen’s Kappa (Cohen, 1960), applied to pairs
of annotators, which values are then leveraged to
obtain the unique average value; and Fleiss’ Kappa
(Fleiss and Cohen, 1973), suitable for processing
data provided by more than two annotators. The
interpretation of the scores are for instance (Landis
and Koch, 1977): substantial agreement between
0.61 and 0.80, almost perfect agreement between
0.81 and 1.00.
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With machine learning, we perform a ten-fold
cross-validation, which means that the evaluation
test is performed ten times on different randomly
generated test sets (1/10 of the whole dataset),
while the remaining 9/10 of the whole dataset is
used for training the algorithm and creating the
model. In this way, each word is used during the
test step. The success of the applied algorithms is
evaluated with three classical measures: R recall,
P precision and F F-measure. In the perspective
of our work, these measures allow evaluating the
suitability of the methodology to the distinction
between understandable and non-understandable
words and the relevance of the chosen features.

The baseline corresponds to the assignment of
words to the biggest category, e.g., I cannot under-
stand, which represents 66 to 74%, according to
datasets. We can also compute the gain, which is
the effective improvement of performance P given
the baseline BL (Rittman, 2008): P−BL

1−BL .

6 Automatic analysis of
understandability of medical words:
Results and Discussion

We address the following aspects: annotations
(inter-annotator agreement, assignment of words
to three categories), quantitative results provided
by the machine learning algorithms, impact of the
individual features on the distinction between cat-
egories, and usefulness of the method.

6.1 Annotations and inter-annotator
agreement

The time needed for performing the manual ref-
erence annotations depends on annotators and
ranges from 3 to 6 weeks. The annotation results
presented in Table 1 indicate that the annotators
1 and 2 often provide similar results on their un-
derstanding of the medical words, while for the
third annotator the task appears to be more difficult
as he indicates globally a higher number of non-
understandable words. The non-understandable
words are the most frequent for all annotators and
cover 66 to 70% of the whole dataset. The inter-
annotator agreement shows substantial agreement:
Fleiss’ Kappa 0.735 and Cohen’s Kappa 0.736.
This is a very good result, especially when work-
ing with linguistic data for which the agreement is
usually difficult to obtain.

The evolution of annotations per category (Fig-
ure 1), such as provided by the annotators, can dis-
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Figure 1: Evolution of the annotations within the
reference data.

tinguish easily between the three categories: (1)
the most frequently chosen category is I cannot
understand and it grows rapidly with new words;
(2) the next most frequently chosen category is I
can understand, although it grows more slowly;
(3) the third category, which gathers the words on
which the annotators show some hesitation, is very
small. Given the proximity between the lines in
each category, we can conclude that the annota-
tors have similar difficulties in understanding the
words from the dataset.

6.2 Quantitative results obtained with
machine learning

P R F
J48 0.876 0.889 0.881
RandomForest 0.880 0.892 0.884
REPTree 0.874 0.890 0.879
DecisionTable 0.872 0.891 0.880
LMT 0.876 0.895 0.884
SMO 0.858 0.876 0.867

Table 2: Performance obtained on the majority
dataset with various algorithms.

We tested several machine learning algorithms
to discover which of them are the most suitable
to the task at hand. In Table 2, with results com-
puted on the majority dataset, we can observe that
the algorithms provide with similar performance
(between 0.85 and 0.90 P and R). In the remain-
ing of the paper, we present results obtained with
J48 (Quinlan, 1993). Table 3 shows P , R and
F values for the five datasets: three annotators,
majority and unanimity datasets. We can observe
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that, among the three annotators, it is easier to
reproduce the annotations of the third annotator:
we gain then 0.040 with F comparing to the two
other annotators. The results become even better
with the majority dataset (F=0.881), and reach F
up to 0.947 on the unanimity dataset. As we ex-
pected, these two last datasets present less annota-
tion ambiguity. The best categorization results are
observed with I can understand and I cannot un-
derstand categories, while the I am not sure cate-
gory is poorly managed by machine learning algo-
rithms. Because this category is very small, the av-
erage performance obtained on all three categories
remains high.

A1 A2 A3 Una. Maj.
P 0.794 0.809 0.834 0.946 0.876
R 0.825 0.826 0.862 0.949 0.889
F 0.806 0.814 0.845 0.947 0.881

Table 3: J48 performance obtained on five datasets
(A1, A2, A3, unanimity and majority).

In Table 4, we indicate the gain obtained by J48
compared to baseline: it ranges from 0.13 to 0.20,
which is a good improvement, despite the cate-
gory I am not sure that is difficult to discriminate.
We also indicate the accuracy obtained on these
datasets.

A1 A2 A3 Una. Maj.
BL 0.66 0.67 0.70 0.74 0.71
F 0.806 0.814 0.845 0.947 0.881
gain 0.14 0.13 0.14 0.20 0.16
Acc. 0.825 0.826 0.862 0.948 0.889

Table 4: Gain obtained for F by J48 on five
datasets (A1, A2, A3, unanimity and majority).

6.3 Impact of individual features on
understandability of medical words

To observe the impact of individual features, we
did several iterations of experiments during which
we incrementally increased the set of features: we
started with one feature and then, at each iteration,
we added one new feature, up to the 24 features
available. We tried several random orders. The
test presented here is done again on the majority
dataset. Figures 2 present the results obtained in
terms of P , R and F . Globally, we can observe
that some features show positive impact while oth-
ers show negative or null impact:
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Figure 2: Impact of individual features.

• with the syntactic categories (POS-tags)
alone we obtain P and R between 0.65 and
0.7. The performance is then close to the
baseline performance. Often, proper names
and abbreviations are associated with the
non-understandable words. There is no dif-
ference between TreeTagger alone and the
combination of TreeTagger with Flemm;

• the initial and final substrings have positive
impact. Among the final substrings, those
with three and four characters (ie, -omie of
-tomie (meaning cut), -phie of -rraphie (mean-

ing stitch), -émie (meaning blood)) show posi-
tive impact, but substrings with five charac-
ters have negative impact and the previously
gained improvement is lost. We may con-
clude that the five-character long final sub-
strings may be too specific;

• the length of words in characters have neg-
ative impact on the categorization results.
There seems to be no strong link between this
feature and the understanding of words: short
and long words may be experienced as both
understandable or not by annotators;

• the presence of words in the reference lexica
(TLFI and lexique.org) is beneficial to both
precision and recall. We assume these lexica
may represent common lexical competence
of French speakers. For this reason, words
that are present in these lexica, are also easier
to understand;

• the frequencies of words computed through
a general search engine are beneficial.
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Words with higher frequencies are often as-
sociated with a better understanding, al-
though the frequency range depends on the
words. For instance, coccyx (coccyx) or drain
(drain) show high frequencies (1,800,000 and
175,000,000, respectively) and they belong
indeed to the I can understand category.
Words like colique (diarrhea) or clitoridien
(clitoral) show lower frequencies (807,000 and
9,821, respectively), although they belong to
the same category. On contrary, other words
with quite high frequencies, like coagulase
(coagulase), clivage (cleavage) or douve (fluke)
(655,000, 1,350,000 and 1,030,000, respec-
tively) are not understood by the annotators.

According to these experiments, our results point
out that, among the most efficient features, we can
find syntactic categories, presence of words in the
reference lexica, frequencies of words on Google
and three- and four-character end substring. In
comparison to the existing studies, such as those
presented during the SemEval challenge (Specia
et al., 2012), we propose to exploit a more com-
plete set of features, several of which rely on the
NLP methods (e.g., syntactic tagging, morpholog-
ical analysis). Especially the syntactic tagging ap-
pears to be salient for the task. In comparison to
work done on general language data (Gala et al.,
2013), our experiment shows better results (be-
tween 0.825 and 0.948 accuracy against 0.62 ac-
curacy in the cited work), which indicates that spe-
cialized domains have indeed very specific words.
Additional tests should be performed to obtain a
more detailed impact of the features.

6.4 Usefulness of the method
We applied the proposed method to words from
discharge summaries. The documents are pre-
processed according to the same protocol and the
words are assigned the same features as previ-
ously (section 5). The model learned on the una-
nimity set is applied. The results are shown in
Figure 3. Among the words categorized as non-
understandable (in red and underlined), we find:

• abbreviations (NIHSS, OAP, NaCl, VNI);

• technical medical terms (hypoesthésie
(hypoesthesia), parésie (paresia), throm-
bolyse (thrombolysis), iatrogène (iatrogenic),
oxygénothérapie (oxygen therapy), désaturation
(desaturation));

Figure 3: Detection of non-understandable words
within discharge summaries.

• medication names (CALCIPARINE);

In the example from Figure 3, three types of errors
can be distinguished when common words are cat-
egorized as non-understandable:

• inflected forms of words (suites (conse-

quences), cardiologiques (cardiological));

• constructed forms of words (thrombolysé
(with thrombolysis));

• hyphenated words (post-réanimation (post

emergency medical service)).

Notice that in other processed documents, other
errors occur. For instance, misspelled words and
words that miss accented characters (probleme
instead of problème (problem), realise instead of
réalisé (done), particularite instead particularité
(particularity)) are problematic. Another type of er-
rors may occur when technical words (e.g. pro-
lapsus (prolapsus), paroxysme (paroxysm), tricuspide
(tricuspid)) are considered as understandable.

Besides, only isolated words are currently pro-
cessed, which is the limitation of the current
method. Still, consideration of complex medi-
cal terms, that convey more complex medical no-
tions, should also be done. Such terms may indeed
change the understanding of words, as in these ex-
amples: AVC ischémique (ischemic CVA (cerebrovas-

cular accident)), embolie pulmonaire basale droite
(right basal pulmonary embolism), désaturation à 83 %
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(desaturation at 83%), anticoagulation curative (cu-

rative anticoagulation). In the same way, numerical
values may also arise misunderstanding of medi-
cal information. Processing of these additional as-
pects (inflected and constructed forms of words,
hyphenated or misspelled words, complex terms
composed with several words and numerical val-
ues) is part of the future work.

6.5 Limitations of the current study

We proposed several experiments for analyzing
the understandability of medical words. We tried
to analyze these data from different points of view
to get a more complete picture. Still, there are
some limitations. These are mainly related to the
linguistic data and to their preparation.

The whole set of the analyzed words is large:
almost 30,000 entries. We assume it is possi-
ble that annotations provided may show some
intra-annotator inconsistencies due for instance to
the tiredness and instability of the annotators (for
instance, when a given unknown morphological
components is seen again and again, the meaning
of this component may be deduced by the anno-
tator). Nevertheless, in our daily life, we are also
confronted to the medical language (our personal
health or health of family or friend, TV and ra-
dio broadcast, various readings of newspapers and
novels) and then, it is possible that the new med-
ical notions may be learned during the annotation
period of the words, which lasted up to four weeks.
Nevertheless, the advantage of the data we have
built is that the whole set is completely annotated
by each annotator.

When computing the features of the words, we
have favored those, which are computed at the
word level. In the future work, it may be interest-
ing to take into account features computed at the
level of morphological components or of complex
terms. The main question will be to decide how
such features can be combined all together.

The annotators involved in the study have a
training in linguistics, although their relation with
the medical field is poor: they have no specific
health problems and no expertise in medical ter-
minology. We expect they may represent the av-
erage level of patients with moderate health lit-
eracy. Nevertheless, the observed results may re-
main specific to the category of young people with
linguistic training. Additional experiments are re-
quired to study this aspect better.

7 Conclusion and Future research

We proposed a study of words from the medi-
cal field, which are manually annotated as under-
standable, non-understandable and possibly un-
derstandable to laymen. The proposed approach
is based on machine learning and a set with 24
features. Among the features, which appear to be
salient for the diagnosis of understandable words,
we find for instance the presence of words in the
reference lexica, their syntactic categories, their fi-
nal substring, and their frequencies on the web.
Several features and their combinations can be dis-
tinguished, which shows that the understandability
of words is a complex notion, which involves sev-
eral linguistic and extra-linguistic criteria.

The avenue for future research includes for in-
stance the exploitation of corpora, while currently
we use features computed out of context. We
assume indeed that corpora may provide addi-
tional relevant information (semantic or statistical)
for the task aimed in this study. Additional as-
pects related to the processing of documents (in-
flected and constructed forms of words, hyphen-
ated or misspelled words, complex terms com-
posed with several words and numerical values) is
another perspective. Besides, the classical read-
ability measures exploited have been developed
for the processing of English language. Working
with French-language data, we should use mea-
sures, which are adapted to this language (Kandel
and Moles, 1958; Henry, 1975). In addition, we
can also explore various perspectives, which ap-
pear from the current limitations, such as comput-
ing and using features computed at different levels
(morphological components, words and complex
terms), applying other classical readability mea-
sures adapted to the French language, and adding
new reference annotations provided by laymen
from other social-professional categories.

Acknowledgments

This work is performed under the grant
ANR/DGA Tecsan (ANR-11-TECS-012) and
the support of MESHS (COMETE project). The
authors are thankful to the CHU de Bordeaux for
making available the clinical documents.

References
AMA. 1999. Health literacy: report of the council

on scientific affairs. Ad hoc committee on health lit-

18



eracy for the council on scientific affairs, American
Medical Association. JAMA, 281(6):552–7.

D Amiot and G Dal. 2005. Integrating combining
forms into a lexeme-based morphology. In Mediter-
ranean Morphology Meeting (MMM5), pages 323–
336.

M Amoia and M Romanelli. 2012. Sb: mmsystem -
using decompositional semantics for lexical simpli-
fication. In *SEM 2012, pages 482–486, Montréal,
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RA Côté, 1996. Répertoire d’anatomopathologie de la
SNOMED internationale, v3.4. Université de Sher-
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A Lüdeling, T Schmidt, and S Kiokpasoglou. 2002.
Neoclassical word formation in german. Yearbook
of Morphology, pages 253–283.

D Maynard and S Ananiadou. 2000. Identifying terms
by their family and friends. In Proceedings of COL-
ING 2000, pages 530–536, Saarbrucken, Germany.

A McCray. 2005. Promoting health literacy. J of Am
Med Infor Ass, 12:152–163.

T Miller, G Leroy, S Chatterjee, J Fan, and B Thoms.
2007. A classifier to evaluate language specificity of
medical documents. In HICSS, pages 134–140.

Fiammetta Namer and Pierre Zweigenbaum. 2004.
Acquiring meaning for French medical terminology:
contribution of morphosemantics. In Annual Sym-
posium of the American Medical Informatics Asso-
ciation (AMIA), San-Francisco.

F Namer. 2000. FLEMM : un analyseur flexionnel du
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Eugen Wüster. 1981. L’tude scientifique gnrale de la
terminologie, zone frontalire entre la linguistique, la
logique, l’ontologie, l’informatique et les sciences
des choses. In G. Rondeau et H. Felber, editor,
Textes choisis de terminologie, volume I. Fonde-
ments thoriques de la terminologie, pages 55–114.
GISTERM, Universit de Laval, Qubec. sous la di-
rection de V.I. Siforov.

Q Zeng-Treiler, H Kim, S Goryachev, A Keselman,
L Slaugther, and CA Smith. 2007. Text charac-
teristics of clinical reports and their implications for
the readability of personal health records. In MED-
INFO, pages 1117–1121, Brisbane, Australia.

W Zheng, E Milios, and C Watters. 2002. Filtering
for medical news items using a machine learning ap-
proach. In AMIA, pages 949–53.

20



Proceedings of the 3rd Workshop on Predicting and Improving Text Readability for Target Reader Populations (PITR) @ EACL 2014, pages 21–29,
Gothenburg, Sweden, April 26-30 2014. c©2014 Association for Computational Linguistics

Exploring Measures of “Readability” for Spoken Language:
Analyzing linguistic features of subtitles

to identify age-specific TV programs

Sowmya Vajjala and Detmar Meurers
LEAD Graduate School, Department of Linguistics

University of Tübingen
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Abstract

We investigate whether measures of read-
ability can be used to identify age-specific
TV programs. Based on a corpus of BBC
TV subtitles, we employ a range of lin-
guistic readability features motivated by
Second Language Acquisition and Psy-
cholinguistics research.

Our hypothesis that such readability fea-
tures can successfully distinguish between
spoken language targeting different age
groups is fully confirmed. The classifiers
we trained on the basis of these readability
features achieve a classification accuracy
of 95.9%. Investigating several feature
subsets, we show that the authentic mate-
rial targeting specific age groups exhibits
a broad range of linguistics and psycholin-
guistic characteristics that are indicative of
the complexity of the language used.

1 Introduction

Reading, listening, and watching television pro-
grams are all ways to obtain information partly en-
coded in language. Just like books are written for
different target groups, current TV programs target
particular audiences, which differ in their interests
and ability to understand language. For books and
text in general, a wide range of readability mea-
sures have been developed to determine for which
audience the information encoded in the language
used is accessible. Different audiences are com-
monly distinguished in terms of the age or school
level targeted by a given text.

While for TV programs the nature of the inter-
action between the audio-visual presentation and
the language used is a relevant factor, in this pa-
per we want to explore whether the language by
itself is equally characteristic of the particular age
groups targeted by a given TV program. We thus

focused on the language content of the program
as encoded in TV subtitles and explored the role
of text complexity in predicting the intended age
group of the different programs.

The paper is organized as follows. Section 2
introduces the corpus we used, and section 3 the
readability features employed and their motiva-
tion. Section 4 discusses the experimental setup,
the experiments we conducted and their results.
Section 5 puts our research into the context of re-
lated work, before section 6 concludes and pro-
vides pointers to future research directions.

2 Corpus

The BBC started subtitling all the scheduled pro-
grams on its main channels in 2008, implement-
ing UK regulations designed to help the hearing
impaired. Van Heuven et al. (2014) constructed a
corpus of subtitles from the programs run by nine
TV channels of the BBC, collected over a period
of three years, January 2010 to December 2012.
They used this corpus to compile an English word
frequencies database SUBTLEX-UK1, as a part of
the British Lexicon Project (Keuleers et al., 2012).
The subtitles of four channels (CBeebies, CBBC,
BBC News and BBC Parliament) were annotated
with the channel names.

While CBeebies targets children aged under 6
years, CBBC telecasts programs for children 6–12
years old. The other two channels (News, Parlia-
ment) are not assigned to a specific age-group, but
it seems safe to assume that they target a broader,
adult audience. In sum, we used the BBC subtitle
corpus with a three-way categorization: CBeebies,
CBBC, Adults.

Table 1 shows the basic statistics for the overall
corpus. For our machine learning experiments, we
use a balanced subcorpus with 3776 instances for
each class. As shown in the table, the programs for

1http://crr.ugent.be/archives/1423
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Program Category Age group # texts avg. tokens avg. sentence length
per text (in words)

CBEEBIES < 6 years 4846 1144 4.9
CBBC 6–12 years 4840 2710 6.7
Adults (News + Parliament) > 12 years 3776 4182 12.9

Table 1: BBC Subtitles Corpus Description

the older age-groups tend to be longer (i.e., more
words per text) and have longer sentences. While
text length and sentence length seem to constitute
informative features for predicting the age-group,
we hypothesized that other linguistic properties of
the language used may be at least as informative as
those superficial (and easily manipulated) proper-
ties. Hence, we explored a broad linguistic feature
set encoding various aspects of complexity.

3 Features

The feature set we experimented with consists of
152 lexical and syntactic features that are primar-
ily derived from the research on text complexity
in Second Language Acquisition (SLA) and Psy-
cholinguistics. There are four types of features:

Lexical richness features (LEX): This group
consists of various part-of-speech (POS) tag den-
sities, lexical richness features from SLA research,
and the average number of senses per word.

Concretely, the POS tag features are: the pro-
portion of words belonging to different parts of
speech (nouns, proper nouns, pronouns, determin-
ers, adjectives, verbs, adverbs, conjunctions, in-
terjections, and prepositions) and different verb
forms (VBG, VBD, VBN, VBP in the Penn Tree-
bank tagset; Santorini 1990) per document.

The SLA-based lexical richness features we
used are: type-token ratio and corrected type-
token ratio, lexical density, ratio of nouns, verbs,
adjectives and adverbs to the number of lexical
words in a document, as described in Lu (2012).

The POS information required to extract these
features was obtained using Stanford Tagger
(Toutanova et al., 2003). The average number of
senses for a non-function word was obtained by
using the MIT WordNet API2 (Finlayson, 2014).

Syntactic complexity features (SYNTAX): This
group of features encodes the syntactic complex-
ity of a text derived from the constituent struc-
ture of the sentences. Some of these features are

2http://projects.csail.mit.edu/jwi

derived from SLA research (Lu, 2010), specif-
ically: mean lengths of production units (sen-
tence, clause, t-unit), sentence complexity ratio
(# clauses/sentence), subordination in a sentence
(# clauses per t-unit, # complex t-units per t-unit,
# dependent clauses per clause and t-unit), co-
ordination in a sentence (# co-ordinate phrases
per clause and t-unit, # t-units/sentence), and spe-
cific syntactic structures (# complex nominals per
clause and t-unit, # VP per t-unit). Other syntactic
complexity features we made use of are the num-
ber of NPs, VPs, PPs, and SBARs per sentence
and their average length (in terms of # words), the
average parse tree height and the average number
of constituents per sub-tree.

All of these features were extracted using the
Berkeley Parser (Petrov and Klein, 2007) and the
Tregex pattern matcher (Levy and Andrew, 2006).

While the selection of features for these two
classes is based on Vajjala and Meurers (2012), for
the following two sets of features, we explored fur-
ther information available through psycholinguis-
tic resources.

Psycholinguistic features (PSYCH): This group
of features includes an encoding of the average
Age-of-acquisition (AoA) of words according to
different norms as provided by Kuperman et al.
(2012), including their own AoA rating obtained
through crowd sourcing. It also includes mea-
sures of word familiarity, concreteness, imageabil-
ity, meaningfulness and AoA as assigned in the
MRC Psycholinguistic database3 (Wilson, 1988).
For each feature, the value per text we computed
is the average of the values for all the words in the
text that had an entry in the database.

While these measures were not developed with
readability analysis in mind, we came across one
paper using such features as measures of word
difficulty in an approach to lexical simplification
(Jauhar and Specia, 2012).

3http://www.psych.rl.ac.uk/
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Celex features (CELEX): The Celex lexical
database (Baayen et al., 1995) for English con-
sists of annotations for the morphological, syntac-
tic, orthographic and phonological properties for
more than 50k words and lemmas. We included
all the morphological and syntactic properties that
were encoded using character or numeric codes in
our feature set. We did not use frequency informa-
tion from this database.

In all, this feature set consists of 35 morpholog-
ical and 49 syntactic properties per lemma. The
set includes: proportion of morphologically com-
plex words, attributive nouns, predicative adjec-
tives, etc. in the text. A detailed description of
all the properties of the words and lemmas in this
database can be found in the Celex English Lin-
guistic Guide4.

For both the PSYCH and CELEX features,
we encode the average value for a given text.
Words which were not included in the respec-
tive databases were ignored for this computation.
On average, around 40% of the words from texts
for covered by CELEX, 75% by Kuperman et al.
(2012) and 77% by the MRC database.

We do not use any features encoding the occur-
rence or frequency of specific words or n-grams in
a document.

4 Experiments and Results

4.1 Experimental Setup

We used the WEKA toolkit (Hall et al., 2009) to
perform our classification experiments and evalu-
ated the classification accuracy using 10-fold cross
validation. As classification algorithm, we used
the Sequential Minimal Optimization (SMO) im-
plementation in WEKA, which marginally outper-
formed (1–1.5%) some other classification algo-
rithms (J48 Decision tree, Logistic Regression and
Random Forest) we tried in initial experiments.

4.2 Classification accuracy with various
feature groups

We discussed in the context of Table 1 that sen-
tence length may be a good surface indicator of
the age-group. So, we first constructed a classifi-
cation model with only one feature. This yielded
a classification accuracy of 71.4%, which we con-
sider as our baseline (instead of a basic random
baseline of 33%).

4http://catalog.ldc.upenn.edu/docs/
LDC96L14/eug_a4.pdf

We then constructed a model with all the fea-
tures we introduced in section 3. This model
achieves a classification accuracy of 95.9%, which
is a 23.7% improvement over the sentence length
baseline in terms of classification accuracy.

In order to understand what features contribute
the most to classification accuracy, we applied fea-
ture selection on the entire set, using two algo-
rithms available in WEKA, which differ in the way
they select feature subsets:

• InfoGainAttributeEval evaluates the features
individually based on their Information Gain
(IG) with respect to the class.

• CfsSubsetEval (Hall, 1999) chooses a feature
subset considering the correlations between
features in addition to their predictive power.

Both feature selection algorithms use methods
that are independent of the classification algorithm
as such to select the feature subsets.

Information Gain-based feature selection re-
sults in a ranked list of features, which are inde-
pendent of each other. The Top-10 features ac-
cording to this algorithm are listed in Table 2.

Feature Group
avg. AoA (Kuperman et al., 2012) PSYCH

avg. # PPs in a sentence SYNTAX

avg. # instances where the lemma
has stem and affix

CELEX

– avg. parse tree height SYNTAX

– avg. # NPs in a sentence SYNTAX

avg. # instances of affix substitution CELEX

– avg. # prep. in a sentence LEX

avg. # instances where a lemma is
not a count noun

CELEX

avg. # clauses per sentence SYNTAX

– sentence length SYNTAX

Table 2: Ranked list of Top-10 features using IG

As is clear from their description, all Top-10
features encode different linguistic aspects of a
text. While there are more syntactic features fol-
lowed by Celex features in these Top-10 features,
the most predictive feature is a psycholinguistic
feature encoding the average age of acquisition of
words. A classifier using only the Top-10 IG fea-
tures achieves an accuracy of 84.5%.

Applying CfsSubsetEval to these Top-10 fea-
tures set selects the six features not prefixed by a
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hyphen in the table, indicating that these features
do not correlate with each other (much). A clas-
sifier using only this subset of 6 features achieves
an accuracy of 84.1%.

We also explored the use of CfsSubsetEval fea-
ture selection on the entire feature set instead of
using only the Top 10 features. From the total of
152 features, CfsSubsetEval selected a set of 41
features. Building a classification model with only
these features resulted in a classification accuracy
of 93.9% which is only 2% less than the model
including all the features.

Table 3 shows the specific feature subset se-
lected by the CfsSubsetEval method, including

# preposition phrases
# t-units
# co-ordinate phrases per t-unit
# lexical words in total words
# interjections
# conjunctive phrases
# word senses
# verbs
# verbs, past participle (VBN)
# proper nouns
# plural nouns
avg. corrected type-token ratio
avg. AoA acc. to ratings of Kuperman et al. (2012)
avg. AoA acc. to ratings of Cortese and Khanna (2008)
avg. word imageability rating (MRC)
avg. AoA according to MRC
# morph. complex words (e.g., sandbank)
# morph. conversion (e.g., abandon)
# morph. irrelevant (e.g., meow)
# morph. obscure (e.g., dedicate)
# morph. may include root (e.g., imprimatur)
# foreign words (e.g., eureka)
# words with multiple analyses (e.g., treasurer)
# noun verb affix compounds (e.g., stockholder)
# lemmas with stem and affix (e.g., abundant=abound+ant)
# flectional forms (e.g., bagpipes)
# clipping allomorphy (e.g., phone vs. telephone)
# deriv. allomorphy (e.g., clarify–clarification)
# flectional allomorphy (e.g., verb bear 7→ adjective born)
# conversion allomorphy (e.g., halve–half )
# lemmas with affix substitution (e.g., active=action+ive)
# words with reversion (e.g., downpour)
# uncountable nouns
# collective, countable nouns
# collective, uncountable nouns
# post positive nouns.
# verb, expression (e.g., bell the cat)
# adverb, expression (e.g., run amok)
# reflexive pronouns
# wh pronouns
# determinative pronouns

Table 3: CfsSubsetEval feature subset

some examples illustrating the morphological fea-
tures. The method does not provide a ranked list,
so the features here simply appear in the order in
which they are included in the feature vector.
All of these features except for the psycholinguis-
tic features encode the number of occurrences av-
eraged across the text (e.g., average number of
prepositions/sentence in a text) unless explicitly
stated otherwise. The psycholinguistic features
encode the average ratings of words for a given
property (e.g., average AoA of words in a text).

Table 4 summarizes the classification accura-
cies with the different feature subsets seen so far,
with the feature count shown in parentheses.

Feature Subset (#) Accuracy SD
All Features (152) 95.9% 0.37
Cfs on all features (41) 93.9% 0.59
Top-10 IG features (10) 84.5% 0.70
Cfs on IG (6) 84.1% 0.55

Table 4: Accuracy with various feature subsets

We performed statistical significance tests be-
tween the feature subsets using the Paired T-tester
(corrected), provided with WEKA and all the dif-
ferences in accuracy were found to be statistically
significant at p < 0.001. We also provide the Stan-
dard Deviation (SD) of the test set accuracy in the
10 folds of CV per dataset, to make it possible to
compare these experiments with future research on
this dataset in terms of statistical significance.

Table 5 presents the classification accuracies of
individual features from the Top-10 features list
(introduced in Table 2).

Feature Accuracy
AoA Kup Lem 82.4%
# pp 74.0%
# stem & affix 77.7%
avg. parse tree height 73.4%
# np 73.0%
# substitution 74.3%
# prep 72.0%
# uncountable nouns 68.3%
# clauses 72.5%
sentence length 71.4%

Table 5: Accuracies of Top-10 individual features

The table shows that all but one of the features
individually achieves a classification accuracy
above 70%. The first feature (AoA Kup Lem)
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alone resulted in an accuracy of 82.4%, which is
quite close to the accuracy obtained by all the Top-
10 features together (84.5%).

To obtain a fuller picture of the impact of dif-
ferent feature groups, we also performed ablation
tests removing some groups of features at a time.
Table 6 shows the results of these tests along with
the SD of the 10 fold CV. All the results that are
statistically different at p < 0.001 from the model
with all features (95.9% accuracy, 0.37 SD) are in-
dicated with a *.

Features Acc. SD
All − AoA Kup Lem 95.9% 0.37
All − All AoA Features 95.6% 0.58
All − PSYCH 95.8% 0.31
All − CELEX 94.7%* 0.51
All − CELEX−PSYCH 93.6%* 0.66
All − CELEX−PSYCH−LEX

(= SYNTAX only) 77.5%* 0.99
LEX 93.1%* 0.70
CELEX 90.0%* 0.79
PSYCH 84.5%* 1.12

Table 6: Ablation test accuracies

Interestingly, removing the most predictive in-
dividual feature (AoA Kup Lem) from the feature
set did not change the overall classification accu-
racy at all. Removing all of the AoA features or
all of the psycholinguistic features also resulted in
only a very small drop. The combination of the
linguistic features, covering lexical and syntactic
characteristics as well as the morphological, syn-
tactic, orthographic, and phonological properties
from Celex, thus seem to be equally characteristic
of the texts targeting different age-groups as the
psycholinguistic properties, even though the fea-
tures are quite different in nature.

In terms of separate groups of features, syntac-
tic features alone performed the worst (77.5%) and
lexical richness features the best (93.1%).

To investigate which classes were mixed up by
the classifier, consider Table 7 showing the con-
fusion matrix for the model with all features on a
10-fold CV experiment.

We find that CBeebies is more often con-
fused with the CBBC program for older chil-
dren (156+214) and very rarely with the program
for adults (1+2). The older children programs
(CBBC) are more commonly confused with pro-
grams for adults (36+58) compared to CBeebies

classified as→ CBeebies CBBC Adults
CBeebies (0–6) 3619 156 1
CBBC (6–12) 214 3526 36
Adults (12+) 2 58 3716

Table 7: Confusion Matrix

(1+2), which is expected given that the CBBC au-
dience is closer in age to adults than the CBeebies
audience.

Summing up, we can conclude from these ex-
periments that the classification of transcripts into
age groups can be informed by a wide range of lin-
guistics and psycholinguistic features. While for
some practical tasks a few features may be enough
to obtain a classification of sufficient accuracy, the
more general take-home message is that authentic
texts targeting specific age groups exhibit a broad
range of linguistics characteristics that are indica-
tive of the complexity of the language used.

4.3 Effect of text size and training data size
When we first introduced the properties of the cor-
pus in Table 1, it appeared that sentence length
and the overall text length could be important pre-
dictors of the target age-groups. However, the list
of Top-10 features based on information gain was
dominated by more linguistically oriented syntac-
tic and psycholinguistic features.

Sentence length was only the tenth best feature
by information gain and did not figure at all in the
43 features chosen by the CfsSubsetEval method
selecting features that are highly correlated with
the class prediction while having low correlation
between themselves. As mentioned above, sen-
tence length as an individual feature only achieved
a classification accuracy of 71.4%.

The text length is not a part of any feature set we
used, but considering the global corpus properties
we wanted to verify how well it would perform
and thus trained a model with only text length
(#sentences per text) as a feature. This achieved
a classification accuracy of only 56.7%.

The corpus consists of transcripts of whole TV
programs and hence an individual transcript text
typically is longer than the texts commonly used in
readability classification experiments. This raises
the question whether the high classification accu-
racies we obtained are the consequences of the
larger text size.

As a second issue, the training size available for
the 10-fold cross-validation experiments is com-
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paratively large, given the 3776 text per level
available in the overall corpus. We thus also
wanted to study the impact of the training size on
the classification accuracy achieved.

Pulling these threads together, we compared
the classification accuracy against text length and
training set size to better understand their impact.
For this, we trained models with different text
sizes (by considering the first 25%, 50%, 75% or
100% of the sentences from each text) and with
different training set sizes (from 10% to 100%).

Figure 1 presents the resulting classification ac-
curacy in relation to training set size for the dif-
ferent text sizes. All models were trained with the
full feature set (152 features), using 10-fold cross-
validation as before.
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Figure 1: Classification accuracy for different text
sizes and training set sizes

As expected, both the training set size and the
text size affect the classification accuracy. How-
ever, the classification accuracy even for the small-
est text and training set size is always above 90%,
which means that the unusually large text and
training size is not the main factor behind the very
high accuracy rates.

In all four cases of text size, there was a small
effect of training set size on the classification ac-
curacy. But the effect reduced as the text size in-
creased. At 25% text size, for example, the clas-
sification accuracy ranged 90–93% (mean 92.1%,
SD 0.9) as the training set size increased from 10%
to 100%. However, at 100% text size, the range
was only 94.8–96% (mean 95.6%, SD 0.4).

Comparing the results in terms of text size
alone, larger text size resulted in better classifica-
tion accuracy in all cases, irrespective of the train-

ing set size. A longer text will simply provide
more information for the various linguistic fea-
tures, enabling the model to deliver better judg-
ments about the text. However, despite the text
length being reduced to one fourth of its size, the
models built with our feature set always collect
enough information to ensure a classification ac-
curacy of at least 90%.

In the above experiments, we varied the text size
from 10% to 100%. But since these are percent-
ages, texts from CBBC and Adults on average still
are longer than CBEEBIES texts. While this re-
flects the fact that TV transcripts in real life are of
different length, we also wanted to see what hap-
pens when we eliminate such length differences.

We thus trained classification models fixing the
length of all documents to a concrete absolute
length, starting from 100 words (rounded off to the
nearest sentence boundary) increasing the text size
until we achieve the best overall performance. Fig-
ure 2 displays the classification accuracy we ob-
tained for the different (maximum) text sizes, for
all features and feature subsets.
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Figure 2: Classification accuracy for different ab-
solute text sizes (in words)

The plot shows that the classification accuracy
already reaches 80% accuracy for short texts, 100
words in length, for the model with all features. It
rises to above 90% for texts which are 300 words
long and reaches the best overall accuracy of al-
most 96% for texts which are 900 words in length.
All the feature subsets too follow the same trend,
with varying degrees of accuracy that is always
lower than the model with all features.

While in this paper, we focus on documents,
the issue whether the data can be reduced further
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to perform readability at the sentence level is dis-
cussed in Vajjala and Meurers (2014a).

5 Related Work

Analyzing the complexity of written texts and
choosing suitable texts for various target groups
including children is widely studied in computa-
tional linguistics. Some of the popular approaches
include the use of language models and machine
learning approaches (e.g., Collins-Thompson and
Callan, 2005; Feng, 2010). Web-based tools such
as REAP5 and TextEvaluator6 are some examples
of real-life applications for selecting English texts
by grade level.

In terms of analyzing spoken language, research
in language assessment has analyzed spoken tran-
scripts in terms of syntactic complexity (Chen and
Zechner, 2011) and other textual characteristics
(Crossley and McNamara, 2013).

In the domain of readability assessment,
the Common Core Standards (http://www.
corestandards.org) guideline texts were
used as a standard test set in the recent past (Nel-
son et al., 2012; Flor et al., 2013). This test set
contains some transcribed speech. However, to
the best of our knowledge, the process of select-
ing suitable TV programs for children as explored
in this paper has not been considered as a case of
readability assessment of spoken language before.

Subtitle corpora have been created and used
in computational linguistics for various pur-
poses. Some of them include video classifica-
tion (Katsiouli et al., 2007), machine translation
(Petukhova et al., 2012), and simplification for
deaf people (Daelemans et al., 2004). But, we are
not aware of any such subtitle research studying
the problem of automatically identifying TV pro-
grams for various age-groups.

This paper thus can be seen as connecting sev-
eral threads of research, from the analysis of text
complexity and readability, via the research on
measuring SLA proficiency that many of the lin-
guistic features we used stem from, to the com-
putational analysis of speech as encoded in subti-
tles. The range of linguistic characteristics which
turn out to be relevant and the very high preci-
sion with which the age-group classification can
be performed, even when restricting the input to

5http://reap.cs.cmu.edu
6https://texteval-pilot.ets.org/

TextEvaluator

artificially shortened transcripts, confirm the use-
fulness of connecting these research threads.

6 Conclusions

In this paper, we described a classification ap-
proach identifying TV programs for different
age-groups based on a range of linguistically-
motivated features derived from research on text
readability, proficiency in SLA, and psycholin-
guistic research. Using a collection of subtitle
documents classified into three groups based on
the targeted age-group, we explored different clas-
sification models with our feature set.

The experiments showed that our linguistically
motivated features perform very well, achieving
a classification accuracy of 95.9% (section 4.2).
Apart from the entire feature set, we also exper-
imented with small groups of features by apply-
ing feature selection algorithms. As it turns out,
the single most predictive feature was the age-
of-acquisition feature of Kuperman et al. (2012),
with an accuracy of 82.4%. Yet when this fea-
ture is removed from the overall feature set, the
classification accuracy is not reduced, highlighting
that such age-group classification is informed by a
range of different characteristics, not just a single,
dominating one. Authentic texts targeting specific
age groups exhibit a broad range of linguistics and
psycholinguistic characteristics that are indicative
of the complexity of the language used.

While an information gain-based feature subset
consisting of 10 features resulted in an accuracy of
84.5%, a feature set chosen using the CfsSubsetE-
val method in WEKA gave an accuracy of 93.9%.
Any of the feature groups we tested exceeded the
random baseline (33%) and a baseline using the
popular sentence length feature (71.4%) by a large
margin. Individual feature groups also performed
well at over 90% accurately in most of the cases.
The analysis thus supports multiple, equally valid
perspectives on a given text, each view encoding a
different linguistic aspect.

Apart from the features explored, we also stud-
ied the effect of the training set size and the length
of the text considered for feature extraction on
classification accuracy (Section 4.3). The size of
training set mattered more when the text size was
smaller. Text size, which did not work well as an
individual feature, clearly influences classification
accuracy by providing more information for model
building and testing.
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In terms of the practical relevance of the re-
sults, one question that needs some attention is
how well the features and trained models gener-
alize across different type of TV programs or lan-
guages. While we have not yet investigated this
for TV subtitles, in experiments investigating the
cross-corpus performance of a model using the
same feature set, we found that the approach per-
forms well for a range of corpora composed of
reading materials for language learners (Vajjala
and Meurers, 2014b). The very high classification
accuracies of the experiments we presented in the
current paper thus seem to support the assumption
that the approach can be useful in practice for au-
tomatically identifying TV programs for viewers
of different age groups.

Regarding the three class distinctions and the
classifier setup we used in this paper, the approach
can also be generalized to other scales and a re-
gression setup (Vajjala and Meurers, 2013).

6.1 Outlook

The current work focused mostly on modeling and
studying different feature groups in terms of their
classification accuracy. Performing error analysis
and looking at the texts where the approach failed
may yield further insights into the problem. Some
aspects of the text that we did not consider in-
clude discourse coherence or topic effects. Study-
ing these two aspects can provide more insights
into the nature of the language used in TV pro-
grams directed at viewers of different ages. A
cross-genre evaluation between written and spo-
ken language complexity across age-groups could
also be insightful.

On the technical side, it would also be useful
to explore the possibility of using a parser tuned
to spoken language, to check if this helps improve
the classification accuracy of syntactic features.

While in this paper we focused on English, a
related readability model also performed well for
German (Hancke et al., 2012) so that we expect
the general approach to be applicable to other lan-
guages, subject to the availability of the relevant
resources and tools.
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Abstract

The use of certain font types and sizes im-
prove the reading performance of people
with dyslexia. However, the impact of
combining such features with the seman-
tics of the text has not yet been studied. In
this eye-tracking study with 62 people (31
with dyslexia), we explore whether high-
lighting the main ideas of the text in bold-
face has an impact on readability and com-
prehensibility. We found that highlighting
keywords improved the comprehension of
participants with dyslexia. To the best of
our knowledge, this is the first result of this
kind for people with dyslexia.

1 Introduction

Dyslexia is a neurological reading disability which
is characterized by difficulties with accurate
and/or fluent word recognition as well as by poor
spelling and decoding abilities. These difficulties
typically result from a deficit in the phonologi-
cal component of language that is often unrelated
to other cognitive disabilities. Secondary conse-
quences include problems in reading comprehen-
sion and reduced reading experience that can im-
pede vocabulary growth and background knowl-
edge (International Dyslexia Association, 2011).

From 10 to 17.5% of the population in the
U.S.A. (Interagency Commission on Learning
Disabilities, 1987) and from 8.6 to 11% of the
Spanish speaking population (Carrillo et al., 2011;
Jiménez et al., 2009) have dyslexia. Even if
dyslexia is also popularly identified with brilliant
famous people, the most frequent way to detect
a child with dyslexia is by low-performance in
school (Carrillo et al., 2011). In Spain, it is es-
timated that four out of six cases of school fail-
ure are related to dyslexia.1 The prevalence of

1The percentage of school failure is calculated by the

dyslexia and its impact in school failure are the
main motivations of our work.

Previous eye-tracking studies with people with
dyslexia have shown that their reading perfor-
mance can improve when the presentation of the
text contains certain font types (Rello and Baeza-
Yates, 2013) or font sizes (O’Brien et al., 2005;
Dickinson et al., 2002; Rello et al., 2013c).

Keywords – or key-phrases2– are words that
capture the main ideas of a text. Highlighting key-
words in the text is a well known strategy to sup-
port reading tasks (Weinstein and Mayer, 1986).
In fact, highlighting keywords is recommended to
students with dyslexia (Hargreaves, 2007), as well
as to teachers for making texts more accessible for
this target group (Peer and Reid, 2001).

Here, we present the first study which explores
the modification of the text presentation in rela-
tionship with its semantics, by highlighting key-
words. We measure the impact of highlighting the
text on the reading performance (readability and
comprehensibility) of people with dyslexia using
eye-tracking. Our hypotheses are:

• H1: The presence of highlighted keywords in
the text increases readability for people with
dyslexia.

• H2: The presence of highlighted keywords in
the text increases comprehensibility for peo-
ple with dyslexia.

Next section reviews related work, while Sec-
tion 3 explains the experimental methodology.
Section 4 presents the results, which are discussed
in Section 5. In Section 6 we draw the conclusions
and we mention future lines of research.
number or students who drop school before finishing sec-
ondary education (high school). While the average of school
failure in the European Union is around 15%, Spain has
around 25-30% of school failure, 31% in 2010 (Enguita et
al., 2010).

2We use “keywords”, meaning also “key-phrase”, to refer
to both single words or phrases that are highlighted.
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2 Related Work

Related work to ours can be found in: (1) natural
language processing (NLP) literature about key-
phrase and keyword extraction (Section 2.1), and
(2) accessibility literature about dyslexia and key-
words (Section 2.2).

2.1 Key-phrase and Keyword Extraction

There is a vast amount of NLP literature on key-
phrase extraction (Kim et al., 2010; Witten et al.,
1999; Frank et al., 1999).

The semantic data provided by key-phrase ex-
traction can be used as metadata for refining NLP
applications, such as summarization (D’Avanzo
and Magnini, 2005; Lawrie et al., 2001), text
ranking (Mihalcea and Tarau, 2004), indexing
(Medelyan and Witten, 2006), query expansion
(Song et al., 2006), or document management and
topic search (Gutwin et al., 1999).

The closest work to ours is (Turney, 1999) be-
cause they highlight key-phrases in the text to fa-
cilitate its skimming. They compare the highlight-
ing outputs of two different systems, Search 97
and GenEx, using six corpora belonging to differ-
ent genre.

2.2 Accessibility

In accessibility and education literature, highlight-
ing keywords is a broadly recommended learning
strategy (Weinstein and Mayer, 1986). Regarding
students with dyslexia, teachers are encouraged to
highlight keywords to make texts more accessible
(Peer and Reid, 2001; Hargreaves, 2007). These
recommendations are based on qualitative analy-
sis and direct observations with students.

In the applications for people with dyslexia
highlighting is used not for keywords or main
ideas but to help users for tracking their position
when reading such as in ScreenRuler (ClaroSoft-
ware, 2012). Sometimes highlighting is used
simultaneously with text-to-speech technology
(Kanvinde et al., 2012; ClaroSoftware, 2012). In
the SeeWord tool for MS Word (Dickinson et al.,
2002; Gregor et al., 2003), highlighting is used
on the letters where people with dyslexia normally
make mistakes in order to attract the user’s atten-
tion.

Previous studies similar to ours have used
eye-tracking to show how people with dyslexia
can read significantly faster as using certain font
types (Rello and Baeza-Yates, 2013) or font sizes

(O’Brien et al., 2005; Dickinson et al., 2002; Rello
et al., 2013c).

2.3 What is Missing?

First, we did not find any study that measured ob-
jectively the impact of highlighting keywords in a
text on the readability and comprehensibility for
people with dyslexia. Second, to the best of our
knowledge, there are no studies in assistive tech-
nology that uses an NLP based engine to high-
light keywords for people with dyslexia. In this
work we address the first issue, taking the sec-
ond one into consideration. Hence, we emulated
in the experiment the output that a potential NLP
tool would give for highlighting the main ideas in
the text.

3 Methodology

To study the effect of keywords on readability and
comprehensibility of texts on the screen, we con-
ducted an experiment where 62 participants (31
with dyslexia) had to read two texts on a screen,
where one of them had the main ideas highlighted
using boldface. Readability and comprehensibility
were measured via eye-tracking and comprehen-
sion tests, respectively. The participants’ prefer-
ences were gathered via a subjective ratings ques-
tionnaire.

3.1 Design

In the experiment there was one condition, Key-
words, with two levels: [+keywords] denotes the
condition where main ideas of the text were high-
lighted in boldface and [−keywords] denotes the
condition where the presentation of the text was
not modified.

The experiments followed a within-subjects de-
sign, so every participant contributed to each of
the levels of the condition. The order of the condi-
tions was counter-balanced to cancel out sequence
effects.

When measuring the reading performance of
people with dyslexia we need to separate readabil-
ity3 from comprehensibility4 because they are not
necessarily related. In the case of dyslexia, texts
that might seen not readable for the general popu-
lation, such as texts with errors, can be better un-
derstood by people with dyslexia, and vice versa,

3The ease with which a text can be read.
4The ease with which a text can be understood.

31



people with dyslexia find difficulties with standard
texts (Rello and Baeza-Yates, 2012).

To measure readability we consider two depen-
dent variables derived from the eye-tracking data:
Reading Time and Fixation Duration. To measure
comprehensibility we used a comprehension score
as dependent variable.

• Fixation Duration. When reading a text, the
eye does not move contiguously over the text,
but alternates saccades and visual fixations,
that is, jumps in short steps and rests on parts
of the text. Fixation duration denotes how
long the eye rests on a single place of the
text. Fixation duration has been shown to be
a valid indicator of readability. According to
(Rayner and Duffy, 1986; Hyönä and Olson,
1995), shorter fixations are associated with
better readability, while longer fixations can
indicate that the processing load is greater.
On the other hand, it is not directly propor-
tional to reading time as some people may
fixate more often in or near the same piece
of text (re-reading). Hence, we used fixation
duration average as an objective approxima-
tion of readability.

• Reading Time. The total time it takes a par-
ticipant to completely read one text. Shorter
reading durations are preferred to longer
ones, since faster reading is related to more
readable texts (Williams et al., 2003). There-
fore, we use Reading Time, that is, the time
it takes a participant to completely read one
text, as a measure of readability, in addition
to Fixation Duration.

• Comprehension Score. To measure text com-
prehensibility we used inferential items, that
is, questions that require a deep understand-
ing of the content of the text. We used
multiple-choice questions with three possi-
ble choices, one correct, and two wrong. We
compute the text comprehension score as the
number of correct answers divided by the to-
tal number of questions.

• Subjective Ratings. In addition, we asked
the participants to rate on a five-point Likert
scale their personal preferences and percep-
tion about how helpful the highlighted key-
words were.

3.2 Participants

We had 62 native Spanish speakers, 31 with a con-
firmed diagnosis of dyslexia.5 The ages of the par-
ticipants with dyslexia ranged from 13 to 37, with
a mean age of 21.09 years (s = 8.18). The ages
of the control group ranged from 13 to 40, with a
mean age of 23.03 years (s = 7.10).

Regarding the group with dyslexia, three of
them were also diagnosed with attention deficit
disorder. Fifteen people were studying or already
finished university degrees, fourteen were attend-
ing school or high school, and two had no higher
education. All participants were frequent readers
and the level of education was similar for the con-
trol group.

3.3 Materials

In this section we describe how we designed the
texts and keywords that were used as study mate-
rial, as well as the comprehension and subjective
ratings questionnaires.

Base Texts. We picked two similar texts from
the Spanish corpus Simplext (Bott and Saggion,
2012). To meet the comparability requirements
among the texts belonging to the same experiment,
we adapted the texts maintaining as much as pos-
sible the original text. We matched the readabil-
ity of the texts by making sure that the parameters
commonly used to compute readability (Drndare-
vic and Saggion, 2012), had the same or similar
values. Both texts:

(a) are written in the same genre (news);

(b) are about similar topics (culture);

(c) have the same number of words (158 words):

(d) have a similar word length average (4.83 and
5.61 letters);

(e) are accessible news, readable for the general
public so they contained no rare or technical
words, which present an extra difficulty for
people with dyslexia (Rello et al., 2013a).

(f) have the same number of proper names (one
per text);

5All of them presented official clinical results to prove
that dyslexia was diagnosed in an authorized center or hos-
pital. The Catalonian protocol of dyslexia diagnosis (Speech
Therapy Association of Catalonia, 2011) does not consider
different kinds of dyslexia.
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The Museo Picasso Málaga includes new works of the artist in its permanent collection

The Andalusian Minister of Culture, Paulino Plata, presented a new reorganization of the 
permanent collection of the Picasso Museum that, coinciding with the birth anniversary 
of the painter, incorporates a wide selection of works by Pablo Picasso provided by the 
Almine and Bernard Ruiz-Picasso Foundation for Art. Paintings, sculptures and ceramics 
from different periods and styles compose this set of 43 pieces given for 15 years by the 
mentioned foundation. The incorporation of these creations assumes, according to the 
Andalusian Council, a valuable contribution to the permanent collection of the 
Museum Picasso Málaga. In this way, a visitor can now contemplate paintings and 
sculptures that, for the first time, are exposed in the gallery.

Siguiente 

Figure 1: Example slide used in the experiment.

(g) have the same number of sentences (five per
text) and similar sentence complexity (three
sentences per text contain relative clauses);

(h) one text has two numerical expressions
(Rello et al., 2013b) and the other has two
foreign words (Cuetos and Valle, 1988), both
being elements of similar difficulty; and

(i) have the same number of highlighted key-
phrases.

An example of a text used (translation from Span-
ish6) is given in Figure 1.

Keywords. For creating the keywords we high-
lighted using boldface the words which contained
the main semantic meaning (focus) of the sen-
tence. This focus normally corresponds with the
direct object and contains the new and most rele-
vant information of the sentence (Sperber and Wil-
son, 1986). We only focused on the main sen-
tences; subordinate or relative clauses were dis-
missed. For the syntactic analysis of the sen-
tences we used Connexor’s Machinese Syntax
(Connexor Oy, 2006), a statistical syntactic parser
that employes a functional dependency grammar
(Tapanainen and Järvinen, 1997). We took direct
objects parsed by Connexor without correcting the
output.

Comprehension Questionnaires. For each text
we manually create three inferential items. The
order of the correct answer was counterbalanced
and all questions have similar difficulty. An exam-
ple question is given in Figure 2.

Subjective Questionnaire. The participants rated
how much did the keywords helped their reading,

6www.luzrello.com/picasso

El texto habla de: ‘The text is about:’

– Sobre la obra del pintor y escultor Picasso.
‘The work of the painter and sculptor Picasso.’

– Sobre la Fundación Almine y Bernard Ruiz-Picasso
para el Arte. ‘The Almine and Bernard Ruiz-Picasso
Foundation for Arts.’

– Sobre incorporación de nuevas obras en el museo
Picasso de Málaga. ‘About incorporation of new
works in the Picasso Museum of Malaga.’

Figure 2: Comprehension questionnaire item.

their ease to remember the text, and to which ex-
tent would they like to find keywords in texts.

Text Presentation. The presentation of the text
has an effect on reading speed of people with
dyslexia (Kurniawan and Conroy, 2006; Gregor
and Newell, 2000). Therefore, we used a text
layout that follows the recommendations of pre-
vious research. As font type, we chose Arial,
sans serif, as recommended in (Rello and Baeza-
Yates, 2013). The text was left-justified, as rec-
ommended by the British Association of Dyslexia
(British Dyslexia Association, 2012). Each line
did not exceeded 62 characters/column, the font
size was 20 point, and the colors used were black
font with creme background,7 as recommended in
(Rello et al., 2012).

3.4 Equipment
The eye-tracker used was the Tobii T50 that
has a 17-inch TFT monitor with a resolution of
1024×768 pixels. It was calibrated for each par-
ticipant and the light focus was always in the
same position. The time measurements of the eye-
tracker have a precision of 0.02 seconds. The dis-

7The CYMK are creme (FAFAC8) and black (000000).
Color difference: 700. Brightness difference: 244.
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tance between the participant and the eye-tracker
was constant (approximately 60 cm. or 24 in.) and
controlled by using a fixed chair.

3.5 Procedure

The sessions were conducted at Universitat Pom-
peu Fabra in a quiet room and lasted from 20 to 30
minutes. First, we began with a questionnaire to
collect demographic information. Then, we con-
ducted the experiment using eye-tracking. The
participants were asked to read the texts in silence
and to complete the comprehension tests after each
text read. Finally, we carried out the subjective rat-
ings questionnaire.

4 Results

None of the datasets were normally distributed
(Shapiro-Wilk test) and neither of them had an
homogeneous variance (Levene test). Hence, to
study the effect of Keywords on readability and
comprehensibility we used the Wilcoxon non-
parametric test for repeated measures.

4.1 Differences between Groups

We found a significant difference between
the groups regarding Reading Time (W =
2578.5, p < 0.001), Fixation Duration (W =
2953, p < 0.001) and Comprehension Score
(W = 1544, p = 0.040).

Participants with dyslexia had lower compre-
hension scores and longer reading times and fixa-
tions than participants from the control group (see
Table 1).

4.2 Readability

We did not find a significant effect of Keywords
on Reading Time for the participants with dyslexia
(W = 210, p = 0.688) and for the participants
without dyslexia (W = 702.5, p = 0.351).

Similarly, there were found no significant ef-
fects of Keywords on Fixation Duration for the
participants with dyslexia (W = 259.5, p =
0.688) or without dyslexia (W = 862, p = 0.552).

4.3 Comprehension

For the participants with dyslexia, we found a sig-
nificant effect on the Comprehension Score (W =
178.5, p = 0.022). Text with highlighted key-
words led to significantly higher comprehension
scores in this target group.

For the control group we did not find an ef-
fect on the Comprehension Score (W = 740, p =
0.155).

4.4 Subjective Ratings

The debate of what analyses are admissible for
Likert scales – parametric or non-parametric tests–
is pretty contentious (Carifio and Perla, 2008). A
Shapiro-Wilk test showed that the datasets were
not normally distributed. Hence, we also used the
Wilcoxon non-parametric test.

• Readability. We found no significant dif-
ferences between the groups regarding how
much highlighting keywords helped them
reading the text (W = 504.5, p = 0.316).

Both groups found that keywords can slightly
help their reading (x̃ = 3, x̄ = 3.0, s =
1.155)8 for the participants with dyslexia,
and (x̃ = 3, x̄ = 2.8, s = 0.966) for the
control group.

• Memorability. We found no significant differ-
ences between the groups regarding if high-
lighting keywords help to memorize the text
(W = 484, p = 0.493).

Both agree that keywords help them to re-
member the text moderately (x̃ = 4, x̄ =
3.636, s = 1.002) for the participants with
dyslexia and (x̃ = 4, x̄ = 3.450, s = 1.085)
for the control group.

• Preferences. Also, no differences between
groups were found regarding their prefer-
ences in finding highlighted keywords in the
texts (W = 463, p = 0.727).

Participants with dyslexia would like to find
texts including highlighted keywords (x̃ = 4,
x̄ = 3.636, s = 1.136), as well as in the con-
trol group (x̃ = 4, x̄ = 3.600, s = 1.057).

5 Discussion

Regarding the differences between the groups, our
results are consistent with other eye-tracking stud-
ies to diagnose dyslexia that found statistical dif-
ferences (Eden et al., 1994).

8We use x̃ for the median, and s for the standard devia-
tion.
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Dependent Variable [+Keywords] [−Keywords ]
(µ ± s) Group with Dyslexia

Reading Time (s) 59.98± 25.32 53.71± 18.42
Fixation Duration (s) 0.22± 0.06 0.23± 0.060
Comprehension Score (%) 100± 0 77.27± 42.89

Control Group
Reading Time (s) 36.31± 15.17 33.81± 12.82
Fixation Duration (s) 0.18± 0.04 0.19± 0.04
Comprehension Score (%) 100± 0 94.87± 22.35

Table 1: Results of the Keywords experiment.

5.1 Hypothesis 1

Shorter reading times and fixation durations are
associated with better readability (Just and Car-
penter, 1980). Since Keywords had no significant
effect on readability, we cannot confirm H.1: The
presence of highlighted keywords in the text in-
creases readability for people with dyslexia.

One possible reason for this is that text presen-
tation might only have an impact on readability
when the whole text is modified, not only portions
of it. Most probably, if one text was presented all
in boldface or italics and the other one in roman,
significant differences could have been found as in
(Rello and Baeza-Yates, 2013) where the effect of
different font styles was evaluated. Another expla-
nation could be that the text might look different to
what the participants were used to see and partic-
ipants might need some time to get used to high-
lighted keywords in the text before testing read-
ability effects.

From the content point of view, the fact that the
readability did not change as expected, since the
content of the text is not modified in any of the
conditions.

5.2 Hypothesis 2

Because participants with dyslexia had a signifi-
cantly increase in text comprehension with texts
having highlighted keywords, our findings support
H.2: The presence of highlighted keywords in the
text increases comprehensibility for people with
dyslexia.

This improvement might be due to the possibil-
ity that keywords might help to remember the text
better. This is consistent with the pedagogic lit-
erature that recommends this strategy for learning
and retaining text content (Weinstein and Mayer,
1986).

5.3 Subjective Perception of Keywords
The fact that using keywords for learning is a
shared strategy for both groups (Weinstein and
Mayer, 1986), may explain that no significant
differences between groups were found regard-
ing their preference and perception of keywords
on readability and memorability. Also, high-
lighted keywords in bold are found in general
school books, not only in materials for people with
dyslexia, so both groups were familiar with the
conditions.

5.4 Limitations
This study has at least two limitations. First, the
study was performed with a manually annotated
dataset. These annotations were based on the out-
put of the Connexor parser. We have not found any
evaluation of Connexor’s accuracy when parsing
syntactic constituents. Nevertheless, it has been
observed that the accuracy for direct objects in
Spanish achieves results that varies from 85.7%
to 93.1%, depending on the test set (Padró et al.,
2013). Second, the participants read only two texts
because we did not wanted to fatigue participants
with dyslexia. Now that we have observed that
they could have read more texts, we will carry out
further studies with more texts that will incorpo-
rate automatic keyword extraction.

6 Conclusions and Future Work

Our main conclusion is that highlighted keywords
in the text increases the comprehension by peo-
ple with dyslexia. For the control group no effects
were found. Our results support previous educa-
tional recommendations by adding the analysis of
the impact of highlighting keywords using objec-
tive measures.
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These results can have impact on systems that
rely on text as the main information medium.
By applying keyword extraction automatically and
highlighting them, digital texts could become eas-
ier to understand by people with dyslexia.

Future work include the integration of auto-
matic keyword extraction and its evaluation using
a larger number of texts. Also, different strategies
to select keywords will be explored and the com-
prehension questionnaires will be enriched com-
bining inferential and literal questions. Future
work also includes testing memorability using ob-
jective measures in addition to the subjective re-
sponses of the participants.
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iere Gómez. 2010. Fracaso y abandono escolar en
España (School Failure in Spain). Obra Social, Fun-
dación la Caixa.

E. Frank, G.W. Paynter, I.H. Witten, C. Gutwin, and C.
Nevill-Manning. 1999. Domain-specific keyphrase
extraction. In Proc. Sixteenth International Joint
Conference on Artificial Intelligence (IJCAI 1999).
Morgan Kaufmann Publishers Inc., San Francisco,
CA, USA.

P. Gregor and A. F. Newell. 2000. An empirical in-
vestigation of ways in which some of the problems
encountered by some dyslexics may be alleviated
using computer techniques. In Proc. ASSETS’00,
ASSETS 2000, pages 85–91, New York, NY, USA.
ACM Press.

P. Gregor, A. Dickinson, A. Macaffer, and P. An-
dreasen. 2003. Seeword: a personal word
processing environment for dyslexic computer
users. British Journal of Educational Technology,
34(3):341–355.

C. Gutwin, G. Paynter, I. Witten, C. Nevill-Manning,
and E. Frank. 1999. Improving browsing in digital
libraries with keyphrase indexes. Decision Support
Systems, 27(1):81–104.

S. Hargreaves. 2007. Study skills for dyslexic students.
Sage.
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dislèxia. Àmbit Educativo (Protocol for detection
and management of dyslexia. Educational scope.).
Education Department of Catalonia.

D. Sperber and D. Wilson. 1986. Relevance: Commu-
nication and cognition, volume 142. Harvard Uni-
versity Press Cambridge, MA.

P. Tapanainen and T. Järvinen. 1997. A non-projective
dependency parser. In Proceedings of the 5th Con-
ference on Applied Natural Language Processing
(ANLP-97), pages 64–71.

P. Turney. 1999. Learning to extract keyphrases from
text. In National Research Council, Institute for In-
formation Technology, Technical Report ERB-1057.

C.E. Weinstein and R.E. Mayer. 1986. The teaching of
learning strategies. Handbook of research on teach-
ing, 3:315–327.

S. Williams, E. Reiter, and L. Osman. 2003. Exper-
iments with discourse-level choices and readability.
In Proc. ENLG ’03), Budapest, Hungary.

I.H. Witten, G.W. Paynter, E. Frank, C. Gutwin, and
D.G. Nevill-Manning. 1999. Kea: Practical auto-
matic keyphrase extraction. In Proceedings of the
fourth ACM conference on Digital libraries, pages
254–255. ACM Press.

37



Proceedings of the 3rd Workshop on Predicting and Improving Text Readability for Target Reader Populations (PITR) @ EACL 2014, pages 38–46,
Gothenburg, Sweden, April 26-30 2014. c©2014 Association for Computational Linguistics

An eye-tracking evaluation of some parser complexity metrics

Matthew J. Green
University of Aberdeen, UK
mjgreen@abdn.ac.uk

Abstract
Information theoretic measures of incre-
mental parser load were generated from a
phrase structure parser and a dependency
parser and then compared with incremen-
tal eye movement metrics collected for the
same temporarily syntactically ambiguous
sentences, focussing on the disambiguat-
ing word. The findings show that the
surprisal and entropy reduction metrics
computed over a phrase structure gram-
mar make good candidates for predictors
of text readability for human comprehen-
ders. This leads to a suggestion for the use
of such metrics in Natural Language Gen-
eration (NLG).

1 Introduction

This work aims to predict automatically how dif-
ficult a generated sentence will be for a per-
son to read. Temporarily syntactically ambigu-
ous sentences were presented along with pre-
disambiguated controls to people to read while
their eye movements were recorded. The same
materials were given as input to two NLP parsers,
trained on portions of the Wall Street Journal part
of the Penn Treebank, that generate incremental
word by word metrics of parser load. The met-
rics of parser load were compared against a stan-
dard measure of human sentence processing load
regression path duration.

The purpose of the present article is to demon-
strate that the parser metrics can predict human
difficulty for a certain syntactically-ambiguous
sentence type (described in the next section). The
article also proposes that, if future work shows that
the parser metrics here also predict sentence pro-
cessing difficulty more broadly, then this method
would be a useful way for NLG systems to decide
on a particular output from among several possible
outputs that express the same information.

2 Complement ambiguity

The sentences used in this article were represen-
tative of complement ambiguity. Sentences like
these are syntactically ambiguous until a disam-
biguating word, which resolves the ambiguity ei-
ther to no complement, direct object complement,
or sentential complement. This section gives the
linguistic aspects of this ambiguity type with ex-
amples. Material in parentheses indicates how
the unambiguous controls were constructed: by
means of punctuation indicating the clause bound-
ary in (1); and by means of an overt complemen-
tiser establishing the sentential complement in (2).
Phrase marker diagrams are given for the exam-
ples in Figures (1) and (2).

(1) After the cadet saluted(,) the captain walked
to the gates of the enclosure. SENTENCE

TYPE 1

(2) The cadet noticed (that) the captain walked
to the gates of the enclosure. SENTENCE

TYPE 2

Sentential complement ambiguities exploit the
properties of ‘complement’ verbs like noticed that
can be followed either by a complement clause or
by a direct object, or by no complement. When
such verbs are followed by complements and an
overt complementiser like that is used, no tem-
porary syntactic ambiguity is present: however,
when the complementiser is omitted, which may
be done without violating the grammar, temporary
syntactic ambiguity arises with respect to the first
few words of the complement. These words may
be taken as a direct object instead, and then when
the complement verb appears, disambiguation en-
sues as the words that were taken to be part of a
direct object of the verb are revealed necessarily
to be part of a complement. Another possibility
afforded by the multiple subcategorisation frame
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of words like noticed is that the words immedi-
ately following could properly be the start of a
main clause where the clause containing noticed
is properly a subordinate clause. Such cases are
sometimes referred to as reduced complements.
In these cases only the presence of a main verb
resolves the temporary syntactic ambiguity, and
when it appears, some major restructuring is in-
volved. Complement ambiguities of both kinds
have been used to investigate the parsing of am-
biguous clauses (Holmes et al., 1987; Rayner and
Frazier, 1987; Sturt et al., 1999; Ferreira and
Henderson, 1991; Clifton Jr, 1993; Pickering and
Traxler, 1998; Trueswell et al., 1993).

Evidence from studies with human readers sup-
port the notion that there is a processing difficulty
differential across the two forms such that dis-
ambiguation in sentence type (1) is harder than
in sentence type (2). This has been shown using
grammaticality judgements (Ferreira and Hender-
son, 1991), self-paced reading times (Sturt et al.,
1999), and eye-tracking (Green, 2014).

The current article presents an eye-tracking
evaluation of the parser predictions for comple-
ment ambiguity, and discusses applications of syn-
tactic complexity metrics for evaluating test read-
ability.

3 Parser metrics

This section gives details of the surprisal, entropy
reduction, and retrieval time metrics, and how they
are computed.

3.1 Surprisal
Surprisal was computed over a phase structure
parser, and over a dependency parser.

Surprisal is computed using two other quanti-
ties. These quantities are: (1) the probability of a
derivation: a derivation is a set of weighted rule
productions that result in the current partial string
of input words, such that a sentence fragment with
two alternative parses is represented as two deriva-
tions; (2) prefix probability: this is the probability
of the parse of the fragment seen so far, which is
composed of the sum of the probabilities of the
two derivations if the fragment is syntactically am-
biguous with two alternatives.

Let G be a probabilistic context free grammar
(PCFG). Let d be a derivation composed of a se-
quence of applications of grammar rules. Let i in-
dex these applications so that di is the ith applica-

tion in d, and let j be the total number of applica-
tions in the derivation. Then the probability p of
a derivation d given a grammar G and the current
sentence fragment w1...k is given by the product of
the probability of each rule applied in the deriva-
tion, thus:

p(d,G,w1...k) =
j∏

i=1

p(di, G,w1...k)

Let D represent the set of all derivations d that
are present for the current sentence fragment –
when there are two alternative parses available for
the sentence fragment seen so far, D has two ele-
ments. Let w be the set of words in the sentence
fragment seen so far. Let wk be the word that
the parser encountered most recently at the current
state. Let wk+1 be the first word of the rest of the
sentence. As the parser transitions from its state at
wk to its state at wk+1 we can derive a prefix prob-
ability pp at wk+1 that represents the sum proba-
bility of the derivations of the string w1...k+1. So
the prefix probability of word wk+1 with respect
to a probabilistic context free grammar (PCFG) de-
noted G is given by the sum of the probability of
all derivations of the string w1...k+1 that the gram-
mar generates.

pp(wk+1, G,w1...k) =
∑
d∈D

p(d,G,w1...k)

The conditional probability cp of the next word
wk+1 is the ratio of the prefix probability of the
next word wk+1 to the prefix probability of the
current word wk.

cp(wk+1, G,w1...k) =
pp(wk+1, G,w1...k)
pp(wk, G,w1...k−1)

The surprisal sp, measured in bits of informa-
tion, associated with the next word wk+1 is the
negative log of the conditional probability of the
next word wk+1

sp(wk+1, G,w1...k) = −log(cp(wk+1, G,w1...k))

The TDPARSE top-down incremental parser pro-
vided by Roark (2013) and described in Roark
(2001) and Roark (2004) computes surprisal over
a phrase structural grammar, incrementally for
each word in a sentence. It is a parallel parser that
maintains potentially very many parses at each
state. For details of how the beam width varies
across a sentence, see Roark (2001).

39



S

ADVP S'

IN S'

After NP VP

the cadet V

saluted

NP

the captain

S

ADVP S'

IN S' NP VP

After NP VP the captain walked ...

the cadet V

saluted

Figure 1: Phrase markers showing disambiguation in sentence type 1. The left phrasemarker shows the
initial misattachment. The right phrasemarker shows how the same initially misattached NP is attached
in the ultimately correct analysis.

S

NP VP

The cadet V NP

noticed the captain

S

NP VP

the cadet V S'

noticed NP VP

the captain walked ...

Figure 2: Phrase markers showing disambiguation in sentence type 2. The left phrasemarker shows the
initial misattachment. The right phrasemarker shows how the same initially misattached NP is attached
in the ultimately correct analysis.

The HUMDEP parser provided by Boston
(2013) and described in Boston and Hale (2007)
and Boston (2012) computes surprisal over a de-
pendency grammar transition system , incremen-
tally for each word in a sentence. It is a k-best
parser. Here the value of k was set to 3, in line
with previous use of the parser to model human
disambiguation performance for garden-path sen-
tences in Boston and Hale (2007).

Hypothesis 1 Hale (2001), and also Levy
(2008), gave the hypothesis that surprisal is lin-
early related to the human effort of processing a
particular word in a sentence fragment. This hy-
pothesis casts disambiguation as the work incurred
by disconfirming all parses of the fragment that are
inconsistent with the fragment including the dis-
ambiguating word.

3.2 Entropy reduction
Entropy reduction was computed over the output
of the phrase structure parser TDPARSE. In gen-
eral, the entropy (Shannon, 1948), denoted H, of a
random variable is the uncertainty associated with
that variable. Specifically, for a discrete random
variable X with outcomes x1, x2, . . . with proba-
bilities p1, p2, . . .

H(X) = −
∑
x∈X

px log2 px

Putting this in sentence processing terms, let D
be a set of derivations for a sentence fragment W
and let X be the extended sentence fragment that
results from adding a new word to the fragment.

H(G, D,W ) = −
∑

prp(G, X)log(prp(G, X))

The quantity entropy reduction is defined with a
lower bound of zero so that this quantity is never
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negative:

ER = max(0,H(D|w1...k)−H(D|w1...k+1))

Hypothesis 2 Hale (2004) and Hale (2006) gave
the entropy reduction hypothesis that the human
effort of processing a particular word in a sentence
fragment is the reduction in entropy from its value
given the fragment to its value given the fragment
including the disambiguating word.

3.3 Retrieval time
Parsing in retrieval theory (Lewis and Vasishth,
2005) is accomplished by condition-action pairs
generated with reference to a phrase structure
grammar. A series of memory buffers stores el-
ements in short-term and long-term buffers. Par-
allel associative retrieval (McElree et al., 2003),
fluctuation of activation of elements already in
a memory buffer, and retrieval interference as a
function of similarity are combined to predict the
amount of time that it takes to read a word (Va-
sishth et al., 2008).

A word’s activation is based on two quantities:
the baseline activation of the word, which is taken
to decay given the passage of time; and the amount
of similarity based interference with other words
that have been parsed. The baseline activation B
for a word i is given here, taken from Lewis and
Vasishth (2005), and Patil et al. (2009), where tr
is the time since the rth retrieval of the word, the
summation is over all n retrievals, and d is a decay
factor set to 0.5 as in other ACT-R models (Ander-
son, 2005).

Bi = ln

(
n∑

r=1

tr − d
)

The equation tracks the log odds that a word will
need to be retrieved, given its past usage history.
It yields not a smoothly decaying activation from
initial encoding to the current time, but a ”series
of spikes corresponding to the retrieval events”
(Lewis and Vasishth, 2005).

The overall activationA for word i is given here

Ai = Bi +
∑

j

WjSji

from Lewis and Vasishth (2005). In this equation,
Bi is the fluctuating baseline level of activation for
word iwhich is subject to time-based decay. In the
model, a goal buffer contains retrieval cues for in-
tegrating the current word. Overall activation A

for word i is found by adding to the baseline ac-
tivation for word i an associative activation boost
received from retrieval cues in the goal buffer that
are associated with i. The variable j indexes those
retrieval cues in the goal buffer. Wjs are weights
on the retrieval cues in the goal buffer. The weight
on a retrieval cue represents the proportion of the
total activation available for the whole goal buffer
that is assigned to the particular retrieval cue j in
the goal buffer. Sjis are the strengths of associ-
ation from each retrieval cue j of the goal buffer
to word i. This equation is effectively adding to
the baseline activation an activation boost received
from retrieval cues in the goal buffer.

The amount of similarity based interference is
estimated by the weighted strengths of association
between the word to be retrieved and retrieval cues
from other words already parsed and with a trace
in memory. In the following equation, word i is
the current word, and retrieval cue j is from a
word that is similar to word i, with reference to
its part of speech tag, so that nouns interfere with
other nouns but not with verbs. If retrieval cue j
is similar to word i then the amount by which re-
trieval cue j interferes with word i varies accord-
ing to how many words have already been associ-
ated with retrieval cue j. The array of words that
is associated with retrieval cue j is considered to
form a fan so that fanj gives the number of words
in the fan for cue j. The constant S refers to the
maximum associative strength of 1.5 (Lewis and
Vasishth, 2005).

Sji = S − ln(fanj)

This equation is effectively reducing the maxi-
mum associative strength S by the log of the ”fan”
of cue j, that is, the number of items associated
with j.

The mapping from activation level to retrieval
time is given next. F is a scaling constant set
to 0.14 in Lewis and Vasishth (2005). Ai is the
word’s activation and e is Euler’s constant. Ti is
retrieval time for word i:

Ti = FeAi

The retrieval time measure comes from Lewis
and Vasishth (2005) where a theory of sentence
processing is expressed as set of processes cor-
responding with skilled retrievals of linguistic
components from memory. However in that pa-
per it is computed over a phrase structure gram-
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mar. Boston provides a method to compute re-
trieval time over a dependency grammar in the
HUMDEP3.0 parser and Boston’s method (Boston,
2013) is used here.

Hypothesis 3 Retrieval time is related to human
sentence processing difficulty.

4 Eye movement metrics

This section gives the metrics used to index hu-
man sentence processing load at disambiguation.
Rayner et al. (2012, p. 93) set out the most com-
mon eye tracking measures. These include the fol-
lowing measures: First Fixation Duration (FFD);
First Pass Reading Time (FPRT); Regression Path
Duration (RPD). These are defined next. First fixa-
tion duration (FFD) is the mean duration of the first
fixation on a word regardless of other possible fix-
ations on the word. It has traditionally been treated
as a measure of early processing. First fixation du-
ration is interpreted to index lexical access. First
pass reading time (FPRT): also known as gaze du-
ration, is the sum of the durations of all fixations
on the word that occur before leaving the word in
any direction. This still captures the early pro-
cessing (FFD is a subset of FPRT) but FPRT also
includes any refixations that there might be on the
word before a regression is launched from it. First
pass reading time is often interpreted to index lex-
ical integration into the phrase marker. Regression
path duration (RPD) includes FPRT but adds to it
the durations of fixations on preceding words that
the eyes regress to before leaving the word to the
right to take in new material, as well as any refix-
ations on the launch word that occur before new
material is taken in. In this way RPD is sensitive
to integration difficulties that yield regressive eye
movements but it also includes early processing.
Regression path duration is often interpreted to in-
dex incremental syntactic integration of the new
word into the sentence’s representation including
any semantic problems that arise from this.

Since RPD is the measure most sensitive to syn-
tactic disambiguation, it is used in this article as
a measure that is representative of human parsing
load at disambiguation.

5 Method

This section tells how the eye tracking experiment
was carried out.

Participants were forty native speakers of
British English who were students of Psychology

at the University of Exeter and who participated
for course credit. All had normal or corrected-
t-normal vision, were naive as to the purpose of
the experiment, aged between eighteen and thirty-
four.

Apparatus used was an SR Research EyeLink II
head-mounted eyetracker. This recorded partici-
pants’ eye movements with a sampling rate of 500
Hz while they read sentences displayed on a 19
inch Iiyama Vision Master Pro monitor at 1024 x
768 resolution at a refresh rate of 60 Hz. Viewing
was binocular but only the right eye was recorded.
Participants sat in a dimly lit room in front of the
computer at a viewing distance of approximately
75 cm the average viewing distance was approx-
imately 75 cm. At this viewing distance, and as-
suming that 1 character had 2 mm width on screen,
a single character subtended 0.153 degrees of vi-
sual angle, and approximately 6.5 characters sub-
tended 1 degree of visual angle. The font used
was Courier New 12 point. All sentences in this
experiment were displayed on a single line with a
maximum length of 100 characters. A 9 point cali-
bration procedure was used, on which participants
were required to achieve a score of ‘good’. Each
trial started with a drift correction routine where
the participant was required to fixate a target that
appeared in the same location as the first character
of the sentence would subsequently occupy, and
then required to press a button on the gamepad
while fixating this point to start the trial.

Participants were instructed to read silently for
comprehension at a comfortable speed. The prac-
tice trials and experimental trials were imple-
mented as separate consecutive blocks. The ex-
perimental trials were randomised by Experiment
Builder each time the experiment was run, i.e.,
in a different order for each participant, with
the constraint that a maximum of two trials of a
given type could appear in a continuous sequence.
There were four practice sentences, followed by a
drift correction routine preceding the experimen-
tal block containing 96 sentences, comprising 24
in experimental conditions (6 in each of 4 con-
ditions); 24 foils (sentences that contained com-
plement ambiguities that resolved to NP) and 48
fillers (sentences that did not contain complement
ambiguity). Participants were rotated over one
of four lists, implementing a Latin square design.
32 of the trials (including 8 of the experimental
conditions) were followed immediately by a com-
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prehension question. This was a simple question
about the sentence immediately preceding that re-
quired the participant to make a yes or no re-
sponse using the appropriate trigger button on the
gamepad. The whole procedure took about 20 to
40 minutes, depending on the participant.

6 Results

This section shows how the comparisons were
made between patterns of differential processing
load at disambiguation in the parser metrics and
the human metrics. Per-condition means of all
metrics at the disambiguating word are given in
Figure 3.

6.1 Regression path duration (RPD)
A linear mixed effects model (Bates et al., 2013)
was constructed for regression path duration at the
disambiguating word i.e., walked in the example
sentences. RPD was modeled as a function of
word length, word (unigram) frequency (Brants
and Franz, 2006), ambiguity, and sentence type
(type 1 is exemplified in sentence 1 and type 2
is exemplified in sentence 2), and the ambiguity
x sentence type interaction; with random slopes
for the ambiguity x sentence type interaction over
both participant ID and over item ID. Word length
and word frequency both exerted non-significant
influences. There was a significant effect of am-
biguity with the ambiguous conditions leading to
146 ms more RPD than the disambiguated condi-
tions (β = 135.15, SE = 37.60, t = 3.56).
There was a significant disadvantage for type 1
sentences of 79 ms as a main effect (β = −68.59,
SE = 30.66, t = −2.27). There was significant
interaction effect such that the effect of ambigu-
ity in type 1 sentences was greater than the effect
of ambiguity for type 2 sentences (β = −64.28,
SE = 31.33, t = −2.05).

6.2 Phrase structure surprisal
Phrase structure surprisal predicted that the am-
biguous cases would be harder then the unambigu-
ous cases; and that the disadvantage of sentence
type 1 in the ambiguous cases would turn around
into a disadvantage of sentence type 2 in the unam-
biguous conditions. Individual terms for ambigu-
ity and sentence type were included at each level
of item. Effects of ambiguity, sentence type and
the ambiguity x sentence type interaction were all
significant in the model, and the shapes of these

effects were broadly in line with the human data
(β = 0.65, SE = 0.05, t = 12.32, β = −0.11,
SE = 0.03, t = −3.25, and β = −0.35, SE =
0.01, t = −62.35 respectively).

6.3 Phrase structure entropy reduction
The directions of the entropy reduction hypothesis
predictions were the same as for phrase structure
surprisal, although there was a relatively greater
difficulty with the type 2 cases versus surprisal.
Effects of ambiguity, sentence type and the am-
biguity x sentence type interaction were all sig-
nificant in the model (β = 0.32, SE = 0.02,
t = 14.04, β = −0.03, SE = 0.02, t = −2.05,
and β = −0.17, SE = 0.002, t = −55.79 respec-
tively). The shapes of these effects were broadly
in line with the human data.

6.4 Dependency surprisal
The mean values of dependency surprisal at the
disambiguating word show that ambiguous sen-
tence types 1 and 2 are predicted to be equal. For
the unambiguous cases, type 1 is predicted to be
more difficult than type 2. Ambiguity did not
exert a significant effect on dependency surprisal
(β = 0.0002, SE = 0.01, t = 0.01). The ef-
fect of sentence type was significant, with type
1 causing more dependency surprisal than type 2
(β = −0.09, SE = 0.01, t = −6.26). The am-
biguity x sentence type interaction was significant
in the model (β = 0.09, SE = 0.002, t = 39.67)
but the shape of the interaction did not match the
shape of the human data: instead the model pre-
dicted a large effect of sentence type in the unam-
biguous conditions and a small effect of sentence
type in the unambiguous control sentences.

6.5 Dependency retrieval time
The mean values for retrieval predicted that both
of the ambiguous sentence types and unambigu-
ous type 1 sentences should be equally difficult,
with unambiguous type 1 predicted to cause the
most difficulty. Main effects of ambiguity and
sentence type were significant in the model (β =
−17.7, SE = 0.60, t = −29.72 and β = 17.7,
SE = 0.6, t = 29.72 respectively). There was
a significant ambiguity x sentence type interaction
(β = −17.7, SE = 0.09, t = −191.25). Compar-
ing these prediction with the human data, the pre-
dictions are not in line with human performance at
all.
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Figure 3: Per-condition means for each metric for the disambiguating word. RPD is the human eye
movement measure regression path duration, see section 6.1. TDP Surprisal is surprisal computed over
a phrase structure grammar, see section 6.2. TDP E.R. is entropy reduction computed over a phrase
structure grammar, see section 6.3. DEP Surprisal is surprisal computed over a dependency grammar,
section 6.4; DEP ATCR is retrieval time computed over a dependency grammar, section 6.5.

7 Conclusions

This section lays out the the conclusions that can
be drawn from this work, paying attention to the
question whether an information theoretic mea-
sure can be used in the NLG process as a proxy
for human reading difficulty, as part of an effort to
generate more readable texts.

For the metrics computed over a phrase struc-
ture grammar (phrase structure surprisal and phase
structure entropy reduction), the comparison with
human eye tracking metrics is relatively close.
This suggests that phrase structure surprisal and
phase structure entropy reduction are tracking hu-
man reading difficulty at disambiguation well.
Phrase structure surprisal and phase structure en-
tropy reduction are good predictors of the sort of
human parsing difficulty that is measured by re-
gression path duration, for these sentence types.

Dependency surprisal computed over a depen-
dency grammar using a k-best parser with k=3
produces the wrong predictions for the comple-
ment ambiguity sentence types in this article.
There is some scope for improving the predic-
tions of this parser, as follows. Firstly setting
k=3 may be restricting the beam width too much
such that the ultimately-correct analysis is pruned
too early. If so, simulations with increased val-
ues of k might be worth exploring. Secondly, one
of the sentence types in this article relies on dis-
ambiguation by punctuation. Punctuation is well-
handled in phrase structural grammars because it
serves as a clause boundary marker, and phrase
structure grammars natively express sentences as
phrase combinations, whereas dependency gram-
mars can only treat punctuation as a terminal in its
own right. This might turn out to lead to an un-

fair comparison between dependency parser per-
formance and phrase structure performance for the
sentence types examined here. There is a clear
case for examining dependency parsing for disam-
biguation types that use the sequence of words to
effect disambiguation. Future work in this direc-
tion could take advantage of previous work with
different ambiguities covered in e.g., Boston and
Hale (2007) and Boston (2012), and extending
it from using self-paced reading times to include
eye-tracking metrics.

Dependency retrieval time did not show the in-
teraction evident in the eye movement and phase
grammar parser data. This suggests either that the
Lewis and Vasishth (2005) model does not cover
very well the sentence types used in this experi-
ment, or that whatever coverage the Lewis and Va-
sishth (2005) model does have of the human data is
obscured in the transformation from phrase struc-
ture grammar to dependency grammar versions of
retrieval.

Previous work aimed at broad-coverage parsing
evaluated against human eye movement corpora
(Demberg and Keller, 2008; Boston et al., 2011)
indicates that, in those corpus-derived linguistic
environments, phrase structure surprisal and phase
structure entropy reduction account for different
components of variance in eye movement patterns.
If future work continues to find that surprisal and
entropy reduction predict human difficulty in psy-
cholinguistic eye movement lab-based investiga-
tions (and the present paper shows how that can
be done for one ambiguity type), then it will be
reasonable to propose that a good model of sen-
tence processing should use both surprisal and en-
tropy reduction to predict (human) reading diffi-
culty. Such a model would need to consider care-
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fully the nature of the relationship between these
different types of parser complexity. A starting
point could be the observation that surprisal is es-
sentially backwards-looking (seeks to disconfirm
past analyses) whereas entropy reduction is essen-
tially forward-looking (seeks to establish the un-
certainty that remains at the current word with re-
spect to how the rest of the sentence might pan
out).

For NLG, the importance of this proposal is that
such a model could be used to answer, algorith-
mically, questions that have previously only been
satisfactorily answered in the laboratory. For ex-
ample, in NLG the question often arises “For this
proposition P , which we want the generator to put
in a surface form SF for some given natural lan-
guage L, which of the many possible SF s that ex-
press P in L should we produce?”. So far this
question has only been satisfactorily addressed by
laboratory studies, which are few in number, ex-
pensive to run, and hard to generalise from.

When such generators are faced with this ques-
tion, a better way forward would be to generate
(some finite subset of) all possible SF s that ex-
press P in L, and then use surprisal and entropy
reduction metrics as thresholds for pruning and
ranking the SF s. This would lead the generator to
produce only SF s that avoid syntactic complexity
for the benefit of human readers. Different thresh-
olds could produce texts tailor-made for groups
with different reading abilities, or texts aimed to
meet other constraints on acceptable human dif-
ficulty, e.g., texts for beginners learning a given
natural language for the first time, or texts with
different forms aimed at novices and experts.

Reiter and Belz (2009) discuss and evaluate
some metrics for automatic evaluation of NLG in
the context of generating weather forecasts. How-
ever these are designed to fit human measures at
the whole-document level of NLG, different from
the sentence-level incremental predictions gener-
ated and evaluated here. Also the evaluations dis-
cussed by those authors are done by fitting mea-
sures from offline human ratings of text readabil-
ity, again different from the fine-grained detail
of online human processing provided by the eye-
tracking experiment here.

It seems clear that a combination of document-
level and sentence-level predictors of human diffi-
culty with generated text would be better than ei-
ther alone for guiding NLG systems. It is conceiv-

able that surprisal and entropy reduction might be-
come useful automatic metrics for sentence-level
evaluation of NLG texts, in the same way that
BLEU (Papineni et al., 2002) and similar metrics
serve in Machine Translation, but incrementally,
and at a finer-grained and level.

References
J.R. Anderson. 2005. Human symbol manipulation

within an integrated cognitive architecture. Cogni-
tive science, 29(3):313–341.

Douglas Bates, Martin Maechler, Ben Bolker, and
Steven Walker. 2013. lme4: Linear mixed-effects
models using Eigen and S4. R package version 1.0-
5.

M.F. Boston and J. Hale. 2007. Garden-pathing in a
statistical dependency parser. In Proceedings of the
Midwest Computational Linguistics Colloquium.

M.F. Boston, John T. Hale, Shravan Vasishth, and Rein-
hold Kliegl. 2011. Parallel processing and sentence
comprehension difficulty. Language and Cognitive
Processes, 26(3):301–349.

M.F. Boston. 2012. A Computational Model of Cogni-
tive Constraints in Syntactic Locality. Ph.D. thesis,
Cornell University, January.

M.F. Boston. 2013. Humdep3.0. An incremental
dependency parser developed for human sentence
processing modeling. http://conf.ling.
cornell.edu/Marisa.

Thorsten Brants and Alex Franz. 2006. Web 1T 5-
gram Version. computed from Google, published by
Linguistic Data Consortium.

C. Clifton Jr. 1993. Thematic roles in sentence pars-
ing. Canadian Journal of Experimental Psychology,
47(2):222–46.

V. Demberg and F. Keller. 2008. Data from eye-
tracking corpora as evidence for theories of syntactic
processing complexity. Cognition, 109(2):193–210.

F. Ferreira and J.M. Henderson. 1991. Recovery from
misanalyses of garden-path sentences. Journal of
Memory and Language, 30(6):725–745.

M.J. Green. 2014. On Repairing Sentences: An Ex-
perimental and Computational Analysis of Recovery
from Unexpected Syntactic Disambiguation in Sen-
tence Parsing. Ph.D. thesis, Psychology, Exeter.

J. Hale. 2001. A Probabilistic Earley Parser as a Psy-
cholinguistic Model. In Proceedings Of The Second
Meeting Of The North American Chapter Of The As-
sociation For Computational Linguistics, pages 1–
8, Morristown, NJ, USA. Association for Computa-
tional Linguistics.

45



J. Hale. 2004. The information-processing diffi-
culty of incremental parsing. In F. Keller, S. Clark,
M Crocker, and M. Steedman, editors, ACL Work-
shop Incremental Parsing: Bringing Engineering
and Cognition Together, pages 58–65. Association
for Computational Linguistics.

J. Hale. 2006. Uncertainty about the rest of the sen-
tence. Cognitive Science, 30(4):643–672.

V.M. Holmes, A. Kennedy, and W.S. Murray. 1987.
Syntactic structure and the garden path. The Quar-
terly Journal of Experimental Psychology Section A:
Human Experimental Psychology, 39(2):2 – 277.

R. Levy. 2008. Expectation-Based Syntactic Compre-
hension. Cognition, 106(3):1126–1177.

R.L. Lewis and S. Vasishth. 2005. An activation-based
model of sentence processing as skilled memory re-
trieval. Cognitive Science, 29:1–45.

B. McElree, S. Foraker, and L. Dyer. 2003. Mem-
ory structures that subserve sentence comprehen-
sion. Journal of Memory and Language, 48(1):67–
91.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. BLEU: a method for automatic
evaluation of machine translation. In Proceedings of
the 40th annual meeting on association for compu-
tational linguistics, pages 311–318. Association for
Computational Linguistics.

Umesh Patil, Shravan Vasishth, and Reinhold Kliegl.
2009. Compound effect of probabilistic disam-
biguation and memory retrievals on sentence pro-
cessing: Evidence from an eyetracking corpus. In
Proceedings of 9th International Conference on
Cognitive Modeling, Manchester.

M.J. Pickering and M.J. Traxler. 1998. Plausibility
and recovery from garden paths: An eye-tracking
study. Journal of Experimental Psychology: Learn-
ing, Memory, and Cognition, 24(4):940–961.

K. Rayner and L. Frazier. 1987. Parsing temporarily
ambiguous complements. The Quarterly Journal of
Experimental Psychology Section A: Human Exper-
imental Psychology, 39(4):657 – 673.

K. Rayner, A. Pollatsek, J. Ashby, and C. Clifton Jr.
2012. Psychology of Reading. Psychology Press,
2nd edition.

Ehud Reiter and Anja Belz. 2009. An investiga-
tion into the validity of some metrics for automat-
ically evaluating natural language generation sys-
tems. Computational Linguistics, 35(4):529–558.

Brian Roark. 2001. Probabilistic top-down parsing
and language modeling. Computational linguistics,
27(2):249–276.

Brian Roark. 2004. Robust garden path parsing. Nat-
ural language engineering, 10(1):1–24.

B. Roark. 2013. tdparse. An incremental top
down parser. http://code.google.com/p/
incremental-top-down-parser/.

Claude Shannon. 1948. A mathematical theory of
communication. Bell Systems Technical Journal,
27:379—423.

P. Sturt, M.J. Pickering, and M.W. Crocker. 1999.
Structural Change and Reanalysis Difficulty in Lan-
guage Comprehension. Journal of Memory and
Language, 40:136–150.

J C Trueswell, M K Tanenhaus, and C Kello. 1993.
Verb-specific constraints in sentence processing:
separating effects of lexical preference from garden-
paths. J Exp Psychol Learn Mem Cogn, 19(3):528–
53.

S. Vasishth, S. Brüssow, R.L. Lewis, and H. Drenhaus.
2008. Processing polarity: How the ungrammati-
cal intrudes on the grammatical. Cognitive Science,
32(4):685–712.

46



Proceedings of the 3rd Workshop on Predicting and Improving Text Readability for Target Reader Populations (PITR) @ EACL 2014, pages 47–56,
Gothenburg, Sweden, April 26-30 2014. c©2014 Association for Computational Linguistics

Syntactic Sentence Simplification for French

Laetitia Brouwers
Aspirante FNRS
CENTAL, IL&C

UCLouvain
Belgium

Delphine Bernhard
LiLPa
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Abstract

This paper presents a method for the syn-
tactic simplification of French texts. Syn-
tactic simplification aims at making texts
easier to understand by simplifying com-
plex syntactic structures that hinder read-
ing. Our approach is based on the study
of two parallel corpora (encyclopaedia ar-
ticles and tales). It aims to identify the lin-
guistic phenomena involved in the manual
simplification of French texts and organ-
ise them within a typology. We then pro-
pose a syntactic simplification system that
relies on this typology to generate simpli-
fied sentences. The module starts by gen-
erating all possible variants before select-
ing the best subset. The evaluation shows
that about 80% of the simplified sentences
produced by our system are accurate.

1 Introduction

In most of our daily activities, the ability to read
quickly and effectively is an undeniable asset,
even often a prerequisite (Willms, 2003). How-
ever, a sizeable part of the population is not able
to deal adequately with the texts they face. For
instance, Richard et al. (1993) reported that, in 92
applications for an unemployment allowance filled
by people with a low level of education, about half
of the required information was missing (some of
which was crucial for the processing of the appli-
cation), mainly because of comprehension issues.

These comprehension issues are often related
to the complexity of texts, particularly at the lex-
ical and syntactic levels. These two factors are
known to be important causes of reading difficul-
ties (Chall and Dale, 1995), especially for young
children, learners of a foreign language or people
with language impairments or intellectual disabil-
ities.

In this context, automatic text simplification
(ATS) appears as a means to help various peo-
ple access more easily the contents of the written
documents. ATS is an application domain of Nat-
ural Language Processing (NLP) aiming at mak-
ing texts more accessible for readers, while en-
suring the integrity of their contents and structure.
Among the investigations in this regard are those
of Caroll et al. (1999), Inui et al. (2003) and, more
recently, of Rello et al. (2013), who developed
tools to produce more accessible texts for people
with language disabilities such as aphasia, deaf-
ness or dyslexia. In the FIRST project, Barbu et
al. (2013) and Evans and Orăsan (2013) imple-
mented a simplification system for patients with
autism, who may also struggle to understand diffi-
cult texts.

However, reading assistance is not only in-
tended for readers with disabilities, but also for
those who learn a new language (as first or sec-
ond language). De Belder and Moens (2010) fo-
cused on ATS for native English schoolchildren,
while Siddharthan (2006), Petersen and Ostendorf
(2007) and Medero and Ostendorf (2011) focused
on learners of a second language. Williams and
Reiter (2008), Aluisio et al. (2008) and Gasperin
et al. (2009) addressed ATS for illiterate adults.
Most of these studies are dealing with the En-
glish language, with the exception of some work
in Japanese (Inui et al., 2003), Spanish (Saggion
et al., 2011; Bott et al., 2012), Portuguese (Aluı́sio
et al., 2008) and French (Seretan, 2012).

ATS was also used as a preprocessing step to
increase the effectiveness of subsequent NLP op-
erations on texts. Chandrasekar et al. (1996)
first considered that long and complex sentences
were an obstacle for automatic parsing or machine
translation and they showed that a prior simplifi-
cation may result in a better automatic analysis
of sentences. More recently, Heilman and Smith
(2010) showed that adding ATS in the context
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of automatic question generation yields better re-
sults. Similarly, Lin and Wilbur (2007) and Jon-
nalagadda et al. (2009) optimized information ex-
traction from biomedical texts using ATS as a pre-
processing step.

In these studies, the simplifications carried out
are generally based on a set of manually defined
transformation rules. However, ATS may also
be solved with methods from machine transla-
tion and machine learning. This lead some re-
searchers (Zhu et al., 2010; Specia, 2010; Wood-
send and Lapata, 2011) to train statistical models
from comparable corpora of original and simpli-
fied texts. The data used in these studies are of-
ten based on the English Wikipedia (for original
texts) and the Simple English Wikipedia, a simpli-
fied version for children and non-native speakers
that currently comprises more than 100,000 arti-
cles. Similar resources exist for French, such as
Vikidia and Wikimini, but texts are far less nu-
merous in these as in their English counterpart.
Moreover, the original and simplified versions of
an article are not strictly parallel, which further
complicates machine learning. This is why, so far,
there was no attempt to adapt this machine learn-
ing methodology to French. The only previous
work on French, to our knowledge, is that of Sere-
tan (2012), which analysed a corpus of newspa-
pers to semi-automatically detect complex struc-
tures that has to be simplified. However, her sys-
tem of rules has not been implemented and evalu-
ated.

In this paper, we aim to further investigate the
issue of syntactic simplification for French. We
assume a midway point between the two main ten-
dencies in the field. We use parallel corpora sim-
ilar to those used in machine learning approaches
and analyse it to manually define a set of simpli-
fication rules. We have also implemented the syn-
tactic part of our typology through a simplification
system. It is based on the technique of overgen-
eration, which consists in generating all possible
simplified variants of a sentence, and then on the
selection of the best subset of variants for a given
text with the optimization technique known as in-
teger linear programming (ILP). ILP allows us to
specify a set of constraints that regulate the selec-
tion of the output by the syntactic simplification
system. This method has already been applied to
ATS in English by Belder and Moens (2010) and
Woodsend and Lapata (2011).

To conclude, the contributions of this paper are:
(1) a first corpus-based study of simplification pro-
cesses in French that relies on a corpus of parallel
sentences, (2) the organization of this study’s re-
sults in what might be the first typology of sim-
plification for French based on a corpus analysis
of original and simplified texts; (3) two new crite-
ria to select the best subset of simplified sentences
among the set of variants, namely the spelling list
of Catach (1985) and the use of keywords, and
finally (4) a syntactic simplification system for
French, a language with little resources as regards
text simplification.

In the next sections, we first present the cor-
pora building process (Section 2.1) and describe
a general typology of simplification derived from
our corpora (Section 2.2). Then, we present the
system based on the syntactic part of the typol-
ogy, which operates in two steps: overgeneration
of all possible simplified sentences (Section 2.3.1)
and selection of the best subset of candidates us-
ing readability criteria (Section 2.3.2) and ILP.
Finally, we evaluate the quality of the syntacti-
cally simplified sentences as regards grammatical-
ity, before performing some error analysis (Sec-
tion 3).

2 Methodology

2.1 Corpus Description

We based our typology of simplification rules on
the analysis of two corpora. More specifically,
since our aim is to identify and classify the var-
ious strategies used to transform a complex sen-
tence into a more simple one, the corpora had to
include parallel sentences. The reason why we
analysed two corpora is to determine whether dif-
ferent genres of texts lead to different simplifica-
tion strategies. In this study, we focused on the
analysis of informative and narrative texts. The in-
formative corpus comprises encyclopaedia articles
from Wikipedia 1 and Vikidia 2. For the narrative
texts, we used three classic tales by Perrault, Mau-
passant and Daudet and their simplified versions
for learners of French as a foreign language.

To collect the first of our parallel corpora, we
used the MediaWiki API to retrieve Wikipedia
and Vikidia articles with the same title. The

1
http://fr.wikipedia.org

2
This site is intended for young people from eight to thirteen years and gathers more

accessible articles than Wikipedia, both in terms of language and content. It is available at
the address http://fr.vikidia.org
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WikiExtractor 3 was then applied to the articles
to discard the wiki syntax and only keep the raw
texts. This corpus comprises 13,638 texts (7,460
from Vikidia and only 6,178 from Wikipedia,
since some Vikidia articles had no counterpart in
Wikipedia).

These articles were subsequently processed to
identify parallel sentences (Wikipedia sentence
with a simplified equivalent in Vikidia). The align-
ment has been made partly manually and partly
automatically with the monolingual alignment al-
gorithm described in Nelken and Shieber (2006),
which relies on a cosine similarity between sen-
tence vectors weighted with the tf-idf. This pro-
gram outputs alignments between sentences, along
with a confidence score. Among these files,
twenty articles or excerpts from Wikipedia were
selected along with their equivalent in Vikidia.
This amounts to 72 sentences for the former and
80 sentences for the latter.

The second corpus is composed of 16 narra-
tive texts, and more specifically tales, by Perrault,
Maupassant, and Daudet. We used tales since
their simplified version was closer to the origi-
nal than those of longer novels, which made the
sentence alignment simpler. The simplified ver-
sions of these tales were found in two collections
intended to learners of French as a foreign lan-
guage (FFL): “Hachette - Lire en français facile”
and “De Boeck - Lire et s’entrainer”. Their level
of difficulty ranges from A1 (Daudet) to B1 (Mau-
passant) on the CEFR scale (Council of Europe,
2001), with Perrault being A2. The texts were dig-
itized by OCR processing and manually aligned,
by two annotators, with an adjudication phase for
the disagreement cases. In this corpus, we anal-
ysed 83 original sentences and their correspond-
ing 98 simplified versions, which gives us a size
roughly similar to the Wikipedia-Vikidia corpus.

The two corpora created are relevant for a man-
ual analysis, as done in the next section, but they
are too small for automatic processing. We plan
to implement a method to align automatically the
narrative texts in the near future and thus be able
to collect a larger corpus.

2.2 Simplification Typology

The observations carried out on these two cor-
pora have made it possible to establish a typol-
ogy organised according to three main linguistic

3
http://medialab.di.unipi.it/wiki/Wikipedia\_Extractor

levels of transformation: lexical, discursive and
syntactic, which can be further divided into sub-
categories. It is worth mentioning that in previ-
ous work, simplification is commonly regarded as
pertaining to two categories of phenomena: lexi-
cal and syntactic (Carroll et al., 1999; Inui et al.,
2003; De Belder and Moens, 2010). Little atten-
tion has been paid to discourse in the area of auto-
matic simplification (Siddharthan, 2006).

The typology is summarized in Table 1. As
regards the lexicon, the phenomena we observed
involve four types of substitution. First, dif-
ficult terms can be replaced by a synonym or
an hypernym perceived as simpler. Second,
some anaphoric expressions, considered simpler
or more explicit, are preferred to their counter-
parts in the original texts. For example, in our
three tales, simplified nominal anaphora are regu-
larly used instead of pronominal anaphora. Third,
rather than using synonymy, the authors of the
simplified texts sometimes replace difficult words
with a definition or an explanatory paraphrase. Fi-
nally, in the particular case where the original texts
contain concepts in a foreign language, these non-
French terms are translated.

At the discourse level, the authors of simple
texts pay particular attention to the organization
of the information which has to be clear and con-
cise. To this end, clauses may be interchanged
to ensure a better presentation of the information.
In addition, information of secondary importance
can be removed while explanations or examples
are added for clarity. These two phenomena can
appear to be contradictory (deletion and addition),
but they actually operate in a common goal: make
the main information more comprehensible. Par-
ticular attention is also placed on the coherence
and cohesion of the text: Authors tend to explain
the pronouns and explicit the relations between
sentences. The last observed strategy is that im-
personal structures are often personalized.

Finally, at the syntactic level, five types of
changes are observed: tense modification, dele-
tion, modification, splitting and grouping. The last
two types can be considered together since they
are two opposite phenomena.

• First, the tenses used in the simplified ver-
sions are more common and less literary than
those used in the original texts. Thus, the
present and present perfect are preferred to
the simple past, imperfect and past perfect.
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Lexicon Discourse Syntax
Translation Reorganisation Tense
Anaphoric synonyms Addition Modification
Definition and paraphrase Deletion Grouping
Synonym or hypernym Coherence and cohesion Deletion

Personalisation Splitting

Table 1: Typology of simplifications

• Secondary or redundant information, that is
generally considered removable at the syn-
tactic level, is not included in the simplified
texts. Adverbial clauses, some adverbs and
adjectives and subordinate clauses, among
others, are omitted.
• When some complex structures are not

deleted, then they are often moved or modi-
fied for better clarity. Such structures include
negative sentences, impersonal structures, in-
direct speech and subordinate clauses.
• The authors sometimes choose to divide long

sentences or conversely merge several sen-
tences into one. The grouping of elements is
much less frequent than the division of sen-
tences. To split a sentence, the authors gen-
erally transform a secondary clause–be it rel-
ative, coordinate, subordinate, participial or
adjectival–into an independent clause.

This classification can be compared with that of
Medero et al. (2011) who propose three categories
– division, deletion and extension – or that of Zhu
et al. (2010), which includes division, deletion, re-
organization, and substitution.

Among those transformations, some are hardly
implementable. This is the case when a change
requires the use of semantics. For example, noun
modifiers may sometimes be removed, but in other
cases, they are necessary. However, there are of-
ten neither typographical nor grammatical marked
differences between the two cases.

Another issue is that other syntactic changes
should be accompanied by lexical transforma-
tions, which are difficult to generalize. For exam-
ple, transforming a negative sentence into its af-
firmative equivalent requires to find a verb whose
affirmative form includes the meaning of the neg-
ative construction to replace.

There are also changes that are very particular
and require a manual rather than an automatic pro-
cessing of the text, in the sense that each case is
different (even if part of a more global rule). In
addition, they usually involve discourse or lexical
information and not just syntactic one.

Finally, the syntactic changes impacting other
parts of the text or concerning elements that de-
pend on another structure require more compre-
hensive changes to the text. Therefore, they are
also difficult to handle automatically. Thus, to
change the tense of a verb in a sentence, we must
ensure that the sequence of tenses agree in the en-
tire text.

2.3 The Sentence Simplification System
We used this typology to implement a system of
syntactic simplification for French sentences. The
simplification is performed as a two-step process.
First, for each sentence of the text, we generate the
set of all possible simplifications (overgeneration
step), and then, we select the best subset of sim-
plified sentences using several criteria.

2.3.1 Generation of the Simplified Sentences
The sentence overgeneration module is based on a
set of rules (19 rules), which rely both on morpho-
syntactic features of words and on syntactic rela-
tionships within sentences. To obtain this infor-
mation, the texts from our corpus are analyzed
by MELT 4 (Denis and Sagot, 2009) and Bon-
sai 5 (Candito et al., 2010) during a preprocessing
phase. As a result, texts are represented as syn-
tax trees that include the information necessary to
apply our simplification rules. After preprocess-
ing, the set of simplification rules is applied recur-
sively, one sentence at a time, until there is no fur-
ther structure to simplify. All simplified sentences
produced by a given rule are saved and gathered in
a set of variants.

The rules for syntactic simplification included
in our program are of three kinds: deletion rules
(12 rules), modification rules (3 rules) and split-
ting rules (4 rules). With regards to our typology, it
can be noted that two types of rules have not been
implemented: aggregation rules and tense simpli-
fication rules. The merging strategies (in which
several sentences are aggregated into one) were

4
https://gforge.inria.fr/projects/lingwb

5
http://alpage.inria.fr/statgram/frdep/fr_stat_dep_

parsing.html
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not observed consistently in the corpus. Moreover,
aggregation rules could have come into conflict
with the deletion rules, since they have opposite
goals. Concerning tense aspects, some of them
are indeed more likely to be used than others in
Vikidia. However, this strategy has not been im-
plemented, since it implies global changes to the
text. For instance, when a simple past is replaced
by a present form, we must also adapt the verbs in
the surrounding context in accordance with tense
agreement. This requires to consider the whole
text, or at least the paragraph that contains the
modified verbal form, and be able to automatically
model tense agreement. Otherwise, we may alter
the coherence of the text and decrease its readabil-
ity.

This leaves us with 19 simplification rules.6 To
apply them, the candidate structures for simplifi-
cation first need to be detected using regular ex-
pressions, via Tregex 7(Levy and Andrew, 2006)
that allows the retrieval of elements and relation-
ships in a parse tree. In a second step, syntactic
trees in which a structure requires simplification
are modified according a set of operations imple-
mented through Tsurgeon.

The operations to perform depend on the type
of rules:

1. For the deletion cases, simply deleting all
the elements involved is sufficient (via the
delete operation in Tsurgeon). The ele-
ments affected by the deletion rules are ad-
verbial clauses, clauses between brackets,
some of the subordinate clauses, clauses be-
tween commas or introduced by words such
as “comme” (as), “voire” (even), “soit” (ei-
ther), or similar terms, some adverbs and
agent prepositional phrases.

2. For the modification rules, several opera-
tions need to be combined: some terms are
dropped (via Tsurgeon delete), others
are moved (operation Tsurgeon move)
and specific labels are added to the text to sig-
nal a possible later processing. These labels
are useful for rules implying a modification
of tense or mode aspects for a verb. In such
cases, tags are added around the verb to indi-
cate that it needs to be modified. The mod-
ification is performed later, using the conju-

6
These 19 rules are available at http://cental.fltr.ucl.ac.be/team/

lbrouwers/rules.pdf
7
http://nlp.stanford.edu/software/tregex.shtml

gation system Verbiste.8 For instance, to
change a passive into an active structure, not
only the voice must be changed, but some-
times also the person, so that the verb agrees
well with the agent that has become the new
subject. As regards modification rules, three
changes were implemented: moving adver-
bial clauses at the beginning of the sentence,
transforming passive structures into active
forms, and transforming a cleft to a non-cleft.

3. For the splitting rules, we followed a two-
step process. The subordinate clause is first
deleted, while the main clause is saved as a
new sentence. Resuming from the original
sentence, the main clause is, in turn, removed
to keep only the subordinate clause, which
must then be transformed into an independent
clause. In general, the verbal form of the sub-
ordinate clause needs to be altered in order to
operate as a main verb. Moreover, the pro-
noun governing the subordinated clause must
be substituted with its antecedent and the sub-
ject must be added when missing. In the case
of a relative clause, the relative pronoun thus
needs to be substituted by its antecedent, but
it is also important to consider the function
of the pronoun to find out where to insert this
antecedent. Our splitting rules apply when a
sentence includes either relative or participle
clauses, or clauses introduced by a colon or a
coordinating conjunction.

All these simplification rules are applied recur-
sively to a sentence until all possible alternatives
have been generated. Therefore, it is common to
have more than one simplified variant for a given
sentence. In this case, the next step consists in se-
lecting the most suitable variant to substitute the
original one. The selection process is described in
the next section.

2.3.2 Selection of the Best Simplifications
Given a set of candidate simplified sentences for a
text, our goal is to select the best subset of simpli-
fied sentences, that is to say the subset that max-
imizes some measure of readability. More pre-
cisely, text readability is measured through differ-
ent criteria, which are optimized with an Integer
Linear Programming (ILP) approach (Gillick and
Favre, 2009). These criteria are rather simple in

8
This software is available at the address http://sarrazip.com/dev/

verbiste.html under GNU general public license and was developed by Pierre Sar-
razin.
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this approach. They are used to ensure that not
only the syntactic difficulty, but also the lexical
complexity decrease, since syntactic transforma-
tions may cause lexical or discursive alterations in
the text.

We considered four criteria to select the most
suitable sentences among the simplified set: sen-
tence length (in words) (hw), mean word length
(in characters) in the sentence (hs), familiarity of
the vocabulary (ha), and presence of some key-
words (hc). While the first two criteria are pretty
obvious as regards implementation, we measured
word familiarity based on Catach’s list (1985).9 It
contains about 3,000 of the most frequent words
in French, whose spelling should be taught in pri-
ority to schoolchildren. The keywords were in this
study simply defined as any term occurring more
than once in the text.

These four criteria were combined using integer
linear programming as follows: 10

Maximize : hw + hs + ha + hc

Where : hw = wps×∑i si −∑i l
w
i si

hs = cpw×∑i l
w
i si −∑i l

c
isi

ha = aps×∑i si −∑i l
a
i si

hc =
∑

j wjcj

Subject to:
∑

i∈gk
si = 1 ∀gk

sioccij ≤ cj ∀i, j∑
i sioccij ≥ cj ∀j

(1)
The above variables are defined as follows:

• wps: desired (mean) number of words per sentence

• cpw: desired (mean) number of characters per word

• aps: desired (mean) number of words absent from
Catach’s list for a sentence

• si: binary variable indicating whether the sentence i
should be kept or not, with i varying from 1 to the total
number of simplified sentences

• cj : binary variable indicating whether keyword j is in
the simplification or not, with j varying from 1 to the
total number of keywords

• lwi : length of sentence i in words

• lci : number of characters in sentence i

• lai : number of words absent from Catach’s list in sen-
tence i

• wj : number of occurrences of keyword j

• gk: set of simplified sentences obtained from the same
original sentence k

• occij : binary variable indicating the presence of term j
in sentence i

9
This list is available at the site http://www.ia93.ac-creteil.fr/spip/

spip.php?article2900.
10

We used an ILP module based on glpk that is available at the address http://
www.gnu.org/software/glpk/

wps, cpw and aps are constant parameters
whose values have been set respectively to 10, 5
and 2 for this study. 5 for cpw corresponds to the
value computed on the Vikidia corpus, while for
wps and aps, lower values than observed were
used to force simplification (respectively 10 in-
stead of 17 and 2 instead of 31).

However, these parameters may vary depending
on the context of use and the target population, as
they determine the level of difficulty of the simpli-
fied sentences obtained.

The constraints specify that (i) for each original
sentence, at most one simplification set should be
chosen, (ii) selecting a sentence means selecting
all the terms it contains and (iii) selecting a key-
word is only possible if it is present in at least one
selected sentence.

We illustrate this process with the Wikipedia ar-
ticle entitled Abel. This article contains 25 sen-
tences, from which 67 simplified sentences have
been generated. For the original sentence (1a) for
example, 5 variants were generated and simplifi-
cation (2) was selected by ILP.
(1a) Original sentence11 : Caı̈n, l’aı̂né, cultive la
terre et Abel ( étymologie : de l’hébreu � souffle�,
� vapeur�, � existence précaire�) garde le trou-
peau.

(1b) Possible simplifications :
Simplification 1 : Caı̈n, l’aı̂né, cultive la terre et
Abel garde le troupeau.
Simplification 2 : Caı̈n, l’aı̂né, cultive la terre.
Abel garde le troupeau.
Simplification 3 : Caı̈n, l’aı̂né, cultive la terre.
Simplification 4 : Abel garde le troupeau.
(...)

(1c) Selected simplification (2) : Caı̈n, l’aı̂né,
cultive la terre. Abel garde le troupeau.

3 Evaluation

Syntactic simplification involves substantial
changes within the sentence both in terms of
contents and form. It is therefore important to
check that the application of a rule does not cause
errors that would make the sentences produced
unintelligible or ungrammatical. A manual
evaluation of our system’s efficiency to generate
correct simplified sentences was carried out on
our two corpora. In each of them, we selected a
set of texts that had not been previously used for

11
Caı̈n, the eldest brother, farms the land and Abel (etymology : from Hebrew

� breath�,� steam�,� fragile existence�) looks after the flock.
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Sentence length Word length Word familiarity Keywords
Expected values 10 5 2 /

Original 19 6.1 11 5
Simplification 1 11 4.3 5 5
Simplification 2 5 4.6 2 5
Simplification 3 6 4.5 3 3
Simplification 4 4 4.7 2 2
Simplification 5 9 6.3 5 5
Simplification 6 12 7.3 8 2

Table 2: Values of the criteria in IPL for example (1).

the typological analysis, that is to say 9 articles
from Wikipedia (202 sentences) and two tales
from Perrault (176 sentences). In this evaluation,
all simplified sentences are considered, not only
those selected by ILP. The results are displayed in
Table 3 and discussed in Section 3.1. Two types
of errors can be detected: those resulting from
morpho-syntactic preprocessing, and particularly
the syntactic parser, and the simplification errors
per se, that we discuss in larger details in Section
3.2.

3.1 Quantitative Evaluation
Out of the 202 sentences selected in the informa-
tive corpus for evaluation, 113 (56%) have under-
gone one or more simplifications, which gives us
333 simplified variants. Our manual error analy-
sis revealed that 71 sentences (21%) contain some
errors, among which we can distinguish those due
to the preprocessing from those actually due to the
simplification system itself. It is worth mention-
ing that the first category amounts to 89% of the
errors, while the simplification rule are only re-
sponsible for 11% of those. We further refined the
analysis of the system’s errors distinguishing syn-
tactic from semantic errors.

The scores obtained on the narrative corpus are
slightly less good: out of the 369 simplified vari-
ants produced from the 154 original sentences, 77
(20.9%) contain errors. This value is very simi-
lar to the percentage for the informative corpus.
However, only 50.7% of these errors are due to the
preprocessing, while the remaining 49.3% come
from our rules. It means that our rules yield about
10.3% incorrect simplified variants compared to
2.7% for the informative corpus. Nevertheless,
these errors are caused mostly by 2 or 3 rules:
the deletion of subordinate clauses, of infinitives
or of clauses coordinated with a colon. This loss
in efficiency can be partly explained by the greater
presence of indirect speech in the tales that include
more non-removable subordinate clauses, difficult

to distinguish from removable clauses.
Globally, our results appear to be in line with

those of similar systems developed for English.12

Yet, few studies have a methodology and evalu-
ation close enough to ours to allow comparison
of the results. Siddharthan (2006) assessed his
system output using three judges who found that
about 80% of the simplified sentences were gram-
matical, while 87% preserved the original mean-
ing. These results are very similar to our find-
ings that mixed the syntactic and discourse dimen-
sions. Drndarević et al. (2013) also presented the
output of their system to human judges who esti-
mated that 60% of the sentences were grammatical
and that 70% preserved the initial meaning. These
scores appear lower than ours, but Drndarević et
al. also used lexical rules, which means that their
error rate includes both grammatical and lexical
errors.

3.2 Error Analysis
As regards syntax, the structure of a sentence can
be modified so that it becomes grammatically in-
correct. Three simplification rules are concerned.
Deletion rules may cause this kind of problem, be-
cause they involve removing a part of the sentence,
considered as secondary. However, sometimes the
deleted element is essential, as in the case of the
removal of the referent of a pronoun. This type of
problem arises both with the deletion of a subor-
dinate clause or that of an infinitive clause. Dele-
tion rules are also subject to a different kind of
errors. During the reconstruction of the sentence
resulting from the subordinate clause, some con-
stituents, such as the subject, may not be properly
identified and will be misplaced in the new sen-
tence.

At the semantic level, the information conveyed
by the original sentence may be modified or even
removed. When an agent or an infinitive clause

12
We do not discuss French here, since no simplification system were found for French,

as explained previously.
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Wikipedia-Vikidia corpus
nb. sent. % correct % preproc. errors % simplification errors

333 262 (78.7 %) 63 (18.9%)
8 (2.4 %)

syntax: semantics:
6 (1.8%) 2 (0.6%)

Narrative corpus
nb. sent. % correct % preproc. errors % simplification errors

369 292 (79.1 %) 39 (10.6%)
38 (10.3 %)

syntax: semantics:
20 (5.4%) 18 (4.9%)

Table 3: Performance of the simplification system on both corpora

are suppressed, the meaning of the sentence may
be disrupted or some of the content lost. For in-
stance, in the following sentence – extracted from
the Wikipedia article abbé (abbot) – the infinitive
clause explaining the term is dropped:

(2a) C’est aussi depuis le XVIIIe siècle
le terme en usage pour désigner un clerc
séculier ayant au moins reçu la ton-
sure.13

(2b) C’est aussi depuis le XVIIIe siècle
le terme en usage.

To fix the errors identified above, our rules should
be refined and developed, with the addition of
better tools for sentence regeneration as well as
some exclusion criteria for the incorrect sentences
within the ILP module, as discussed in the next
section.

4 Perspectives and Conclusions

This article describes an automatic syntactic sim-
plification system for French intended for children
and language learners. It is based on a set of rules
defined after a corpus study, which also led to the
development of a typology of simplifications in
French. It would be easy to extend our typology to
other target users based on other appropriate cor-
pora, such as people with language disorders.

Our approach also uses the technique of over-
generation, which makes it possible to retain the
best set of simplifications based on readability cri-
teria. Note that among those employed, some had
not been considered previously and produce inter-
esting results. Finally, we showed that the perfor-
mance of our system is good (about 80 % of the
generated sentences are correct) and in line with
previous studies.

13It is also the term in use since the 18th to refer to a secu-
lar cleric who, at least, received the tonsure.

The evaluation showed that the rules imple-
mented are more suitable for expository texts,
probably because they are more explicit, as style
there is of a minor importance. In addition, the
system set up was first tested on and therefore
adapted to Wikipedia. It was only subsequently
applied to narratives, that revealed new challenges,
especially concerning the deletion rules. The in-
formation provided in secondary clauses or com-
plements indeed seems most essential to under-
standing the story, especially when it comes to di-
rect or indirect speech. In order to comprehend
the differences in terms of efficiency and rules to
be applied between genres, it would be necessary
to extend our study to other texts collected in the
corpora.

We envision multiple perspectives to improve
our system. First, syntactic simplification could be
supplemented by lexical simplification, as is done
in some studies for English (Woodsend and Lap-
ata, 2011). Moreover, our error analysis has high-
lighted the need to add or repeat words when a
sentence is split. It would therefore be useful to
use a tool that manages references in order to im-
prove the quality of simplified text. In addition,
the sentence selection module could include addi-
tional selection criteria, based on the work done in
readability of French (François and Fairon, 2012).
A final perspective of improvement would be to
make the rule system adapt to the target audience
and the genre of the texts. This would require as-
sessing the relevance of various transformations
and selection criteria of the best simplifications.
This perspective would also require assessing the
effectiveness of the rules by means of comprehen-
sion tests both on the original and simplified sen-
tences, which we plan to do.
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L. Urena-López. 2013. Open book: a tool for help-
ing asd users’ semantic comprehension. NLP4ITA
2013, pages 11–19.

S. Bott, L. Rello, B. Drndarevic, and H. Saggion. 2012.
Can Spanish Be Simpler? LexSiS: Lexical Simpli-
fication for Spanish. In Proceedings of COLING
2012, pages 357–374.
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R. Evans and C. Orăsan. 2013. Annotating signs of
syntactic complexity to support sentence simplifica-
tion. In Text, Speech, and Dialogue, pages 92–104.

T. François and C. Fairon. 2012. An ”AI readability”
formula for French as a foreign language. In Pro-
ceedings of EMNLP 2012, pages 466–477.

C. Gasperin, E. Maziero, L. Specia, T. Pardo, and
S. Aluisio. 2009. Natural language processing
for social inclusion: a text simplification architec-
ture for different literacy levels. Proceedings of
SEMISH-XXXVI Seminário Integrado de Software e
Hardware, pages 387–401.

D. Gillick and B. Favre. 2009. A scalable global model
for summarization. In Proceedings of the Workshop

on Integer Linear Programming for Natural Lan-
guage Processing, pages 10–18.

M. Heilman and N. A. Smith. 2010. Extracting Simpli-
fied Statements for Factual Question Generation. In
Proceedings of the 3rd Workshop on Question Gen-
eration.

K. Inui, A. Fujita, T. Takahashi, R. Iida, and T. Iwakura.
2003. Text simplification for reading assistance: a
project note. In Proceedings of the second interna-
tional workshop on Paraphrasing, pages 9–16.

S. Jonnalagadda, L. Tari, J. Hakenberg, C. Baral, and
G. Gonzalez. 2009. Towards Effective Sentence
Simplification for Automatic Processing of Biomed-
ical Text. In Proceedings of NAACL-HLT 2009.

R. Levy and G. Andrew. 2006. Tregex and tsurgeon:
tools for querying and manipulating tree data struc-
tures. In Proceedings of LREC, pages 2231–2234.

L. Lin and W. J. Wilbur. 2007. Syntactic sentence
compression in the biomedical domain: facilitat-
ing access to related articles. Information Retrieval,
10(4):393–414, October.

J. Medero and M. Ostendorf. 2011. Identifying Tar-
gets for Syntactic Simplification. In Proceedings of
the SLaTE 2011 workshop.

R. Nelken and S.M. Shieber. 2006. Towards robust
context-sensitive sentence alignment for monolin-
gual corpora. In Proceedings of EACL, pages 161–
168.

S. E. Petersen and M. Ostendorf. 2007. Text Simpli-
fication for Language Learners: A Corpus Analysis.
In Proceedings of SLaTE2007, pages 69–72.

L. Rello, C. Bayarri, A. Gòrriz, R. Baeza-Yates,
S. Gupta, G. Kanvinde, H. Saggion, S. Bott, R. Car-
lini, and V. Topac. 2013. Dyswebxia 2.0!: more
accessible text for people with dyslexia. In Proceed-
ings of the 10th International Cross-Disciplinary
Conference on Web Accessibility, page 25.

J.F. Richard, J. Barcenilla, B. Brie, E. Charmet,
E. Clement, and P. Reynard. 1993. Le traite-
ment de documents administratifs par des popula-
tions de bas niveau de formation. Le Travail Hu-
main, 56(4):345–367.

H. Saggion, E. Martı́nez, E. Etayo, A. Anula, and
L. Bourg. 2011. Text simplification in simplext.
making text more accessible. Procesamiento del
lenguaje natural, 47:341–342.

V. Seretan. 2012. Acquisition of syntactic simplifica-
tion rules for french. In LREC, pages 4019–4026.

A. Siddharthan. 2006. Syntactic Simplification and
Text Cohesion. Research on Language & Computa-
tion, 4(1):77–109, jun.

L. Specia. 2010. Translating from Complex to Sim-
plified Sentences. In Proceedings of the 9th Inter-
national Conference on Computational Processing
of the Portuguese Language (Propor-2010)., pages
30–39.

S. Williams and E. Reiter. 2008. Generating basic
skills reports for low-skilled readers. Natural Lan-
guage Engineering, 14(4):495–525.

J.D. Willms. 2003. Literacy proficiency of youth:
Evidence of converging socioeconomic gradients.
International Journal of Educational Research,

55



39(3):247–252.
K. Woodsend and M. Lapata. 2011. Learning to

Simplify Sentences with Quasi-Synchronous Gram-
mar and Integer Programming. In Proceedings of
EMNLP, pages 409–420.

Z. Zhu, D. Bernhard, and I. Gurevych. 2010. A Mono-
lingual Tree-based Translation Model for Sentence
Simplification. In Proceedings of COLING 2010,
pages 1353–1361.

56



Proceedings of the 3rd Workshop on Predicting and Improving Text Readability for Target Reader Populations (PITR) @ EACL 2014, pages 57–65,
Gothenburg, Sweden, April 26-30 2014. c©2014 Association for Computational Linguistics

Medical text simplification using synonym replacement:
Adapting assessment of word difficulty to a compounding language

Emil Abrahamsson1 Timothy Forni1 Maria Skeppstedt1 Maria Kvist1,2

1Department of Computer and Systems Sciences (DSV)
Stockholm University, Sweden

{emab6827, tifo6794, mariask}@dsv.su.se
2Department of Learning, Informatics, Management and Ethics (LIME)

Karolinska Institutet, Sweden
maria.kvist@karolinska.se

Abstract

Medical texts can be difficult to under-
stand for laymen, due to a frequent occur-
rence of specialised medical terms. Re-
placing these difficult terms with eas-
ier synonyms can, however, lead to im-
proved readability. In this study, we have
adapted a method for assessing difficulty
of words to make it more suitable to med-
ical Swedish. The difficulty of a word
was assessed not only by measuring the
frequency of the word in a general cor-
pus, but also by measuring the frequency
of substrings of words, thereby adapt-
ing the method to the compounding na-
ture of Swedish. All words having a
MeSH synonym that was assessed as eas-
ier, were replaced in a corpus of medical
text. According to the readability measure
LIX, the replacement resulted in a slightly
more difficult text, while the readability
increased according to the OVIX measure
and to a preliminary reader study.

1 Introduction

Our health, and the health of our family and
friends, is something that concerns us all. To be
able to understand texts from the medical domain,
e.g. our own health record or texts discussing sci-
entific findings related to our own medical prob-
lems, is therefore highly relevant for all of us.

Specialised terms, often derived from latin or
greek, as well as specialised abbreviations, are,
however, often used in medical texts (Kokkinakis
and Toporowska Gronostaj, 2006). This has the
effect that medical texts can be difficult to compre-
hend (Keselman and Smith, 2012). Comprehend-
ing medical text might be particularly challenging
for those laymen readers who are not used to look-
ing up unknown terms while reading. A survey of

Swedish Internet users showed, for instance, that
users with a long education consult medical infor-
mation available on the Internet to a much larger
extent than users with a shorter education (Find-
ahl, 2010, pp. 28–35). This discrepancy between
different user groups is one indication that meth-
ods for simplifying medical texts are needed, to
make the medical information accessible to every-
one.

Previous studies have shown that replacing dif-
ficult words with easier synonyms can reduce the
level of difficulty in a text. The level of diffi-
culty of a word was, in these studies, determined
by measuring its frequency in a general corpus of
the language; a measure based on the idea that
frequent words are easier than less frequent, as
they are more familiar to the reader. This syn-
onym replacement method has been evaluated on
medical English text (Leroy et al., 2012) as well
as on Swedish non-medical text (Keskisärkkä and
Jönsson, 2012). To the best of our knowledge, this
method has, however, not previously been evalu-
ated on medical text written in Swedish. In ad-
dition, as Swedish is a compounding language,
laymen versions of specialised medical terms are
often constructed by compounds of every-day
Swedish words. Whether a word consists of easily
understandable constituents, is a factor that also
ought to be taken into account when assessing the
difficulty of a word.

The aim of our study was, therefore, to in-
vestigate if synonym replacement based on term
frequency could be successfully applied also on
Swedish medical text, as well as if this method
could be further developed by adapting it to the
compounding nature of Swedish.

2 Background

The level of difficulty varies between different
types of medical texts (Leroy et al., 2006), but
studies have shown that even brochures intended
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for patients, or websites about health issues, can be
difficult to comprehend (Kokkinakis et al., 2012;
Leroy et al., 2012). Bio-medical texts, such as
medical journals, are characterised by sentences
that have high informational and structural com-
plexity, thus containing a lot of technical terms
(Friedman et al., 2002). An abundance of med-
ical terminology and a frequent use of abbrevia-
tions form, as previously mentioned, a strong bar-
rier for comprehension when laymen read medical
text. Health literacy is a much larger issue than
only the frequent occurrence of specialised terms;
an issue that includes many socio-economic fac-
tors. The core of the issue is, however, the read-
ability of the text, and adapting word choice to the
reader group (Zeng et al., 2005; Leroy et al., 2012)
is a possible method to at least partly improve the
readability of medical texts.

Semi-automatic adaption of word choice has
been evaluated on English medical text (Leroy et
al., 2012) and automatic adaption on Swedish non-
medical text (Keskisärkkä and Jönsson, 2012).
Both studies used synonym lexicons and replaced
words that were difficult to understand with more
easily understandable synonyms. The level of dif-
ficulty of a word was determined by measuring its
frequency in a general corpus. The English study
based its figures for word frequency on the number
of occurrences of a word in Google’s index of En-
glish language websites, while the Swedish study
used the frequency of a word in the Swedish Pa-
role corpus (Gellerstam et al., 2000), which is a
corpus compiled from several sources, e.g. news-
paper texts and fiction.

The English study used English WordNet as the
synonym resource, and difficult text was trans-
formed by a medical librarian, who chose eas-
ier replacements for difficult words among candi-
dates that were presented by the text simplifica-
tion system. Also hypernyms from semantic cat-
egories in WordNet, UMLS and Wiktionary were
used, but as clarifications for difficult words (e.g.
in the form: ’difficult word, a kind of semantic cat-
egory’). A frequency cut-off in the Google Web
Corpus was used for distinguishing between easy
and difficult words. The study was evaluated by
letting readers 1) assess perceived difficulty in 12
sentences extracted from medical texts aimed at
patients, and 2) answer multiple choice questions
related to paragraphs of texts from the same re-
source, in order to measure actual difficulty. The

evaluations showed that perceived difficulty was
significantly higher before the transformation, and
that actual difficulty was significantly higher for
one combination of medical topic and test setting.

The Swedish study used the freely available
SynLex as the resource for synonyms, and one
of the studied methods was synonym replacement
based on word frequency. The synonym replace-
ment was totally automatic and no cut-off was
used for distinguishing between familiar and rare
words. The replacement algorithm instead re-
placed all words which had a synonym with a
higher frequency in the Parole corpus than the fre-
quency of the original word. The effect of the
frequency-based synonym replacement was auto-
matically evaluated by applying the two Swedish
readability measures LIX and OVIX on the orig-
inal and on the modified text. Synonym replace-
ment improved readability according to these two
measures for all of the four studied Swedish text
genres: newspaper texts, informative texts from
the Swedish Social Insurance Agency, articles
from a popular science magazine and academic
texts.

For synonym replacement to be a meaningful
method for text simplification, there must exist
synonyms that are near enough not to change the
content of what is written. Perfect synonyms are
rare, as there is typically at least one aspect in
which two separate words within a language dif-
fer; if it is not a small difference in meaning, it
might be in the context in which they are typi-
cally used (Saeed, 1997). For describing med-
ical concepts, there is, however, often one set
of terms that are used by health professionals,
whereas another set of laymen’s terms are used by
patients (Leroy and Chen, 2001; Kokkinakis and
Toporowska Gronostaj, 2006). This means that
synonym replacement could have a large poten-
tial for simplifying medical text, as there are many
synonyms within this domain, for which the dif-
ference mainly lies in the context in which they
are typically used.

The availability of comprehensive synonym re-
sources is another condition for making it possi-
ble to implement synonym replacement for text
simplification. For English, there is a consumer
health vocabulary initiative connecting laymen’s
expressions to technical terminology (Keselman
et al., 2008), as well as several medical termi-
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Original Med röntgen kan man se en ökad trabekulering, osteoporos
samt pseudofrakturer.

Transformed Med röntgen kan man se en ökad trabekulering, benskörhet
samt pseudofrakturer.

Translated original With X-ray, one can see an increased trabeculation, osteoporosis
and pseudo-fractures.

Translated transformed With X-ray, one can see an increased trabeculation, bone-brittleness
and pseudo-fractures.

Table 1: An example of how the synonym replacement changes a word in a sentence.

nologies containing synonymic expressions, e.g.
MeSH1 and SNOMED CT2. Swedish, with fewer
speakers, also has fewer lexical resources than En-
glish, and although SNOMED CT was recently
translated to Swedish, the Swedish version does
not contain any synonyms. MeSH on the other
hand, which is a controlled vocabulary for index-
ing biomedical literature, is available in Swedish
(among several other languages), and contains
synonyms and abbreviations for medical concepts
(Karolinska Institutet, 2012).

Swedish is, as previously mentioned, a com-
pounding language, with the potential to create
words expressing most of all imaginable concepts.
Laymen’s terms for medical concepts are typi-
cally descriptive and often consist of compounds
of words used in every-day language. The word
humerusfraktur (humerus fracture), for instance,
can also be expressed as överarmsbenbrott, for
which a literal translation would be upper-arm-
bone-break. That a compound word with many
constituents occurring in standard language could
be easier to understand than the technical terms
of medical terminology, forms the basis for our
adaption of word difficulty assessment to medical
Swedish.

3 Method

We studied simplification of one medical text
genre; medical journal text. The replacement
method, as well as the main evaluation method,
was based on the previous study by Keskisärkkä
and Jönsson (2012). The method for assessing
word difficulty was, however, further developed
compared to this previous study.

As medical journal text, a subset of the journal
Läkartidningen, the Journal of the Swedish Med-
ical Association (Kokkinakis, 2012), was used.

1www.nlm.nih.gov/mesh/
2www.ihtsdo.org

The subset consisted of 10 000 randomly selected
sentences from issues published in 1996. As syn-
onym lexicon, the Swedish version of MeSH was
used. This resource contains 10 771 synonyms,
near synonyms, multi-word phrases with a very
similar meaning and abbreviation/expansion pairs
(all denoted as synonyms here), belonging to 8 176
concepts.

Similar to the study by Keskisärkkä and Jönsson
(2012), the Parole corpus was used for frequency
statistics. For each word in the Läkartidningen
subset, it was checked whether the word had a syn-
onym in MeSH. If that was the case, and if the
synonym was more frequently occurring in Parole
than the original word, then the original word was
replaced with the synonym. An example of a sen-
tence changed by synonym replacement is shown
in Table 1.

There are many medical words that only rarely
occur in general Swedish, and therefore are not
present as independent words in a corpus of stan-
dard Swedish, even if constituents of the words
frequently occur in the corpus. The method used
by Keskisärkkä and Jönsson was further developed
to handle these cases. This development was built
on the previously mentioned idea that a compound
word with many constituents occurring in standard
language is easier to understand than a rare word
for which this is not the case. When neither the
original word, nor the synonym, occurred in Pa-
role, a search in Parole was therefore instead car-
ried out for substrings of the words. The original
word was replaced by the synonym, in cases when
the synonym consisted of a larger number of sub-
strings present in Parole than the original word.
To insure that the substrings were relevant words,
they had to consist of a least four characters.

Exemplified by a sentence containing the word
hemangiom (hemangioma), the extended replace-
ment algorithm would work as follows: The al-
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gorithm first detects that hemangiom has the syn-
onym blodkärlstumör (blood-vessel-tumour) in
MeSH. It thereafter establishes that neither he-
mangiom nor blodkärlstumör is included in the
Parole corpus, and therefore instead tries to find
substrings of the two words in Parole. For he-
mangiom, no substrings are found, while four
substrings are found for blodkärlstumör (Table
2), and therefore hemangiom is replaced by
blodkärlstumör.

Word 1 2 3 4
hemangiom - - - -
blodkärlstumör blod kärl blodkärl tumör

Table 2: Example of found substrings

As the main evaluation of the effect of the syn-
onym replacement, the two readability measures
used by Keskisärkkä and Jönsson were applied,
on the original as well as on the modified text.
LIX (läsbarhetsindex, readability measure) is the
standard metric used for measuring readability of
Swedish texts, while OVIX (ordvariationsindex,
word variation index) measures lexical variance,
thereby reflecting the size of vocabulary in the text
(Falkenjack et al., 2013).

The two metrics are defined as follows
(Mühlenbock and Johansson Kokkinakis, 2009):

LIX =
O

M
+

L · 100
O

Where:

• O = number of words in the text

• M = number of sentences in the text

• L = number of long words in the text (more
than 6 characters)

OVIX =
log(O)

log(2− log(U)
log(O))

Where:

• O = number of words in the text

• U = number of unique words in the text

The interpretation of the LIX value is shown in
Table 3, while OVIX scores ranging from 60 to 69
indicate easy-to-read texts (Mühlenbock and Jo-
hansson Kokkinakis, 2009).

LIX-value Genre
less than 25 Children’s books
25-30 Easy texts
30-40 Normal text/fiction
40-50 Informative texts
50-60 Specialist literature
more than 60 Research, dissertations

Table 3: The LIX-scale, from Mühlenbock and Jo-
hansson Kokkinakis (2009)

To obtain preliminary results from non-
automatic methods, a very small manual evalua-
tion of correctness and perceived readability was
also carried out. A randomly selected subset of
the sentences in which at least one term had been
replaced were classified into three classes by a
physician: 1) The original meaning was retained
after the synonym replacement, 2) The original
meaning was only slightly altered after the syn-
onym replacement, and 3) The original meaning
was altered more than slightly after the synonym
replacement. Sentences classified into the first cat-
egory by the physician were further categorised
for perceived readability by two other evaluators;
both with university degrees in non-life science
disciplines. The original and the transformed sen-
tence were presented in random order, and the
evaluators were only informed that the simplifica-
tion was built on word replacement. The follow-
ing categories were used for the evaluation of per-
ceived readability: 1) The two presented sentences
are equally easy/difficult to understand, 2) One of
the sentences is easier to understand than the other.
In the second case, the evaluator indicated which
sentence was easier.

4 Results

In the used corpus subset, which contained
150 384 tokens (26 251 unique), 4 909 MeSH
terms for which there exist a MeSH synonym were
found. Among these found terms, 1 154 were
replaced with their synonym. The 15 most fre-
quently replaced terms are shown in Table 4, many
of them being words typical for a professional lan-
guage that have been replaced with compounds
of every-day Swedish words, or abbreviations that
have been replaced by an expanded form.

The total number of words increased from
150 384 to 150 717 after the synonym replace-
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Original term (English) Replaced with (Literal translation) n
aorta (aorta) kroppspulsåder (body-artery) 34
kolestas (cholestasis) gallstas (biliary-stasis) 33
angioödem (angioedema) angioneurotiskt ödem (angio-neurotic-oedema) 29
stroke (stroke) slaganfall (strike-seizure) 29
TPN (TPN) parenteral näring, total (parenteral nutrition, total) 26
GCS (GCS) Glasgow Coma Scale (Glasgow Coma Scale) 20
mortalitet (mortality) dödlighet (deathrate) 20
ödem (oedema) svullnad (swelling) 20
legitimation (licensure) licens (certificate) 18
RLS (RLS) rastlösa ben-syndrom (restless legs-syndrome) 18
anemi (anemia) blodbrist (blood-shortage) 17
anhöriga (family) familj (family) 17
ekokardiografi (echocardiography) hjärtultraljuds- (heart-ultrasound 17

undersökning -examination)
artrit (arthritis) ledinflammation (joint-inflammation) 16
MHC (MHC) histokompatibilitets- (histocompatibility- 15

komplex complex)

Table 4: The 15 most frequently replaced terms. As the most frequent synonym (or synonym with most
known substrings) is always chosen for replacement, the same choice among a number of synonyms, or
a number of abbreviation expansions, will always be made. The column n contains the number of times
the original term was replaced with this synonym.

ment. Also the number of long words (more than
six characters) increased from 51 530 to 51 851.
This resulted in an increased LIX value, as can be
seen in Table 5. Both before and after the transfor-
mation, the LIX-value lies on the border between
the difficulty levels of informative texts and non-
fictional texts. The replacement also had the effect
that the number of unique words decreased with
138 words, which resulted in a lower OVIX, also
to be seen in Table 5.

For the manual evaluation, 195 sentences, in
which at least one term had been replaced, were
randomly selected. For 17% of these sentences,
the original meaning was slightly altered, and for
10%, the original meaning was more than slightly
altered. The rest of the sentences, which re-
tained their original meaning, were used for mea-
suring perceived readability, resulting in the fig-
ures shown in Table 6. Many replaced terms oc-
curred more than once among the evaluated sen-
tences. Therefore, perceived difficulty was also
measured for a subset of the evaluation data, in
which it was ensured that each replaced term oc-
curred exactly once, by only including the sen-
tence in which it first appeared. These subset fig-
ures (denoted Unique in Table 6) did, however,
only differ marginally from the figures for the en-

tire set. Although there was a large difference be-
tween the two evaluators in how they assessed the
effect of the synonym replacement, they both clas-
sified a substantially larger proportion of the sen-
tences as easier to understand after the synonym
replacement.

LIX OVIX
Original text 50 87.2
After synonym replacement 51 86.9

Table 5: LIX and OVIX before and after synonym
replacement

5 Discussion

According to the LIX measure, the medical text
became slightly more difficult to read after the
transformation, which is the opposite result to
that achieved in the study by Keskisärkkä and
Jönsson (2012). Similar to this previous study,
however, the text became slightly easier to read
according to the OVIX measure, as the number
of unique words decreased. As words longer
than six characters result in a higher LIX value, a
very plausible explanation for the increased LIX-
value, is that short words derived from Greek or
Latin have been replaced with longer compounds
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Perceived effect Evaluator 1 Evaluator 2
of replacement All (Unique) All (Unique)
No difference 51% (52%) 29% (28%)
Easier 42% (42%) 54% (52%)
More difficult 7% (7%) 17% (21%)

Table 6: Results for the manual classification
of perceived difficulty. Evaluator 1 classified
143 sentences and Evaluator 2 classified 140 sen-
tences. The (Unique) column contains results
when only the first a occurrence of a replacement
of a particular term is included. A binomial sign
test (Newbold et al., 2003, p. 532) was performed
on the effect of the replacement, with the null hy-
pothesis that the probability of creating a more dif-
ficult sentence was equal to that of creating an eas-
ier one. This hypothesis could be rejected for both
evaluators; when including all sentences and also
when only including the (Unique) subset, show-
ing that the differences were statistically signifi-
cant (p�0.01).

of every-day words. Replacing an abbreviation or
an acronym with its expanded long form has the
same effect. Expanding acronyms also increases
the number of words per sentence, which also re-
sults in a higher LIX value.

Studies on English medical text indicate, how-
ever, that simple surface measures do not accu-
rately reflect the readability (Zeng-Treitler et al.,
2007; Wu et al., 2013), and user studies have been
performed to construct readability measures bet-
ter adapted to the domain of medical texts (Kim et
al., 2007; Leroy and Endicott, 2012). Therefore,
although the manual evaluation was very limited
in scope, the results from this evaluation might
give a better indication of the effects of the sys-
tem. This evaluation showed that the perceived
readability often improved with synonym replace-
ment, although there were also replacements that
resulted in a decrease of perceived readability.
Further studies are required to determine whether
these results are generalisable to a larger group of
readers. Such studies should also include an eval-
uation of actual readability, using methods similar
to those of Leroy et al. (2012). The cases, in which
the synonym replacement resulted in a perceived
decrease in readability should also be further stud-
ied. It might, for instance, be better to use a fre-
quency cut-off for distinguishing between rare and
frequent words, as applied by Leroy et al. (2012),

rather than always replacing a word with a more
frequent synonym.

The manual evaluation also showed that the
original semantic meaning had been at least
slightly altered in almost a third of the sentences,
which shows that the set of synonyms in Swedish
MeSH might need to be adapted to make the syn-
onyms suitable to use in a text simplification sys-
tem. The replacements in Table 4 show three
types of potential problems. First, there are also
distant synonyms, as exemplified by oedema and
swelling, where oedema means a specific type of
swelling in the form of increased amount of liq-
uid in the tissues, as opposed to e.g. increased
amount of fat. Second, the MeSH terms are not
always written in a form that is appropriate to use
in running text, such as the term parenteral nu-
trition, total. Such terms need to be transformed
to another format before they can be used for au-
tomatic synonym replacement. Third, although
the abbreviations included in the manual evalua-
tion were all expanded to the correct form, ab-
breviations within the medical domain are often
overloaded with a number of different meanings
(Liu et al., 2002). For instance, apart from be-
ing an acronym for restless legs syndrome, RLS
can also mean reaction level scale (Cederblom,
2005). Therefore, in order to include abbrevia-
tions and acronyms in the synonym replacement
method studied here, an abbreviation disambigua-
tion needs to be carried out first (Gaudan et al.,
2005; Savova et al., 2008). An alternative could
be to automatically detect which abbreviations and
acronyms that are defined in the text when they
first are mentioned (Dannélls, 2006), and restrict
the replacement method to those.

The sentence in Table 1 shows an example of
a successful synonym replacement, replacing a
word typically used by health professionals (os-
teoporosis) with a word typically used in every-
day language (bone-brittleness). This sentence
also gives an example of when not enough is
replaced in the sentence for it to be easy to
understand. Neither trabeculation, nor pseudo-
fractures, are included in MeSH, which shows the
importance of having access to comprehensive ter-
minological resources for the method of synonym
replacement to be successful. Extracting terms
that are frequently occurring within the text genre
that is to be simplified, but which are neither in-
cluded in the used terminology, nor in a corpus
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of standard language such as Parole, could be a
method for finding candidates for expanding the
terminological resources. Semi-automatic meth-
ods could be applied for finding synonyms to these
new candidate terms, as well as to existing terms
within the terminology for which no synonyms are
provided (Henriksson et al., 2013).

Table 1 also exemplifies a further issue not ad-
dressed here, namely the frequent occurrence of
inflected words in Swedish text. No morphologic
normalisation, e.g. lemmatisation, was performed
of the text that was to be simplified or of the
terms in MeSH (e.g. normalising pseudo-fractures
to pseudo-fracture). Such a normalisation would
have the potential of matching, and thereby replac-
ing, a larger number of words, but it would also re-
quire that the replaced word is inflected to match
the grammatical form of the original word.

An alternative to using frequency in the Parole
corpus, or occurrence of substrings in a word in
Parole, for determining when a synonym is to be
replaced, is to use the frequency in a medical cor-
pus. That corpus then has to be targeted towards
laymen, as word frequency in texts targeted to-
wards health professionals would favour word re-
placements with words typical to the professional
language. Examples of such patient corpora could
be health related web portals for patients (Kokki-
nakis, 2011). However, as also texts targeted to-
wards patients have been shown to be difficult to
understand, the method of searching for familiar
words in substrings of medical terms might be
relevant for assessing word difficulty also if easy
medical corpora would be used.

6 Future work

A number of points for future work have al-
ready been mentioned, among which evaluating
the method on a large set of target readers has
the highest priority. Adapting the method to han-
dle inflected words, studying how near synonyms
and ambiguity of abbreviations affect the content
of the transformed sentences, as well as studying
methods for semi-automatic expansion of termi-
nologies, are other topics that have already been
mentioned.

It might also be the case that what synonym re-
placements are suitable are dependent on the con-
text in which a word occurs. Methods for adapting
assessment of word difficulty to context have been
studied within the Semeval-2012 shared task on

English lexical simplification (Specia et al., 2012),
although it was shown that infrequent words are
generally perceived as more difficult, regardless of
context.

In addition to these points, it should be noted
that we in this study have focused on one type
medical text, i.e. medical journal text. As men-
tioned in the introduction, there is, however,
another medical text type on which applying
text simplification would also be highly relevant,
namely health record text (Kvist and Velupillai,
2013; Kandula et al., 2010). The electronic health
record is nowadays made available to patients via
e-services in a number of countries, and there is
also an on-going project constructing such a ser-
vice in Sweden. Apart from health record text
also containing many words derived from greek
and latin, there are additional challenges associ-
ated with this type of text. As health record text is
written under time pressure, it is often written in
a telegraphic style with incomplete sentences and
many abbreviations (Friedman et al., 2002; Aan-
taa, 2012). As was exemplified among the top 15
most frequently replaced words, abbreviations is
one of the large problems when using the synonym
replacement method for text simplification, as they
are often overloaded with a number of meanings.

Future work, therefore, also includes the eval-
uation of synonym replacement on health record
text. It also includes the study of writing tools for
encouraging health professionals to produce text
that is easier to understand for the patient, or at
least easier to transform into more patient-friendly
texts with methods similar to the method studied
here (Ahltorp et al., 2013).

7 Conclusion

A method used in previous studies for assess-
ing difficulty of words in Swedish text was fur-
ther developed. The difficulty of a word was as-
sessed not only by measuring the frequency of
the word in a general corpus, but also by measur-
ing the frequency of substrings of words, thereby
adapting the method to the compounding nature of
Swedish. The replacement was mainly evaluated
by the two readability measures LIX and OVIX,
showing a slightly decreased OVIX but a slightly
increased LIX. A preliminary study on readers
showed, however, an increased perceived readabil-
ity after the synonym replacement. Studies on a
larger reader group are required to draw any con-
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clusions on the general effect of the method for as-
sessment of word difficult. The preliminary results
are, however, encouraging, showing that a method
that replaces specialised words derived from latin
and greek by compounds of every-day Swedish
words can result in a increase of the perceived
readability.
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Abstract
Good readability of text is important
to ensure efficiency in communication
and eliminate risks of misunderstanding.
Patent claims are an example of text whose
readability is often poor. In this paper,
we aim to improve claim readability by
a clearer presentation of its content. Our
approach consist in segmenting the origi-
nal claim content at two levels. First, an
entire claim is segmented to the compo-
nents of preamble, transitional phrase and
body, using a rule-based approach. Sec-
ond, a conditional random field is trained
to segment the components into clauses.
An alternative approach would have been
to modify the claim content which is, how-
ever, prone to also changing the mean-
ing of this legal text. For both segmen-
tation levels, we report results from sta-
tistical evaluation of segmentation perfor-
mance. In addition, a qualitative error
analysis was performed to understand the
problems underlying the clause segmenta-
tion task. Our accuracy in detecting the
beginning and end of preamble text is 1.00
and 0.97, respectively. For the transitional
phase, these numbers are 0.94 and 1.00
and for the body text, 1.00 and 1.00. Our
precision and recall in the clause segmen-
tation are 0.77 and 0.76, respectively. The
results give evidence for the feasibility of
automated claim and clause segmentation,
which may help not only inventors, re-
searchers, and other laypeople to under-
stand patents but also patent experts to
avoid future legal cost due to litigations.

1 Introduction

Clear language is important to ensure efficiency in
communication and eliminate risks of misunder-

standing. With written text, this clarity is mea-
sured by readability. In the last years, we have
witnessed an increasing amount work towards im-
proving text readability. In general, these efforts
focus on making general text easier to understand
to non-native speakers and people with special
needs, poor literacy, aphasia, dyslexia, or other
language deficits.

In this paper, we address making technical text
more readable to laypeople, defined as those with-
out professional or specialised knowledge in a
given field. Technical documentation as scientific
papers or legal contracts are two genres of writ-
ten text that are difficult to understand (Alberts
et al., 2011). An extreme example that takes the
worst from both these worlds is the claim section
of patent documents: it defines the boundaries of
the legal protection of the invention by describing
complex technical issues and using specific legal
jargon (Pressman, 2006). Moreover, due to inter-
national conventions, each patent claim must be
written into a single sentence. This leads to very
long sentences with complex syntactic structures
that are hard to read and comprehend not only for
laypeople but also for technical people who are not
trained to read patent claims.

As an example of other efforts with similar
goals to improve the readability of technical text to
laypeople, we mention the CLEF eHealth shared
tasks in 2013 and 2014 (Suominen et al., 2013).
However, instead of inventors, researchers, and
other claim readers, they target patients and their
next-of-kins by developing and evaluating tech-
nologies to improve the readability of clinical re-
ports and help them in finding further information
related to their condition in the Internet.

Some proposals have also been made in order to
improve claim readability, for example, by apply-
ing simplification, paraphrasing, and summarisa-
tion methods (see Section 2). However, these ap-
proaches modify the claim content. This increases
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the risk of changing also the meaning, which is not
desirable in the context of patent claims and other
legal documents.

In this paper, we propose an alternative method
that focuses on clarifying the presentation of the
claim content rather than its modification. Since
readability strongly affects text comprehension
(Inui et al., 2003), the aim of this study is to make
the content of the patent claims more legible and
consequently make them easier to comprehend.

As the first steps towards this improved presen-
tation of the patent claims, we propose to segment
the original text. Our approach is data driven and
we perform the segmentation at two levels: first,
an entire claim is segmented into three compo-
nents (i.e., preamble, transition, and body text) and
second, the components are further segmented into
clauses. At the first level, we use a rule-based
method and at the second level, we apply a con-
ditional random field.

We evaluate segmentation performance statisti-
cally at both levels and in addition, we analyse er-
rors in clause segmentation qualitatively; because
our performance at the first level is almost perfect
(i.e., for detecting the beginning and end of the
preamble, the accuracy percentages are 100 and
97 and these numbers are 94 and 100 for the tran-
sition and 100 and 100 for the body text), we focus
on the errors at the second level alone. In com-
parison, we have the precision of 77 per cent and
recall of 76 per cent in clause segmentation. Even
though this performance at the second level is not
perfect, it is significantly better than the respec-
tive percentages of 41 and 29 (0.2 and 0.3) for a
baseline based on both punctuation and keywords
(punctuation only).

The rest of the paper is organised as follows:
Section 2 describes as background information
of this study includes an explanation about what
patent claims are, how to read them, and what kind
of related work exists on claim readability. Sec-
tion 3 outlines our materials and methods. Section
4 presents the experiments results and discussion.
Finally, conclusions and ideas for future work are
presented in Section 5.

2 Background

2.1 Patent claims

Patent documents have a predefined document
structure that consists of several sections, such as
the title, abstract, background of the invention, de-

[Toolholder]p, [comprising]t [a holder body with
an insert site at its forward end comprising a
bottom surface and at least one side wall where
there projects a pin from said bottom surface
upon which there is located an insert having
a central bore, a clamping wedge for wedging
engagement between a support surface of the
holder and an adjacent edge surface of said
insert and an actuating screw received in said
wedge whilst threadably engaged in a bore of
said holder, said support surface and said edge
surface are at least partially converging down-
wards said wedge clamp having distantly pro-
vided protrusions for abutment against the top
face and the edge surface of said insert, char-
acterised in that the wedge consists of a pair of
distantly provided first protrusions for abutment
against a top face of the insert, and a pair of
distantly provided second protrusions for abut-
ment against an adjacent edge surface]b.

Figure 1: An example patent claim. We have used
brackets to illustrate claim components and the
sub-scripts p, t, and b correspond to the preamble,
transition, and body text, respectively.

scription of the drawings, and claims. As already
mentioned, the claims can be seen as the most im-
portant section as they define the scope of legal
protection of the invention. In most modern patent
laws, patent applications must have at least one
claim (Pressman, 2006).

The claims are written into a single sentence be-
cause of international conventions. Figure 1 pro-
vides an example claim.

Furthermore, a claim should be composed by, at
least, the following parts,

1. Preamble is an introduction, which describes
the class of the invention.

2. Transition is a phrase or linking word that re-
lates the preamble with the rest of the claim.
The expressions comprising, containing, in-
cluding, consisting of, wherein and charac-
terise in that are the most common transi-
tions.

3. Body text describes the invention and recites
its limitations.

We have also included an illustration of these
claim components in Figure 1.

Because a claim is a single sentence, special
punctuation conventions have been developed and
are being used by patent writers. Modern claims
follow a format where the preamble is separated
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Table 1: Per claim demographics

Training set Test set
# tokens mean 60 66

min 7 8
max 440 502

# boundaries mean 5 5
min 1 1
max 53 41

from the transition by a comma, the transition
from the body text by a colon, and each invention
element in the body text by a semicolon (Radack,
1995). Other specifications regarding punctua-
tion are the following text elaboration and element
combination conventions:

- A claim should contain a period only in
the end.

- A comma should be used in all natu-
ral pauses.

- The serial comma1 should be used to separate
the elements of a list.

- Dashes, quotes, parentheses, and abbrevia-
tions should be avoided.

Because a claim takes the form of a single sen-
tence, long sentences are common. Meanwhile,
in the general discourse (e.g., news articles) sen-
tences are composed of twenty to thirty words,
claim sentences with over a hundred words are
very frequent (see, e.g., Table 1 related to mate-
rials used in this paper). As a consequence, claims
usually contain several subordinate and coordi-
nate clauses, as they enable the aforementioned
elaboration and the combination of elements of
equal importance, respectively.

As claims are difficult to read and interpret, sev-
eral books and tutorials suggest how claims should
be read (Radack, 1995; Pressman, 2006). The first
step towards reading a claim is to identify its com-
ponents (i.e., preamble, transition, and body text).
Another suggestion is to identify and highlight the
different elements of the invention spelled out in
the body text of the claims.

1The serial comma (also known as the Oxford comma)
is the comma used mediately before a coordination con-
junction (e.g., CDs, DVDs, and magnetic tapes where the
last comma indicates that DVDs and magnetic tapes are
not mixed). http://oxforddictionaries.com (ac-
cessed 28 Feb, 2014)

The clear punctuation marks and lexical mark-
ers enable the claim component segmentation, as
suggested above. Moreover, the predominance
of intra-sentential syntactic structures (e.g., subor-
dinate and coordinate constructions) favours seg-
menting patent claims into clauses. These clauses
can then be presented as a sequence of segments
which is likely to improve claim readability.

2.2 Related work

So far, not many studies have addressed the prob-
lem of improving the readability of patents claims.
In particular, to the best of our knowledge, there
is no research that specifically targets the problem
of presenting the claims in a more readable lay-
out. Consequently, we focus on efforts devoted to
claim readability in general with an emphasis on
text segmentation.

We begin by discussing three studies that ad-
dress text simplification in patent claims. Note that
these approaches modify the claim content which
may also change their meaning. This is riskier in
the context of patent documents and other legal
text than our approach of clarifying the presen-
tation. Moreover, in order achieve a reasonable
performance, the methods of these studies require
sophisticated tools for discourse analysis and syn-
tactic parsing. Usually these tools also need to be
tailored to the genre of claim text.

First, a parsing methodology to simplify sen-
tences in US patent documents has been pro-
posed (Sheremetyeva, 2003). The resulting analy-
sis structure is a syntactic dependency tree and the
simplified sentences are generated based on the in-
termediate chunking structure of the parser. How-
ever, neither the tools used to simplify sentences
nor the resulting improvement in readability has
been formally measured.

Second, simplification of Japanese claim sen-
tences has been addressed through a rule-based
method (Shinmori et al., 2003). It identifies the
discourse structure of a claim using cue phrases
and lexico-syntactic patterns. Then it paraphrases
each discourse segment.

Third, a claim simplification method to para-
phrase and summarise text has been intro-
duced (Bouayad-Agha et al., 2009). It is multilin-
gual and consists of claim segmentation, corefer-
ence resolution, and discourse tree derivation. In
claim segmentation, a rule-based system is com-
pared to machine learning with the conclusion of
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the former approach outperforming the latter. The
machine learning approach is, however, very sim-
ilar to the clause segmentation task described in
this paper. They differ in the features used to
characterized the clause boundaries and in eval-
uation. For the evaluation, these authors use the
cosine similarity to calculate a 1:1 term overlap
between the automated solution and gold standard
set whereas we assess whether a token is an accu-
rate segment boundary or not.

We continue by discussing a complementary
method to our approach of improving the read-
ability of claims through their clearer presentation
without modifying the text itself. This work by
Shinmori et al. (2012) is inspired by the fact that
claims must be understood in the light of the def-
initions provided in the description section of the
patents. It aims to enrich the content by aligning
claim phrases with relevant text from the descrip-
tion section. For the evaluation, the authors have
inspected 38 patent documents. The automated
method generates 35 alignments for these docu-
ments (i.e., twenty correct and fifteen false) and
misses only six. It would be interesting to test if
this alignment method and the claim segmentation
proposed in this paper complement each other.

We end by noting that the task of segmenting
claim phrases is similar to the task of detecting
phrase boundaries by Sang and Déjean (2001) in
the sense that the segments we want to identify are
intra-sentential. However, the peculiar syntactic
style of claims makes the phrase detection strate-
gies not applicable (see Ferraro (2012) for a de-
tailed study on the linguistic idiosyncrasy of patent
claims).

3 Materials and methods

In this paper, we performed statistical experiments
and qualitative error analyses related to two seg-
mentation tasks (see Figure 2):

1. Segmenting claims section to the components
for preamble, transition, and body text.

2. Segmenting each claim to subordinate and
coordinate clauses.

For Task 1, we developed a rule-based method
using the General Architecture for Text Engineer-
ing (GATE) (Cunningham et al., 2011). The sys-
tem had three rules, one for each of the claim parts
we were interested in identifying. The rules were

Table 2: Dataset demographics

# claims # segments # words
Training set 811 4397 48939
Development set 10 15 260
Test set 80 491 5517

written in terms of JAPE grammars.2 In order to
process the rules, the GATE pipeline illustrated in
Figure 3 was applied. Because transitions should
match with the first instance of a closed set of key-
words (we used comprise, consist, wherein, char-
acterize, include, have, and contain), our first rule
identified a transition and, using its boundary in-
dices, we restricted the application of our further
rules. This resulted in the following application
order:

transition −→ preamble −→ body text.

Our two other rules relied on lexico-syntactic
patterns and punctuation marks. Note that even
though punctuation conventions have been devel-
oped for claim writing (see Section 2.1), their fol-
lowing is not mandatory. This led us to experi-
ment these more complex rules. The first task was
applied to the complete dataset (training, develop-
ment, and test sets merged into one single dataset)
described in Table 2.

For Task 2, our method was based on supervised
machine learning (ML). To train this ML classi-
fier, we used a patent claim corpus annotated with
clause boundaries. This corpus was provided by
the TALN Research Group from Universitat Pom-
peu Fabra. The aim of the segmentation classifier
was to decide whether a claim token is a segment
boundary or not, given a context. Thus, every to-
ken was seen as a candidate for placing a segment
boundary. Following standard ML traditions, we
split the dataset in training, development, and test
sets (Tables 2 and 1).

The corpus was analysed with a transitional3

version of Bohnet’s parser (Bohnet and Kuhn,
2012). It was one of the best parsers in the CoNLL
Shared Task 2009 (Hajič et al., 2009).

2JAPE, a component of GATE, is a finite state transducer
that operates over annotations based on regular expressions.

3Patent claim sentences can be very long which im-
plies long-distance dependencies. Therefore, transition-
based parsers, which typically have a linear or quadratic com-
plexity (Nivre and Nilsson, 2004; Attardi, 2006), are better
suited for parsing patent sentences than graph-based parsers,
which usually have a cubic complexity.
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Figure 2: Example of the claim segmentation experiments

ANNI Tokenizer −→ RegEx Sentence Splitter −→ OpenNLP
POS Tagger −→ Noun Phrase Chunker −→ JAPE

Figure 3: GATE pipeline for Task 1

In order to characterise the clause boundaries,
the following features were used for each token in
the corpus:

- lemma of the current token,

- part-of-speech (POS) tag4 of the current to-
ken as well as POS-tags of the two immedi-
ately preceding and two immediately subse-
quent words,

- syntactic head and dependent of the current
token, and

- syntactic dependency relation between the
current token and its head and dependent to-
kens.

Moreover, the fifteen most frequent lemmas and
five most frequent POS-tags and punctuation
marks were used as features we called segmenta-
tion keywords (Table 3).

For classification we used the CRF++ toolkit,
an open source implementation of conditional ran-
dom fields (Lafferty et al., 2001). This framework
for building probabilistic graphical models to seg-
ment and label sequence data has been success-
fully applied to solve chunking (Sha and Pereira,

4The POS-tag corresponds to the Peen Tree Bank tag set
(Marcus et al., 1993) whereas IN = preposition or conjunc-
tion, subordinating; CC = Coordinating Conjunction; VBN =
Verb, past participle; VBG = verb, gerund or present partici-
ple; WRB = Wh-adverb.

Table 3: The most frequent lemmas and POS-tags
in the beginning of a segment.

Rank Lemmas Abs. Freq. Rel. Freq.
1 and 675 0.137
2 wherein 554 0.112
3 for 433 0.088
4 which 174 0.035
5 have 158 0.032
6 to 155 0.031
7 characterize 152 0.031
8 a 149 0.030
9 the 142 0.028
10 say 140 0.028
11 is 64 0.013
12 that 62 0.012
13 form 59 0.012
14 in 58 0.011
15 when 56 0.011
Rank POS-tag Abs. Freq. Rel. Freq.
1 IN 739 0.150
2 CC 686 0.139
3 VBN 511 0.104
4 VBG 510 0.104
5 WRB 409 0.083

2003), information extraction (Smith, 2006), and
other sequential labelling problems. We compared
the results obtained by CRF++ with the following
baselines:

- Baseline 1: each punctuation mark is a seg-
ment boundary, and

- Baseline 2: each punctuation mark and key-
word is a segment boundary.
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Table 4: Evaluation of claim components

Correct Incorrect
Preamble Beginning 100% 0%

End 97% 3%
Transition Beginning 94% 6%

End 100% 0%
Body text Beginning 100% 0%

End 100% 0%

Performance in Task 1 was assessed using the
accuracy. Due to the lack of a corpus anno-
tated with claims components, we selected twenty
claims randomly and performed the annotation
ourselves (i.e., one of the authors annotated the
claims). The annotator was asked to assess
whether the beginning and ending of a claim com-
ponent was successfully identified.

Performance in Task 2 was evaluated using the
precision, recall, and F-score on the test set. We
considered that clause segmentation is a precision
oriented task, meaning that we emphasised the de-
mand for a high precision at the expense of a pos-
sibly more modest recall.

In order to better understand errors in clause
segmentation, we analysed errors qualitatively us-
ing content analysis (Stemler, 2001). This method
is commonly used in evaluation of language tech-
nologies. Fifty segmentation errors were ran-
domly selected and manually analysed by one of
the authors.

4 Results and discussion

4.1 Statistical performance evaluation in
Tasks 1 and 2

We achieved a substantial accuracy in Task 1,
claim component segmentation (Table 4). That
is, the resulting segmentation was almost perfect.
This was not surprising since we were processing
simple and well defined types of segments. How-
ever, there was a small mismatch in the bound-
ary identification for the preamble and the transi-
tion segments.

Our ML method clearly outperformed both its
baselines in Task 2 (Table 5). It had the precision
of 77 per cent and recall of 76 per cent in clause
segmentation. The respective percentages were 41
and 29 for the baseline based on both punctuation
and keywords. If punctuation was used alone, both
the precision and recall were almost zero.

Table 5: Evaluation of claim clauses
Precision Recall F-score

Baseline 1 0.2% 0.3% 2.6%
Baseline 2 41% 29% 34%
CRF++ 77% 76% 76%

4.2 Qualitative analysis of errors in Task 2

The most common errors in clause segmentation
were due to two reasons: first, ambiguity in co-
ordinating conjunctions (e.g., commas as wll as
and, or, and other particles) and second, consec-
utive segmentation keywords.

Segmentation errors caused by ambiguous coor-
dinating conjunctions were due to the fact that not
all of them were used as segment delimiters. Let
us illustrate this with the following automatically
segmented claim fragment with two coordinating
conjunctions (a segment is a string between square
brackets, the integer sub-script indicating the seg-
ment number, and the conjunctions in italics):

. . . [said blade advancing member comprises a worm
rotatable by detachable handle]1 [or key]2 [and meshin-
georm wheel secured to a shift]3 . . .

In this example, the two conjunctions were con-
sidered as segment delimiters which resulted in
an incorrect segmentation. The correct analysis
would have been to maintain the fragment as a sin-
gle segment since simple noun phrases are not an-
notated as individual segments in our corpus.

Segmentation errors due to consecutive seg-
mentation keywords resulted in undesirable seg-
ments only once in our set of fifty cases. This hap-
pened because the classifier segmented every en-
counter with a segmentation keyword, even when
the keywords were consecutive. We illustrate this
case with the following example, which contains
two consecutive keywords, a verb in past partici-
ple (selected) and a subordinate conjunction (for).
Example (a) shows a wrong segmentation, while
example (b) shows its correct segmentation.

. . . (a) [said tool to be]1 [selected]2 [for the next work-
ing operation]3 . . .

. . . (b) [said tool to be selected]1 [for working]2 . . .

In general, correcting both these error types
should be relatively straightforward. First, to solve
the problem of ambiguous commas, a possible so-
lution could be to constrain their application as
keywords, for example, by combining commas

71



with other context features. Second, segmentation
errors caused by consecutive segmentation key-
words could be solved, for example, by applying a
set of correction rules after the segmentation algo-
rithm (Tjong and Sang, 2001).

5 Conclusion and future work

In this paper we have presented our on-going re-
search on claim readability. We have proposed a
method that focuses on presenting the claims in
a clearer way rather than modifying their text con-
tent. This claim clarity is an important characteris-
tic for inventors, researchers, and other laypeople.
It may also be useful for patent experts, because
clear clauses may help them to avoid future legal
cost due to litigations. Moreover, better capabili-
ties to understand patent documents contribute to
democratisation of the invention and, therefore, to
human knowledge.

For future work, we plan to conduct a user-
centered evaluation study on claim readability. We
wish to ask laypeople and patents experts to as-
sess the usability and usefulness of our approach.
Furthermore, we plan to consider text highlight-
ing, terminology linking to definitions, and other
content enrichment functionalities as ways of im-
proving claim readability.
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Abstract

This paper describes part of an ongo-
ing effort to improve the readability of
Swedish electronic health records (EHRs).
An EHR contains systematic documenta-
tion of a single patient’s medical history
across time, entered by healthcare pro-
fessionals with the purpose of enabling
safe and informed care. Linguistically,
medical records exemplify a highly spe-
cialised domain, which can be superfi-
cially characterised as having telegraphic
sentences involving displaced or missing
words, abundant abbreviations, spelling
variations including misspellings, and ter-
minology. We report results on lexical
simplification of Swedish EHRs, by which
we mean detecting the unknown, out-of-
dictionary words and trying to resolve
them either as compounded known words,
abbreviations or misspellings.

1 Introduction

An electronic health record (EHR; Swedish: pa-
tientjournal) contains systematic documentation
of a single patient’s medical history across time,
entered by healthcare professionals with the pur-
pose of enabling safe and informed care. The
value of EHRs is further increased by the fact that
they provide a source of information for statis-
tics and research, and a documentation for the pa-
tient through the Swedish Patient Data Act. EHRs
collect information from a range of sources, such
as administration of drugs and therapies, test re-
sults, preoperative notes, operative notes, progress
notes, discharge notes, etc.

EHRs contain both structured parts (such as
details about the patient, lab results, diagnostic
codes, etc.) and unstructured parts (in the form of
free text). The free-text part of EHRs is referred

to as clinical text, as opposed to the kind of gen-
eral medical text found in medical journals, books
or web pages containing information about health
care. Clinical texts have many subdomains de-
pending on the medical speciality of the writer and
the intended reader. There are more formal kinds
of EHRs, such as discharge summaries and radiol-
ogy reports, directed to other physicians, and more
informal kinds such as daily notes, produced by
nurses and physicians (as memory notes for them-
selves or for the team). In spite of the Patient Data
Act, the patient is seldom seen as a receiver or
reader of the document.

Linguistically, health records exemplify a
highly specialised domain, which can be super-
ficially characterised as having telegraphic sen-
tences involving displaced or missing words,
abundant abbreviations, undisputed misspellings,
spelling variation which may or may not amount to
misspellings depending on the degree of prescrip-
tivism, and terminology. While this specialised
style has evolved as an efficient means of com-
munication between healthcare professionals, it
presents formidable challenges for laymen trying
to decode it.

In spite of this, there has been no previous work
on the problem of automatically improving the
readability of Swedish EHRs. As an initial at-
tempt in this direction, we provide an automatic
approach to the problem of lexical simplification,
by which we mean detecting the unknown, out of
dictionary words and trying to resolve them either
as compounds generated from known words, as
abbreviations or as misspellings. As an additional
result, we obtain a distribution of how prevalent
these problems are in the clinical domain.

2 Lexical challenges to readability of
EHRs

A major reason for the obstacles to readability of
EHRs for laymen stems from the fact that they
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are written under time pressure by professionals,
for professionals (Kvist et al., 2011). This re-
sults in a telegraphic style, with omissions, ab-
breviations and misspellings, as reported for sev-
eral languages including Swedish, Finnish, En-
glish, French, Hungarian and German (Laippala
et al., 2009; Friedman et al., 2002; Hagège et
al., 2011; Surján and Héja, 2003; Bretschneider et
al., 2013). The omitted words are often subjects,
verbs, prepositions and articles (Friedman et al.,
2002; Bretschneider et al., 2013).

Unsurprisingly, medical terminology abounds
in EHRs. What makes this problem an even
greater obstacle to readability is that many medical
terms (and their inflections) originate from Latin
or Greek. Different languages have adapted these
terms differently (Bretschneider et al., 2013). The
Swedish medical terminology went through a
change during the 1990s due to a swedification
of diagnostic expressions performed in the 1987
update of the Swedish version of ICD, the Inter-
national Classification of Diseases1. For this ver-
sion, the Swedish National Board of Health and
Welfare decided to partly change the terminology
of traditional Latin- and Greek-rooted words to a
spelling compatible to Swedish spelling rules, as
well as abandoning the original rules for inflec-
tion (Smedby, 1991). In this spelling reform, c
and ch pronounced as k was changed to k, ph was
changed to f, th to t, and oe was changed to e.
For example, the technical term for cholecsystitis
(inflammation of the gall bladder) is spelled kole-
cystit in contemporary Swedish, thus following the
convention of changing ch to k and removing the
Latin ending of -is. The results2 of exact match-
ing to kolecystit (English: cholecystitis) and some
presumed spelling variants clearly demonstrate the
slow progress (Table 1).

As medical literature is predominantly written
in English nowadays, physicians increasingly get
exposed to the English spelling of Latin and Greek
words rather than the Swedish one. This has re-
sulted in a multitude of alternate spellings of sev-
eral medical terms. For example, tachycardia
(rapid heart) is correctly spelled takykardi, but is

1http://www.who.int/classifications/
icd/en/

2Based on a subset of the Stockholm Electronic Pa-
tient Record Corpus (Dalianis et al., 2012) of 100,000 daily
notes (DAY) written by physicians of varying disciplines (4
mill. tokens) and 435,000 radiology reports (X-RAY) writ-
ten by radiologists (20 mill. tokens). KORP: http://
spraakbanken.gu.se/korp/

Term KORP DAY X-RAY
kolecystit 51 48 84
colecystit 0 1 8
cholecystit 4 88 1613

Table 1: Alternate spellings of the Swedish
medical term kolecystit (eng. cholecystitis) in
the Swedish corpus collection Korp, daily notes
(DAY) and radiology reports (X-RAY), respec-
tively. Correct spelling in bold.

also frequently found as tachycardi, tachykardi,
and takycardi (Kvist et al., 2011). A similar
French study found this kind of spelling variation
to be abundant as well (Ruch et al., 2003).

EHRs also contain neologisms. These are often
verbs, typically describing events relating to the
patient in active form, such as ”the patient is in-
farcting” (Swedish: patienten infarcerar) instead
of the unintentional ”the patient is having a my-
ocardial infarction”. Similar phenomena are de-
scribed by Josefsson (1999).

Abbreviations and acronyms in EHRs can fol-
low standardised writing rules or be ad hoc (Liu
et al., 2001). They are often domain-specific
and may be found in medical dictionaries such
as MeSH3 and Snomed CT4. For instance, 18 of
the 100 most common words in Swedish radiol-
ogy reports were abbreviations, and 10 of them
were domain-specific (Kvist and Velupillai, 2013).
Because many medical terms are multiword ex-
pressions that are repeated frequently in a pa-
tient’s EHR, the use of acronyms is very common.
Skeppstedt et al. (2012) showed that 14% of di-
agnostic expressions were abbreviated in Swedish
clinical text.

Abbreviations are often ambiguous. As an
example, 33% of the short abbreviations in the
UMLS terminology are ambiguous (Liu et al.,
2001). Pakhomov et al. (2005) found that the ab-
breviation RA had more than 20 expansions in the
UMLS terminology alone. Furthermore, a certain
word or expression can be shortened in several dif-
ferent ways. For instance, in a Swedish intensive
care unit, the drug Noradrenalin was creatively
written in 60 different ways by the nurses (Allvin
et al., 2011).

It should be noted that speech recognition, al-
though common in many hospitals around the

3www.ncbi.nlm.nih.gov
4http://www.ihtsdo.org/
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world, has not been introduced in Sweden, and
many physicians and all nurses type the notes
themselves. This is one explanation to the vari-
ation with respect to abbreviations.

User studies have shown that the greatest bar-
riers for patients lie mainly in the frequent use
of abbreviations, jargon and technical terminol-
ogy (Pyper et al., 2004; Keselman et al., 2007;
Adnan et al., 2010). The most common com-
prehension errors made by laymen concern clini-
cal concepts, medical terminology and medication
names. Furthermore, there are great challenges for
higher-level processing like syntax and semantics
(Meystre et al., 2008; Wu et al., 2013). The re-
search presented in this paper focuses on lexical
simplification of clinical text.

3 Related research

We are aware of several efforts to construct au-
tomated text simplification tools for clinical text
in English (Kandula et al., 2010; Patrick et al.,
2010). For Swedish, there are few studies on med-
ical language from a readability perspective. Borin
et al. (2009) present a thorough investigation on
Swedish (and English) medical language, but EHR
texts are explicitly not included. This section sum-
marizes research on Swedish (clinical) text with
respect to lexical simplification by handling of ab-
breviations, terminology and spelling correction.

3.1 Abbreviation detection

Abbreviation identification in English biomedical
and clinical texts has been studied extensively (e.g.
Xu et al. (2007), Liu et al. (2001)). For detec-
tion of Swedish medical abbreviations, there are
fewer studies. Dannélls (2006) reports detection
of acronyms in medical journal text with 98% re-
call and 94% precision by using part of speech
information and heuristic rules. Clinical Swedish
presents greater problems than medical texts, be-
cause of ad hoc abbreviations and noisier text. By
using lexicons and a few heuristic rules, Isenius et
al. (2012) report the best F-score of 79% for ab-
breviation detection in clinical Swedish.

3.2 Compound splitting

Good compound analysis is critical especially for
languages whose orthographies concatenate com-
pound components. Swedish is among those lan-
guages, in which every such concatenation thus
corresponds to a word. The most common ap-

proach to compound splitting is to base it on a lex-
icon providing restrictions on how different word
forms can be used for generating compounds. For
example, Sjöbergh and Kann (2006) used a lex-
icon derived from SAOL (the Swedish Academy
word list), and Östling and Wirén (2013) used the
SALDO lexicon of Swedish morphology (Borin
and Forsberg, 2009). With this kind of approach,
compound splitting is usually very reliable for
genres like newspaper text, with typical accuracies
for Swedish around 97%, but performs poorer in
domain specific genres.

3.3 Terminology detection

The detection of English medical terminology is
a widely researched area. An example of term
detection in English clinical texts is Wang and
Patrick (2009) work based on rule-based and ma-
chine learning methods, reporting 84% precision.

For Swedish clinical text, Kokkinakis and
Thurin (2007) have employed domain terminol-
ogy matching and reached 98% precision and 87%
recall in detecting terms of disorders. Using sim-
ilar approaches, Skeppstedt et al. (2012), reached
75% precision and 55% recall in detecting terms
of disorders. With a machine learning based ap-
proach, improved results were obtained: 80%
precision, 82% recall (Skeppstedt et al., 2014).
Skeppstedt et al. (2012) have also demonstrated
the negative influence of abbreviations and mul-
tiword expressions in their findings.

3.4 Spelling correction

A system for general spelling correction of
Swedish is described by Kann et al. (1998), but
we are not aware of any previous work related to
spelling correction of Swedish clinical text. An
example of spelling correction of clinical text for
other languages is Tolentino et al. (2007), who use
several algorithms for word similarity detection,
including phonological homonym lookup and n-
grams for contextual disambiguation. They report
a precision of 64% on English medical texts. An-
other example is Patrick et al. (2010) and Patrick
and Nguyen (2011), who combine a mixture of
generation of spelling candidates based on ortho-
graphic and phonological edit distance, and a 2-
word window of contextual information for rank-
ing the spelling candidates resulting in an accuracy
of 84% on English patient records. Siklóski et al.
(2013) use a statistical machine translation model
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Figure 1: Distribution of 100 PR dataset sentences by length (number of sentences on the y-axis and
number of tokens on the x-axis).

(with 3-grams) for spelling correction, achieving
88% accuracy on Hungarian medical texts.

4 Experimental data

This study uses clinical notes5 from the Stockholm
Electronic Patient Record corpus containing more
than 600,000 patients of all ages from more than
500 health units during 2006–2013 (Dalianis et al.,
2012).

A randomly selected subset of 100 daily notes
from different EHRs written by physicians be-
tween 2009–2010 was used as a gold standard
dataset for evaluating abbreviation detection, com-
pound splitting and spelling corrections. This 100
daily notes dataset contains 433 sentences and
3,888 tokens, as determined by Stagger (Östling,
2013), a Swedish tokenizer and POS tagger. The
majority of sentences contain between 4–11 to-
kens (see Figure 1.)

The text snippet in Figure 2 provides an illus-
trative example of the characteristics of a health
record. What is immediately striking is the num-
ber of misspellings, abbreviations, compounds and
words of foreign origin. But also the syntax is
peculiar, alternating between telegraphic clauses
with implicit arguments, and long sentences with
complex embeddings.

5Approved by the Regional Ethical Review Board in
Stockholm (Etikprövningsnämnden i Stockholm), permis-
sion number 2012/2028-31/5

5 Lexical normalization of EHRs

Normalization of lexis in clinical text relies heav-
ily on the lookup in available lexicons, corpora and
domain terminologies. Although these resources
usually cover the majority of words (i.e. tokens)
in texts, however due to the ever evolving lan-
guage and knowledge inside the domain, medi-
cal texts, when analysed with the NLP tools, also
contain unknown6 words. These remaining words
that are not covered by any lexicon, or corpora re-
source, can be misspellings, abbreviations, com-
pounds (new word formations), words in foreign
languages (Latin, Greek, English), or new terms.

Our approach to dealing with unknown words
combines a rule-based abbreviation detection and
Swedish statistical language model-based com-
pound analysis and misspelling resolution.

The following sections describe three methods
that are applied in a pipeline manner. That is, first,
all known abbreviations are detected and marked;
second the unknown words are checked whether
they are compounds; finally, for the remaining un-
known words, context dependent word corrections
are made.

5.1 Detecting abbreviations

This section describes the heuristics and lexi-
con lookup-based abbreviation detection method.
The Swedish Clinical Abbreviation and Medi-
cal Terminology Matcher (SCATM) is based on

6By unknown words we mean words that cannot be
looked up in available lexical resources or linguistically ana-
lyzed by POS tokenizer.
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Figure 2: Characteristics of a health record: misspellings (underline), abbreviations (bold), compounds
(italic) and words of foreign origin (red).

SCAN (Isenius et al., 2012). The SCATM method
uses domain-adapted Stagger (Östling, 2013)
for the tokenization and POS-tagging of text.
The adapted version of Stagger handles clinical-
specific7 abbreviations from three domains, i.e. ra-
diology, emergency, and dietology. SCATM also
uses several lexicons to determine whether a word
is a common word (in total 122,847 in the lexi-
con), an abbreviation (in total 7,455 in the lexi-
con), a medical term (in total 17,380 in the lexi-
con), or a name (both first and last names, in total
404,899 in the lexicon). All words that are at most
6 characters long, or contains the characters ”-”
and/or ”.” are checked against these lexicons in a
specific order in order to determine whether it is
an abbreviation or not.

The SCATM method uses various lexicons8 of
Swedish medical terms, Swedish abbreviations,

7Abbreviations that do not follow conventional orthogra-
phy styles, e.g. a typical abbreviation p.g.a. (en. due to) can
have the following variants p g a, pga, p. G. A., p. gr. a.

8the sources of lexicons are: anatomin.se,
neuro.ki.se smittskyddsinstitutet.se,
medicinskordbok.se, runeberg.org, g3.
spraakdata.gu.se/saob, sv.wikipedia.org/
wiki/Lista_ver_frkortningar, karolinska.
se/Karolinska-Universitetslaboratoriet/
Sidor-om-PTA/Analysindex-alla-enheter/
Forkortningar/ and the list of Swedish names (Carlsson
and Dalianis, 2010).

Swedish words and Swedish names (first and last).

5.2 Compound splitting
For compound splitting, we use a collection of lex-
ical resources, the core of which is a full-form
dictionary produced by Nordisk språkteknologi
holding AS (NST), comprising 927,000 en-
tries9. In addition, various resources from the
medical domain have been mined for vocab-
ulary: Swedish SNOMED10 terminology, the
Läkartidningen medical journal11 corpus, and
Swedish Web health-care guides/manuals12.

A refinement of the basic lexicon-driven tech-
nique described in the related research section is
that our compound splitting makes use of contex-
tual disambiguation. As the example of hjärteko
illustrates, this compound can be hypothetically
split into13:

hjärt+eko (en. cardiac+echo)
9Available at: www.nb.no/Tilbud/Forske/

Spraakbanken/Tilgjengelege-ressursar/
Leksikalske-ressursar

10www.socialstyrelsen.se/
nationellehalsa/nationelltfacksprak/

11http://spraakbanken.gu.se/eng/
research/infrastructure/korp

12www.1177.se and www.vardguiden.se
13Korp (http://spraakbanken.gu.se/korp) is a collection of

Swedish corpora, comprising 1,784,019,272 tokens, as of
January 2014.
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KORP freq.: 642 + 5,669

hjärte+ko (en. beloved+cow)
KORP freq.: 8 + 8,597

For choosing the most likely composition in the
given context, we use the Stockholm Language
Model with Entropy (SLME) (Östling, 2012)
which is a simple n-gram language model.

The max probability defines the correct word
formation constituents:

hjärt+eko 2.3e-04
hjärte+ko 5.1e-07

The SMLE is described in the following section.

5.3 Misspelling detection
The unknown words that are not abbreviations or
compounds can very likely be misspellings. Mis-
spellings can be a result of typing errors or the lack
of knowledge of the correct spelling.

Our approach to clinical Swedish misspellings
is based on the best practices of spell checkers
for Indo-European languages, namely the phonetic
similarity key method combined with a method
to measure proximity between the strings. In
our spelling correction method, the Edit distance
(Levenshtein, 1966) algorithm is used to measure
the proximity of orthographically possible can-
didates. The Soundex algorithm (Knuth, 1973)
shortlists the spelling candidates which are phono-
logically closest to the misspelled word. Further,
the spelling correction candidates are analyzed in
a context by using the SLME n-gram model.

The SLME employs the Google Web 1T 5-
gram, 10 European Languages, Version 1, dataset
for Swedish, which is the largest publically avail-
able Swedish data resource. The SLME is a sim-
ple n-gram language model, based on the Stupid
Backoff Model (Brants et al., 2007). The n-gram
language model calculates the probability of a
word in a given context:

P (w
L
1 ) =

L∏
i=1

P (wi|w
i−1
1 ) ≈

L∏
i=1

P̂ (wi|w
i−1
i−n+1)

(1)
The maximum-likelihood probability estimates

for the n-grams are calculated by their relative fre-
quencies:

r(wi|w
i−1
i−n+1) =

f(w
i
i−n+1)

f(w
i−1
i−n+1)

(2)

The smoothing is used when the complete n-
gram is not found. If r(w

i−1
i−n+1) is not found,

then the model looks for r(w
i−1
i−n+2) , r(w

i−1
i−n+3),

and so on. The Stupid backoff (Brants et al.,
2007) smoothing method uses relative frequencies
instead of normalized probabilities and context-
dependent discounting. Equation (3) shows how
score S is calculated:

S(wi|w
i−1
i−k+1) =

=


f(w

i
i−k+1 )

f(w
i−1
i−k+1 )

iff(w
i
i−k+1)) > 0

αS(wi|w
i−1
i−k+2) otherwise

(3)

The backoff parameter α is set to 0.4, which was
heuristically determined by (Brants et al., 2007).
The recursion stops when the score for the last
context word is calculated. N is the size of the
corpus.

S(wi) =
f(wi)
N

(4)

The SLME n-gram model calculates the
probability of a word in a given context:
p(word|context). The following example14

shows the case of spelling correction:

Original:
Vpl på onsdag. UK tortdag.
(en. Vpl on wednesday. UK thsday.)

torgdag (en. marketday): 4.2e-10
torsdag (en. Thursday): 1.1e-06

Corrected:
Vpl på onsdag. UK torsdag.

6 Experiments and results

Our approach to lexical normalization was
tested against a gold standard, namely, the 100
EHR daily notes dataset. The dataset was anno-
tated for abbreviations, compounds including ab-
breviations and misspellings by a physician.

We carried out the following experiments (see
Table 2):

1. SCATM to mark abbreviations and terms;
14Vpl stands for Vårdplanering (en. planning for care), UK

stands for utskrivningsklar (en. ready for discharge).
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Method Lexical normalization task Gold-
standard,
occurences

Precision, % Recall, %

SCATM 1 Abbreviation detection 550 91.1 81.0
SCATM 1a Abbreviations included in

compounds only
78 89.74 46.15

NoCM 1 Out-of-dictionary compound
splitting

97 83.5 -

NoCM 1a Out-of-dictionary com-
pounds which include
abbreviations

44 59.1 -

NoCM 2 Spelling correction 41 54.8 63.12
SCATM+NoCM Spelling correction 41 83.87 76.2

Table 2: Results of lexical normalization.

2. NoCM (lexical normalization of compounds
and misspellings as described in sections
5.2 and 5.3) to resolve compounds and mis-
spellings;

3. The combined experiment SCATM+NoCM
to resolve misspellings.

The last experimental setting was designed as a
solution to deal with compounds that include ab-
breviations. Marking abbreviations prior to the
spelling correction can help to reduce the number
of false positives.

The 433 sentences contained a total of 550 ab-
breviations (78 of these were constituents of com-
pound words), and 41 misspellings of which 13
were misspelled words containing abbreviations.
Due to the tokenization errors, a few sentence
boundaries were detected incorrectly, e.g. inter-
rupted dates and abbreviations. Because of this
some abbreviations were separated into different
sentences and thus added to false negatives and
false positives.

The first experiment (SCATM 1 and 1a) of de-
tecting abbreviations achieved both high precision
and recall. As a special case of demonstrating the
source of errors (see SCATM 1a) is the evaluation
of detecting abbreviations which are part of com-
pounds only. The low recall is due to the design of
the SCATM which does not handle words longer
than 6 characters, thus resulting in compounded
abbreviations like kärlkir or övervak to go unde-
tected.

The evaluation of the second experiment
(NoCM 1, 1a and 2) showed that the majority
of out-of-dictionary compounds was resolved cor-

rectly (NoCM 1) and reached 83.5% precision.
Errors mainly occurred due to spelling candi-
date ranking, e.g. even+tull instead of eventuell
and compounds containing abbreviations and mis-
spelled words. As a special case of demonstrating
the source of errors of the latter (see NoCM 1a) is
the evaluation of those compounds15 only which
contain abbreviations. The task of spelling correc-
tion (NoCM 2) performed poorly, reaching only
54.8% precision. This can be explained by failing
to resolve misspellings in compounds where ab-
breviations are compounded together with a mis-
spelled words, e.g. aciklocvirkonc (aciklovir kon-
centrate).

The third experiment (SCATM+NoCM) com-
bined abbreviation detection followed by the out-
of-dictionary word normalization (spelling cor-
rection and compound splitting). This setting
helped to resolve the earlier source of errors, i.e.
words that contain both misspelling(s) and abbre-
viation(s). The overall precision of spelling cor-
rection is 83.87%.

7 Conclusions

Our attempt to address the problem of lexical sim-
plification, and, in the long run, improve readabil-
ity of Swedish EHRs, by automatically detecting
and resolving out of dictionary words, achieves
91.1% (abbreviations), 83.5% (compound split-
ting) and 83.87% (spelling correction) precision,
respectively. These results are comparable to those

15This number of compounds is derived from the number
of abbreviations included in compounds (from SCATM 1a)
by selecting only those out-of -dictionary words which do not
contain punctuation.
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reported in similar studies on English and Hungar-
ian patient records (Patrick et al., 2010; Siklósi et
al., 2013).

Furthermore, the analysis of the gold standard
data revealed that around 14% of all words in
Swedish EHRs are abbreviations. More specifi-
cally, 2% of all the words are compounds includ-
ing abbreviations. In contrast, and somewhat un-
expectedly, only 1% are misspellings. This dis-
tribution result is an important finding for future
studies in lexical simplification and readability
studies of EHRs, as it might be useful for inform-
ing automatic processing approaches.

We draw two conclusions from this study. First,
to advance research into the field of readability
of EHRs, and thus to develop suitable readability
measures it is necessary to begin by taking these
findings into account and by relating abbrevia-
tions, spelling variation, misspellings, compounds
and terminology to reading comprehension.

Second, as a future guideline for the overall
pipeline for detecting and resolving unknown, out-
of-dictionary words, we suggest handling abbrevi-
ations in a first step, and then taking care of mis-
spellings and potential compounds. The most ur-
gent area for future improvement of the method is
to handle compound words containing both abbre-
viations and misspellings.
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Abstract

In recent years interest in creating statisti-
cal automated text simplification systems
has increased. Many of these systems have
used parallel corpora of articles taken from
Wikipedia and Simple Wikipedia or from
Simple Wikipedia revision histories and
generate Simple Wikipedia articles. In this
work we motivate the need to construct a
large, accessible corpus of everyday docu-
ments along with their simplifications for
the development and evaluation of simpli-
fication systems that make everyday doc-
uments more accessible. We present a de-
tailed description of what this corpus will
look like and the basic corpus of every-
day documents we have already collected.
This latter contains everyday documents
from many domains including driver’s li-
censing, government aid and banking. It
contains a total of over 120,000 sentences.
We describe our preliminary work evaluat-
ing the feasibility of using crowdsourcing
to generate simplifications for these docu-
ments. This is the basis for our future ex-
tended corpus which will be available to
the community of researchers interested in
simplification of everyday documents.

1 Introduction

People constantly interact with texts in everyday
life. While many people read for enjoyment, some
texts must be read out of necessity. For example, to
file taxes, open a bank account, apply for a driver’s
license or rent a house, one must read instructions
and the contents of forms, applications, and other
documents. For people with limited reading ability
- whether because they are not native speakers of
the language, have an incomplete education, have
a disability, or for some other reason - the reading

level of these everyday documents can limit acces-
sibility and affect their well-being.

The need to present people with texts that are
at a reading level which is suitable for them has
motivated research into measuring readability of
any given text in order to assess whether automatic
simplification has rendered a more difficult text
into a more readable one. Readability can be mea-
sured using tools which assess the reading level of
a text. We define simplification as the process of
changing a text to lower its reading level without
removing necessary information or producing an
ungrammatical result. This is similar to the def-
inition of (cf. (Zhu et al., 2010)), except that we
avoid defining a specific, limited, set of simplifica-
tion operations. The Related Work section details
research into measures of readability and work on
automatic simplification systems.

We have begun to construct a large, accessi-
ble corpus of everyday documents. This corpus
will eventually contain thousands of these doc-
uments, each having statistics characterising its
contents, and multiple readability measures. Mul-
tiple different simplifications will be collected for
the original documents and their content statistics
and readability measures will be included in the
corpus. This type of large and accessible corpus is
of vital importance in driving development of au-
tomated text simplification. It will provide training
material for the systems as well as a common basis
of evaluating results from different systems.

Thus far, we have collected a basic corpus of ev-
eryday documents from a wide variety of sources.
We plan to extend this basic corpus to create the
much larger and more structured corpus that we
describe here. We have also carried out a pre-
liminary study to evaluate the feasibility of using
crowdsourcing as one source of simplifications in
the extended corpus. We have used Amazon Me-
chanical Turk (AMT) and collected 10 simplifica-
tions each for 200 sentences from the basic cor-
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pus to determine feasibility, a good experimental
design, quality control of the simplifications, and
time and cost effectiveness.

In the next section we discuss related work rel-
evant to creating and evaluating a large corpus of
everyday documents and their simplifications. In
Section 3 we further demonstrate the need for a
corpus of everyday documents. Section 4 presents
a description of our existing basic corpus. Section
5 describes the details of the extended corpus and
presents our evaluation of the feasibility of using
crowdsourcing to generate human simplifications
for the corpus. Section 6 shows how the extended
corpus will be made accessible. Section 7 con-
cludes and outlines the future work that we will
undertake to develop the extended corpus.

2 Related Work

2.1 Readability Evaluation

Measures of readability are important because
they help us assess the reading level of any doc-
ument, provide a target for simplification systems,
and help evaluate and compare the performance
of different simplification systems. Several mea-
sures of readability have been proposed; DuBay
(2004) counted 200 such measures developed by
the 1980s and the number has grown, with more
advanced automated measures introduced since
then.

Early measures of readability such as the
Flesch-Kincaid grade level formula (Kincaid et
al., 1975) use counts of surface features of the text
such as number of words and number of sentences.
While these older measures are less sophisticated
than more modern reading level classifiers, they
are still widely used and reported and recent work
has shown that they can be a good first approxi-
mation of more complex measures (Štajner et al.,
2012).

More recent approaches use more complicated
features and machine learning techniques to learn
classifiers that can predict readability. For exam-
ple, Heilman et al. (2007) combine a naive Bayes
classifier that uses a vocabulary-based language
model with a k-Nearest Neighbors classifier us-
ing grammatical features and interpolate the two to
predict reading grade level. Feng et al. (2010) and
François and Miltsakaki (2012) examine a large
number of possible textual features at various lev-
els and compare SVM and Linear Regression clas-
sifiers to predict grade level. Vajjala and Meurers

(2012) reported significantly higher accuracy on a
similar task using Multi-level Perceptron classifi-
cation.

The above two methods of measuring readabil-
ity can be computed directly using the text of a
document itself. To evaluate the performance of
a simplification system which aims to make texts
easier to read and understand, it is also useful
to measure improvement in individuals’ reading
and comprehension of the texts. Siddharthan and
Katsos (2012) recently studied sentence recall to
test comprehension; and Temnikova and Maneva
(2013) evaluated simplifications using the readers’
ability to answer multiple choice questions about
the text.

2.2 Automated Text Simplification Systems
Since the mid-90s several systems have been de-
veloped to automatically simplify texts. Early sys-
tems used hand-crafted syntactic simplification
rules; for example, Chandrasekar et al. (1996),
one of the earliest attempts at automated simpli-
fication. Rule-based systems continue to be used,
amongst others, Siddharthan (2006), Aluisio and
Gasperin (2010), and Bott et al. (2012).

Many of the more recent systems are
statistically-based adapting techniques devel-
oped for statistical machine translation. Zhu
et al. (2010) train a probabilistic model of a
variety of sentence simplification rules using
expectation maximization with a parallel corpus
of aligned sentences from Wikipedia and Simple
Wikipedia. Woodsend and Lapata (2011) present
a system that uses quasi-synchronous grammar
rules learned from Simple Wikipedia edit histo-
ries. They solve an integer linear programming
(ILP) problem to select both which sentences are
simplified (based on a model learned from aligned
Wikipedia-Simple Wikipedia articles) and what
the best simplification is. Feblowitz and Kauchak
(2013) use parallel sentences from Wikipedia
and Simple Wikipedia to learn synchronous tree
substitution grammar rules.

2.3 Corpora for Text Simplification
Presently there are limited resources for statisti-
cal simplification methods that need to train on a
parallel corpus of original and simplified texts. As
mentioned in the previous section, common data
sources are Simple Wikipedia revision histories
and aligned sentences from parallel Wikipedia and
Simple Wikipedia articles. Petersen and Ostendorf
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(2007) present an analysis of a corpus of 104 orig-
inal and abridged news articles, and Barzilay and
Elhadad (2003) present a system for aligning sen-
tences trained on a corpus of parallel Encyclope-
dia Britannica and Britannica Elementary articles.
Other work generates parallel corpora of original
and simplified texts in languages other than En-
glish for which Simple Wikipedia is not available.
For example, Klerke and Søgaard (2012) built a
sentence-aligned corpus from 3701 original and
simplified Danish news articles, and Klaper et al.
(2013) collected 256 parallel German and simple
German articles.

2.4 Crowdsourcing for Text Simplification
and Corpus Generation

Crowdsourcing uses the aggregate of work per-
formed by many non-expert workers on small
tasks to generate high quality results for some
larger task. To the best of our knowledge crowd-
sourcing has not previously been explored in
detail to generate text simplifications. Crowd-
sourcing has, however, been used to evaluate
the quality of automatically generated simplifica-
tions. Feblowitz and Kauchak (2013) used AMT
to collect human judgements of the simplifica-
tions generated by their system and De Clercq et
al. (2014) performed an extensive evaluation of
crowdsourced readability judgements compared to
expert judgements.

Crowdsourcing has also been used to gener-
ate translations. The recent statistical machine
translation-inspired approaches to automated sim-
plification motivate the possibility of using crowd-
sourcing to collect simplifications. Ambati and
Vogel (2010) and Zaidan and Callison-Burch
(2011) both demonstrate the feasibility of collect-
ing quality translations using AMT. Post et al.
(2012) generated parallel corpora between English
and six Indian languages using AMT.

3 The Need for a Corpus of Everyday
Documents

A high quality parallel corpus is necessary to drive
research in automated text simplification and eval-
uation. As shown in the Related Work section,
most statistically driven simplification systems
have used parallel Wikipedia - Simple Wikipedia
articles and Simple Wikipedia edit histories. The
resulting systems take Wikipedia articles as in-
put and generate simplified versions of those ar-

ticles. While this demonstrates the possibility of
automated text simplification, we believe that a
primary goal for simplification systems should
be to increase accessibility for those with poor
reading skills to the texts which are most impor-
tant to them. Creating a corpus of everyday doc-
uments will allow automated simplification tech-
niques to be applied to texts from this domain. In
addition, systems trained using Simple Wikipedia
only target a single reading level - that of Simple
Wikipedia. A corpus containing multiple different
simplifications at different reading levels for any
given original will allow text simplification sys-
tems to target specific reading levels.

The research needs that this corpus aims to meet
are:

• A large and accessible set of original every-
day documents to:

• provide a training and test set for auto-
mated text simplification

• A set of multiple human-generated simpli-
fications at different reading levels for the
same set of original documents to provide:

• accessible training data for automated
text simplification systems

• the ability to model how the same doc-
ument is simplified to different reading
levels

• An accessible location to share simplifica-
tions of the same documents that have been
generated by different systems to enable:

• comparative evaluation of the perfor-
mance of several systems

• easier identification and analysis of spe-
cific challenges common to all systems

4 Description of the Basic Corpus of
Everyday Documents

We have collected a first set of everyday docu-
ments. This will be extended to generate the cor-
pus described in the following section. The present
documents are heavily biased to the domain of
driving since they include driving test preparation
materials from all fifty U.S. states. This section
presents the information collected about each doc-
ument and its organisation in the basic corpus. The
basic corpus is available at: https://dialrc.
org/simplification/data.html.
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4.1 Document Fields

Each document has a name which includes
information about the source, contents, and
type of document. For example the name
of the Alabama Driver Manual document is
al dps driver man. The corpus entry for each
document also includes the full title, the document
source (url for documents available online), the
document type and domain, the date retrieved, and
the date added to the corpus. For each document
the number of sentences, the number of words, the
average sentence length, the Flesch-Kincaid grade
level score, and the lexical (L) and grammatical
(G) reading level scores described in Heilman et
al. (2007) are also reported. An example of an en-
try for the Alabama Driver Manual is shown in
Table 1. The documents are split so that each sen-
tence is on a separate line to enable easy align-
ments between the original and simplified versions
of the documents.

Document Name al dps driver man
Full Title Alabama Driver Manual
Document Type Manual
Domain Driver’s Licensing
# Sentences 1,626
# Words 28,404
Avg. # words/sent 17.47
F-K Grade Level 10.21
Reading Level (L) 10
Reading Level (G) 8.38
Source http://1.usa.gov/1jjd4vw
Date Added 10/01/2013
Date Accessed 10/01/2013

Table 1: Example basic corpus entry for Alabama
Driver Manual

4.2 Corpus Statistics

There is wide variation between the different doc-
uments included in the corpus, across documents
from different domains and also for documents
from the same domain. This includes variability
in both document length and reading level. For ex-
ample, the driving manuals range from a lexical
reading level of 8.2 for New Mexico to 10.4 for
Nebraska. Table 2 shows the statistics for the dif-
ferent reading levels for the documents which have
been collected, using the lexical readability mea-
sure and rounding to the nearest grade level. Ta-
ble 3 shows the different domains for which docu-
ments have been collected and the statistics for the
documents in those domains.

Reading Level (L) # Documents # Sentences
4 1 23
5 0 0
6 4 200
7 1 695
8 6 1,869
9 30 36,783
10 54 83,123
11 4 1,457
12 1 461

Table 2: Corpus statistics by lexical reading level

5 Description of an Extended Corpus of
Everyday Documents

To meet the needs described in Section 3 the ba-
sic corpus will be extended significantly. We are
starting to collect more everyday documents from
each of the domains in the basic corpus and to
extend the corpus to other everyday document
domains including prescription instructions, ad-
vertising materials, mandatory educational test-
ing, and operating manuals for common products.
We are also collecting human-generated simpli-
fications for these documents. We will open up
the corpus for outside contributions of more doc-
uments, readability statistics and simplifications
generated by various human and automated meth-
ods. This section describes what the extended cor-
pus will contain and the preliminary work to gen-
erate simplified versions of the documents we
presently have.

5.1 Document Fields

The extended corpus includes both original doc-
uments and their simplified versions. The original
documents will include all the same information as
the basic corpus, listed in Section 4.1. Novel read-
ability measures for each document can be con-
tributed. For each readability measure that is con-
tributed, the name of the measure, document score,
date added, as well as relevant references to the
system used to calculate it will be included.

Multiple simplified versions of each original
document can be contributed. The simplification
for each sentence in the original document will be
on the same line in the simplified document as the
corresponding sentence in the original document.
Each simplified version will include a brief de-
scription of how it was simplified and relevant ref-
erences to the simplification method. As with the
original documents, the date added, optional com-
ments and the same document statistics and read-
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Domain # Doc-
uments

Avg. #
Sentences

Avg. #
Words

Avg. #
words/sent

Total #
Sentences

Total #
Words

Avg. F-K
Grade Level

Avg. Read-
ability (L)

Avg. Read-
ability (G)

Driver’s
Licensing

60 1927.6 30,352.6 16.1 115,657 1,821,155 9.54 9.6 7.9

Vehicles 3 46.7 1,118.3 22.5 140 3355 13.3 8.2 7.9
Government
Documents

11 150 2,242.8 16.4 1650 24,671 10.5 8.6 8.4

Utilities 5 412.8 8,447.2 21.5 2,064 42,236 13.4 9.8 8.9
Banking 3 158 2,900 17.6 474 8,700 11.4 10.5 8.9
Leasing 4 101 2,386.8 23.8 404 9,547 13.7 9.0 8.7
Government
Aid

10 317.4 5,197.5 17.4 3,174 51,975 10.7 9.2 8.8

Shopping 3 281 5,266.7 19.7 843 15,800 12.2 9.9 9.0
Other 2 102.5 1,634 16.0 205 3268 9.7 8.8 8.2
All 101 1,233.8 19,611.0 17.2 124,611 1,980,707 10.4 9.4 8.2

Table 3: Corpus statistics for the basic corpus documents

ability metrics will be included. Additional read-
ability metrics can also be contributed and docu-
mented.

5.2 Generating Simplifications Using
Crowdsourcing

We conducted a preliminary study to determine
the feasibility of collecting simplifications using
crowdsourcing. We used AMT as the crowdsourc-
ing platform to collect sentence-level simplifica-
tion annotations for sentences randomly selected
from the basic corpus of everyday documents.

5.2.1 AMT Task Details
We collected 10 simplification annotations for
each of the 200 sentences which we posted in
two sets of Human Intelligence Tasks (HITs) to
AMT. Each HIT included up to four sentences and
included an optional comment box that allowed
workers to submit comments or suggestions about
the HIT. Workers were paid $0.25 for each HIT,
and 11 workers were given a $0.05 bonus for sub-
mitting comments which helped improve the task
design and remove design errors in the first itera-
tion of the HIT design. The first set of HITs was
completed in 20.5 hours and the second set in only
6.25 hours. The total cost for all 2000 simplifica-
tion annotations was $163.51 for 592 HITs, each
with up to four simplifications. The breakdown of
this cost is shown in Table 4.

Item Cost
592 HITs $148.00
11 bonuses $0.55
AMT fees $14.96
Total $163.51

Table 4: Breakdown of AMT costs

5.2.2 Quality Control Measures
To ensure quality, we provided a training session
which shows workers explanations, examples, and
counter-examples of multiple simplification tech-
niques. These include lexical simplification, re-
ordering, sentence splitting, removing unneces-
sary information, adding additional explanations,
and making no change for sentences that are al-
ready simple enough. One of the training examples
is the following:

Original Sentence: ”Do not use only parking lights, day or

night, when vehicle is in motion.”

Simplification: ”When your vehicle is moving do not use

only the parking lights. This applies both at night and dur-

ing the day.”

The explanations demonstrated how lexical sim-
plification, sentence splitting, and reordering tech-
niques were used.

The training session also tested workers’ abili-
ties to apply these techniques. Workers were given
four test sentences to simplify. Test 1 required lex-
ical simplification. Test 2 was a counter-example
of a sentence which did not require simplifica-
tion. Test 3 required sentence splitting. Test 4 re-
quired either moving or deleting an unclear modi-
fying clause. We chose the test sentences directly
from the corpus and modified them where neces-
sary to ensure that they contained the features be-
ing tested. Workers could take the training session
and submit answers as many times as they wanted,
but could not work on a task without first success-
fully completing the entire session. After complet-
ing the training session once, workers could com-
plete as many HITs as were available to them.

In addition to the training session, we blocked
submissions with empty or garbage answers (de-
fined as those with more than 15% of the words
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not in a dictionary). We also blocked copy-paste
functions to discourage worker laziness. Workers
who submitted multiple answers that were either
very close to or very far from the original sentence
were flagged and their submissions were manually
reviewed to determine whether to approve them.
Similarity was measured using the ratio of Leven-
shtein distance to alignment length; Levenshtein
distance is a common, simple metric for measur-
ing the edit distance between two strings. The
Levenshtein ratio

(
1− Levenshtein dist.

alignment length

)
provides

a normalised similarity measure which is robust
to length differences in the inputs. We also asked
workers to rate their confidence in each simplifi-
cation they submitted on a five point scale ranging
from “Not at all” to “Very confident”.

5.2.3 Effectiveness of Quality Control
Measures

To determine the quality of the AMT simplifica-
tions, we examine the effectiveness of the qual-
ity control measures described in the previous sec-
tion.
Training: In addition to providing training and
simplification experience to workers who worked
on the task, the training session effectively blocked
workers who were not able to complete it and
spammers. Of the 358 workers who looked at the
training session only 184 completed it (51%) and
we found that no bots or spammers had completed
the training session. Tables 5 and 6 show the per-
formance on the four tests in the training session
for workers who completed the training session
and for those who did not, respectively.

# of workers 181
Avg. # Attempts Test 1 1.1
Avg. # Attempts Test 2 1.5
Avg. # Attempts Test 3 1.6
Avg. # Attempts Test 4 1.4

Table 5: Training statistics for workers who com-
pleted training

# of workers 174
# Completed Test 1 82
# Completed Test 2 47
# Completed Test 3 1

Table 6: Training statistics for workers who did not
complete training

Blocking empty and garbage submissions:
Empty simplifications and cut-paste functions

were blocked using client-side scripts and we did
not collect statistics of how many workers at-
tempted either of these actions. One worker sub-
mitted a comment requesting that we do not block
copy-paste functions. In total only 0.6% of sub-
missions were detected as garbage and blocked.
Manual reviews: We (the first author) reviewed
workers who were automatically flagged five or
more times. We found that this was not an effective
way to detect work to be rejected since there were
many false positives and workers who did more
HITs were more likely to get flagged. None of the
workers flagged for review had submitted simpli-
fications that were rejected.

5.2.4 Evaluating Simplification Quality
To determine whether it is feasible to use crowd-
sourced simplifications to simplify documents for
the extended corpus, we examine the quality of
the simplifications submitted. The quality control
measures described in the previous sections are
designed to ensure that workers know what is
meant by simplification and how to apply some
simplification techniques, to block spammers, and
to limit worker laziness. However, workers were
free to simplify sentences creatively and encour-
aged to use their judgement in applying any tech-
niques that seem best to them.

It is difficult to verify the quality of the simplifi-
cation annotations that were submitted or to deter-
mine how to decide what simplification to chose
as the “correct” one for the corpus. For any given
sentence there is no “right” answer for what the
simplification should be; there are many different
possible simplifications, each of which could be
valid. For example, below is an original sentence
taken from a driving manual with two of the sim-
plifications that were submitted for it.

Original Sentence: ”Vehicles in any lane, except the right

lane used for slower traffic, should be prepared to move

to another lane to allow faster traffic to pass.”

Simplification 1: ”Vehicles that are not in the right lane

should be prepared to move to another lane in order to

allow faster traffic to pass.”

Simplification 2: ”Vehicles not in the right lane should be

ready to move to another lane so faster traffic can pass

them. The right lane is for slower traffic.”

There are a number of heuristics that could
be used to detect which simplifications are most
likely to be the best choice to use in the corpus.

The average time for workers to complete one
HIT of up to four simplifications was 3.85 min-
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utes. This includes the time to complete the train-
ing session during a worker’s first HIT; excluding
this, we estimate the average time per HIT is ap-
proximately 2.75 minutes. Simplifications which
are completed in significantly less time, especially
when the original sentence is long, can be flagged
for review or simply thrown out if there are enough
other simplifications for the sentence.

Workers’ confidence in their simplifications can
also be used to exclude simplifications which were
submitted with low confidence (using worker con-
fidence as a quality control filter was explored by
Parent and Eskenazi (2010)). Table 7 shows the
statistics for the worker-submitted confidences.
Again, simplifications with very low confidence

Confidence Level # of answers
1 (Not at all) 9
2 (Somewhat confident) 143
3 (Neutral) 251
4 (Confident) 1030
5 (Very confident) 567

Table 7: Self-assessed worker confidences in their
simplifications

can either be reviewed or thrown out if there are
enough other simplifications for the sentence.

Worker agreement can also be used to detect
simplifications that are very different from those
submitted by other workers. Using the similarity
ratio of Levenshtein distance to alignment length,
we calculated which simplifications had at most
one other simplification with which they have a
similarity ratio above a specific threshold (here re-
ferred to as ‘outliers’). Table 8 reports how many
simplifications are outliers while varying the sim-
ilarity threshold. Since there are many different

Threshold 90% 85% 75% 65% 50%
# Outliers 1251 927 500 174 12

Table 8: Number of outlier simplifications with
similarity ratio above the threshold for at most one
other simplification

valid simplifications possible for any given sen-
tence this is not necessarily the best way to de-
tect poor quality submissions. For example, one
of the outliers, using the 50% threshold, was a
simplification of the sentence “When following a
tractor-trailer, observe its turn signals before try-
ing to pass” which simplified by using a negative
- “Don’t try to pass ... without ...”. This outlier
was the only simplification of this sentence which

used the negative but it is not necessarily a poor
one. However, the results in Table 7 do show that
there are many simplifications which are similar to
each other, indicating that multiple workers agree
on one simplification. One of these similar sim-
plifications could be used in the corpus, or multi-
ple different possible simplifications could be in-
cluded.

To further verify that usable simplifications can
be generated using AMT the first author manu-
ally reviewed the 1000 simplifications of 100 sen-
tences submitted for the first set of HITs. We
judged whether each simplification was grammat-
ical and whether it was a valid simplification. This
is a qualitative judgement, but simplifications were
judged to be invalid simplifications if they had sig-
nificant missing or added information compared
to the original sentence or added significant ex-
tra grammatical or lexical complexity for no ap-
parent reason. The remaining grammatical, valid
simplifications were judged as more simple, neu-
tral, or less simple than the original for each of the
following features: length, vocabulary, and gram-
matical structure. The results of this review are
shown in Table 9. These results show that approx-
imately 15% of the simplifications were ungram-
matical or invalid, further motivating the need to
use the other features, such as worker agreement
and confidence, to automatically remove poor sim-
plifications.

5.2.5 Extending the Corpus Using
Crowdsourcing

The preliminary work undertaken demonstrates
that it is feasible to quickly collect multiple sim-
plifications for each sentence relatively inexpen-
sively. We have also presented an evaluation of
the quality of the crowdsourced simplifications
and several methods of determining which sim-
plifications could be used in the extended corpus.
More work is still needed to determine the most
cost effective way of getting simplification results
that are of sufficient quality to use without gather-
ing overly redundant simplifications for each sen-
tence. Additionally, simplifications of more sen-
tences are needed to assess improvements in read-
ing level since the reading level measures we use
are not accurate for very short input texts.
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Un-
grammatical

Invalid
(excludes
ungrammatical)

Simpler
vocabulary

Less
simple
vocabulary

Equivalent
vocabulary

Grammatically
simpler

Less
grammatically
simple

Equivalent
grammar

Longer Shorter Same
length

35 122 383 21 596 455 21 524 99 537 364

Table 9: Manual evaluation of 1000 AMT simplifications. Numbers of simplifications with each feature.

6 Contributing to & Accessing the
Corpus

6.1 Contributing to the Extended Corpus
The following items can be contributed to the cor-
pus: original everyday copyright-free documents,
manual or automated simplifications of the orig-
inal documents (or parts of the documents), and
readability scores for original or simplified docu-
ments.

Original documents submitted to the corpus can
be from any domain. Our working definition of an
everyday document is any document which peo-
ple may have a need to access in their everyday
life. Examples include government and licensing
forms and their instructions, banking forms, pre-
scription instructions, mandatory educational test-
ing, leasing and rental agreements, loyalty pro-
gram sign-up forms and other similar documents.
We excluded Wikipedia pages because we found
that many article pairs actually had few parallel
sentences. Documents should be in English and of
North American origin to avoid dialect-specific is-
sues.

Hand generated or automatically generated sim-
plifications of everyday documents are also wel-
come. They should be accompanied the informa-
tion detailed in Section 5.1. The document statis-
tics listed in Sections 4 and 5 will be added for
each simplified document.

Readability scores can be contributed for any of
the documents.They should also include the infor-
mation detailed in Section 5.1 and pertinent infor-
mation about the system that generated the scores.

6.2 Accessing the Extended Corpus
The extended corpus will be made publicly acces-
sible at the same location as the basic corpus. The
names and statistics of each of the documents will
be tabulated and both the original and simplified
documents, and their statistics, will be available to
download. Users will submit their name or organi-
zational affiliation along with a very brief descrip-
tion of how they plan to use the data. This will
allow us to keep track of how the corpus is be-
ing used and how it could be made more useful to

those researching simplification.
The goal of this corpus is to make its contents as

accessible as possible. However, many of the orig-
inal documents from non-governmental sources
may not be freely distributed and will instead be
included under a data license, unlike the remain-
der of the corpus and the simplifications1.

7 Conclusions & Future Work

In this paper we have given the motivation for cre-
ating a large and publicly accessible corpus of ev-
eryday documents and their simplifications. This
corpus will advance research into automated sim-
plification and evaluation for everyday documents.
We have already collected a basic corpus of every-
day documents and demonstrated the feasibility of
collecting large numbers of simplifications using
crowdsourcing. We have defined what information
the extended corpus will contain and how contri-
butions can be made to it.

There is significantly more work which must be
completed in the future to create an extended cor-
pus which meets the needs described in this paper.
There are three tasks that we plan to undertake in
order to complete this corpus: we will collect sig-
nificantly more everyday documents; we will man-
age a large crowdsourcing task to generate simpli-
fications for thousands of the sentences in these
documents; and we will create a website to enable
access and contribution to the extended simplifi-
cation corpus. By making this work accessible we
hope to motivate others to contribute to the corpus
and to use it to advance automated text simplifica-
tion and evaluation techniques for the domain of
everyday documents.

Acknowledgments

The authors would like to thank the anonymous
reviewers for their detailed and helpful feedback
and comments on the paper.

1Thanks to Professor Jamie Callan for explaining some
of the issues with including these types of documents in our
dataset.

91



References
Sandra Aluisio and Caroline Gasperin. 2010. Foster-

ing digital inclusion and accessibility: The porsim-
ples project for simplification of portuguese texts.
In Proc. of the NAACL HLT 2010 Young Investi-
gators Workshop on Computational Approaches to
Languages of the Americas, pages 46–53. Associa-
tion for Computational Linguistics.

Vamshi Ambati and Stephan Vogel. 2010. Can crowds
build parallel corpora for machine translation sys-
tems? In Proc. of the NAACL HLT 2010 Workshop
on Creating Speech and Language Data with Ama-
zon’s Mechanical Turk, pages 62–65. Association
for Computational Linguistics.

Regina Barzilay and Noemie Elhadad. 2003. Sentence
alignment for monolingual comparable corpora. In
Proc. of the 2003 Conference on Empirical Meth-
ods in Natural Language Processing, EMNLP ’03,
pages 25–32. Association for Computational Lin-
guistics.

Stefan Bott, Horacio Saggion, and David Figueroa.
2012. A hybrid system for spanish text simplifi-
cation. In Proc. of the Third Workshop on Speech
and Language Processing for Assistive Technolo-
gies, pages 75–84. Association for Computational
Linguistics.

R. Chandrasekar, Christine Doran, and B. Srinivas.
1996. Motivations and methods for text simplifica-
tion. In Proc. of the 16th Conference on Compu-
tational Linguistics - Volume 2, COLING ’96, pages
1041–1044. Association for Computational Linguis-
tics.

Orphée De Clercq, Veronique Hoste, Bart Desmet,
Philip van Oosten, Martine De Cock, and Lieve
Macken. 2014. Using the crowd for readabil-
ity prediction. Natural Language Engineering,
FirstView:1–33.

William H. DuBay. 2004. The Princi-
ples of Readability. Costa Mesa, CA:
Impact Information, http://www.impact-
information.com/impactinfo/readability02.pdf.

Dan Feblowitz and David Kauchak. 2013. Sentence
simplification as tree transduction. In Proc. of the
Second Workshop on Predicting and Improving Text
Readability for Target Reader Populations, pages 1–
10. Association for Computational Linguistics.

Lijun Feng, Martin Jansche, Matt Huenerfauth, and
Noémie Elhadad. 2010. A comparison of fea-
tures for automatic readability assessment. In Col-
ing 2010: Posters, pages 276–284. Coling 2010 Or-
ganizing Committee.

Thomas François and Eleni Miltsakaki. 2012. Do nlp
and machine learning improve traditional readability
formulas? In Proc. of the First Workshop on Predict-
ing and Improving Text Readability for target reader
populations, pages 49–57. Association for Compu-
tational Linguistics.

Michael Heilman, Kevyn Collins-Thompson, Jamie
Callan, and Maxine Eskenazi. 2007. Combin-
ing lexical and grammatical features to improve
readability measures for first and second language
texts. In HLT-NAACL 2007: Main Proceedings,
pages 460–467. Association for Computational Lin-
guistics.

J. Peter Kincaid, Robert P. Fishburne Jr., Richard L.
Rogers, and Brad S. Chissom. 1975. Derivation
of new readability formulas (automated readability
index, fog count and flesch reading ease formula)
for navy enlisted personnel. Technical report, Naval
Technical Training Command, Millington Tn.

David Klaper, Sarah Ebling, and Martin Volk. 2013.
Building a german/simple german parallel corpus
for automatic text simplification. In Proc. of the
Second Workshop on Predicting and Improving Text
Readability for Target Reader Populations, pages
11–19. Association for Computational Linguistics.

Sigrid Klerke and Anders Søgaard. 2012. Dsim, a dan-
ish parallel corpus for text simplification. In Proc.
of the Eighth Language Resources and Evaluation
Conference (LREC 2012), pages 4015–4018. Euro-
pean Language Resources Association (ELRA).

Gabriel Parent and Maxine Eskenazi. 2010. Toward
better crowdsourced transcription: Transcription of
a year of the let’s go bus information system data.
In SLT, pages 312–317. IEEE.

Sarah E Petersen and Mari Ostendorf. 2007. Text sim-
plification for language learners: a corpus analysis.
In Proc. of Workshop on Speech and Language Tech-
nology for Education, pages 69–72.

Matt Post, Chris Callison-Burch, and Miles Osborne.
2012. Constructing parallel corpora for six indian
languages via crowdsourcing. In Proc. of the Sev-
enth Workshop on Statistical Machine Translation,
pages 401–409. Association for Computational Lin-
guistics.

Advaith Siddharthan and Napoleon Katsos. 2012. Of-
fline sentence processing measures for testing read-
ability with users. In Proc. of the First Workshop
on Predicting and Improving Text Readability for
target reader populations, pages 17–24. Association
for Computational Linguistics.

Advaith Siddharthan. 2006. Syntactic simplification
and text cohesion. Research on Language and Com-
putation, 4(1):77–109.

Irina Temnikova and Galina Maneva. 2013. The c-
score – proposing a reading comprehension metrics
as a common evaluation measure for text simplifica-
tion. In Proc. of the Second Workshop on Predicting
and Improving Text Readability for Target Reader
Populations, pages 20–29. Association for Compu-
tational Linguistics.

92



Sowmya Vajjala and Detmar Meurers. 2012. On im-
proving the accuracy of readability classification us-
ing insights from second language acquisition. In
Proc. of the Seventh Workshop on Building Educa-
tional Applications Using NLP, pages 163–173. As-
sociation for Computational Linguistics.
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Abstract

In the medical domain, especially in clin-
ical texts, non-standard abbreviations are
prevalent, which impairs readability for
patients. To ease the understanding of the
physicians’ notes, abbreviations need to be
identified and expanded to their original
forms. We present a distributional seman-
tic approach to find candidates of the origi-
nal form of the abbreviation, and combine
this with Levenshtein distance to choose
the correct candidate among the semanti-
cally related words. We apply the method
to radiology reports and medical journal
texts, and compare the results to general
Swedish. The results show that the cor-
rect expansion of the abbreviation can be
found in 40% of the cases, an improve-
ment by 24 percentage points compared to
the baseline (0.16), and an increase by 22
percentage points compared to using word
space models alone (0.18).

1 Introduction

Abbreviations are prevalent in text, especially in
certain text types where the author has either lim-
ited space or time to write the written message and
therefore shortens some words or phrases. This
might, however, make it difficult for the reader
to understand the meaning of the actual abbre-
viation. Although some abbreviations are well-
known, and frequently used by most of us (e.g.,
i.e., pm, etc.), most of the abbreviations used in
specialized domains are often less known to the
public. Interpreting them is not an easy task, as ab-
breviations are often ambiguous and their correct
meaning depends on the context in which they ap-
pear. For example, military and governmental staff
would naturally read EACL as Emergency Action
Checklist, people in the food and beverage busi-

ness might think of the company name EACL, lin-
guists would probably interpret it as the European
Chapter of Chinese Linguistics, while computa-
tional linguists would generally claim that EACL
stands for the European Chapter of the Associa-
tion for Computational Linguistics. However, the
readers of this particular article know, as the title
suggests, that the intended meaning here is the Ex-
pansion of Abbreviations in CLinical text.

It has been shown that abbreviations are fre-
quently occurring in various domains and genres,
such as in historical documents, messages in so-
cial media, as well as in different registers used
by specialists within a particular field of exper-
tise. Clinical texts produced by health care per-
sonnel is an example of the latter. The clinical
texts are communication artifacts, and the clini-
cal setting requires that information is expressed
in an efficient way, resulting in short telegraphic
messages. Physicians and nurses need to docu-
ment their work to describe findings, treatments
and procedures precisely and compactly, often un-
der time pressure.

In recent years, governments and health care ac-
tors have started making electronic health records
accessible, not only to other caretakers, but also
to patients in order to enable them to participate
actively in their own health care processes. How-
ever, several studies have shown that patients have
difficulties to comprehend their own health care
reports and other medical texts due to the different
linguistic features that characterize these, aswell
as to medical jargon and technical terminology
(Elhadad, 2006; Rudd et al., 1999; Keselman et
al., 2007). It has also been shown that physicians
rarely adapt their writing style in order to produce
documents that are accessible to lay readers (Al-
lvin, 2010). Besides the use of different termi-
nologies and technical terms, an important obsta-
cle for patients to comprehend medical texts is the
frequent use of – for the patients unknown – ab-
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breviations (Keselman et al., 2007; Adnan et al.,
2010).

In health records, abbreviations, which consti-
tute linguistic units that are inherently difficult to
decode, are commonly used and often non stan-
dard (Skeppstedt, 2012). An important step in
order to increase readability for lay readers is to
translate abbreviated words into their correspond-
ing full length words.

The aim of this study is to explore a distri-
butional semantic approach combined with word
normalization, measured by Levenshtein distance,
to abbreviation expansion. Using distributional
semantic models, which can be applied to large
amounts of data, has been shown to be a viable
approach to extracting candidates for the underly-
ing, original word of an abbreviation. In order to
find the correct expansion among the semantically
related candidates, we apply the Levenshtein dis-
tance measure. We report on experiments on com-
parative studies of various text types in Swedish,
including radiology reports, medical journals and
texts taken from a corpus of general Swedish.

2 Background

An abbreviation is a shorter – abbreviated – form
of a word or phrase, often originating from a tech-
nical term or a named entity. Abbreviations are
typically formed in one of three ways: by (i) clip-
ping the last character sequence of the word (e.g.,
pat for patient or pathology), (ii) merging the ini-
tial letter(s) of the words to form an acronym (e.g.,
UU for Uppsala University), or (iii) merging some
of the letters – often the initial letter of the sylla-
bles – in the word (e.g., msg for message). Abbre-
viations can also be formed as a combination of
these three categories (e.g., EACL for Expansion
of Abbreviations in CLinical text).

Automatically expanding abbreviations to their
original form has been of interest to computational
linguists as a means to improve text-to-speech, in-
formation retrieval and information extraction sys-
tems. Rule-based systems as well as statistical and
machine learning methods have been proposed to
detect and expand abbreviations. A common com-
ponent of most solutions is their reliance on the as-
sumption that an abbreviation and its correspond-
ing definition will appear in the same text.

Taghva and Gilbreth (1999) present a method
for automatic acronym-definition extraction in
technical literature, where acronym detection is

based on case and token length constraints. The
surrounding text is subsequently searched for pos-
sible definitions corresponding to the detected
acronym using an inexact pattern-matching algo-
rithm. The resulting set of candidate definitions
is then narrowed down by applying the Longest
Common Subsequence (LCS) algorithm (Nakatsu
et al., 1982) to the candidate pairs. They report
98% precision and 93% recall when excluding
acronyms of two or fewer characters.

Park and Byrd (2001), along somewhat similar
lines, propose a hybrid text mining approach for
abbreviation expansion in technical literature. Or-
thographic constraints and stop lists are first used
to detect abbreviations; candidate definitions are
then extracted from the adjacent text based on a set
of pre-specified conditions. The abbreviations and
definitions are converted into patterns, for which
transformation rules are constructed. An initial
rule-base comprising the most frequent rules is
subsequently employed for automatic abbreviation
expansion. They report 98% precision and 94%
recall as an average over three document types.

In the medical domain, most approaches to
abbreviation resolution also rely on the co-
occurrence of abbreviations and definitions in a
text, typically by exploiting the fact that abbrevi-
ations are sometimes defined on their first men-
tion. These studies extract candidate abbreviation-
definition pairs by assuming that either the defi-
nition or the abbreviation is written in parenthe-
ses (Schwartz and Hearst, 2003). The process of
determining which of the extracted abbreviation-
definition pairs are likely to be correct is then
performed either by rule-based (Ao and Takagi,
2005) or machine learning (Chang et al., 2002;
Movshovitz-Attias and Cohen, 2012) methods.
Most of these studies have been conducted on
English corpora; however, there is one study on
Swedish medical text (Dannélls, 2006). There are
problems with this popular approach to abbrevia-
tion expansion: Yu et al. (2002) found that around
75% of all abbreviations in the biomedical litera-
ture are never defined.

The application of this method to clinical text
is even more problematic, as it seems highly un-
likely that abbreviations would be defined in this
way. The telegraphic style of clinical narrative,
with its many non-standard abbreviations, is rea-
sonably explained by time constraints in the clin-
ical setting. There has been some work on iden-

95



tifying such undefined abbreviations in clinical
text (Isenius et al., 2012), as well as on finding
the intended abbreviation expansion among candi-
dates in an abbreviation dictionary (Gaudan et al.,
2005).

Henriksson et al. (2012; 2014) present a method
for expanding abbreviations in clinical text that
does not require abbreviations to be defined, or
even co-occur, in the text. The method is based
on distributional semantic models by effectively
treating abbreviations and their corresponding def-
inition as synonymous, at least in the sense of shar-
ing distributional properties. Distributional se-
mantics (see Cohen and Widdows (2009) for an
overview) is based on the observation that words
that occur in similar contexts tend to be semanti-
cally related (Harris, 1954). These relationships
are captured in a Random Indexing (RI) word
space model (Kanerva et al., 2000), where se-
mantic similarity between words is represented as
proximity in high-dimensional vector space. The
RI word space representation of a corpus is ob-
tained by assigning to each unique word an ini-
tially empty, n-dimensional context vector, as well
as a static, n-dimensional index vector, which con-
tains a small number of randomly distributed non-
zero elements (-1s and 1s), with the rest of the
elements set to zero1. For each occurrence of a
word in the corpus, the index vectors of the sur-
rounding words are added to the target word’s con-
text vector. The semantic similarity between two
words can then be estimated by calculating, for in-
stance, the cosine similarity between their context
vectors. A set of word space models are induced
from unstructured clinical data and subsequently
combined in various ways with different parame-
ter settings (i.e., sliding window size for extracting
word contexts). The models and their combina-
tions are evaluated for their ability to map a given
abbreviation to its corresponding definition. The
best model achieves 42% recall. Improvement of
the post-processing of candidate definitions is sug-
gested in order to obtain enhanced performance on
this task.

The estimate of word relatedness that is ob-
tained from a word space model is purely statis-
tical and has no linguistic knowledge. When word
pairs should not only share distributional proper-
ties, but also have similar orthographic represen-

1Generating sparse vectors of a sufficiently high dimen-
sionality in this manner ensures that the index vectors will be
nearly orthogonal.

tations – as is the case for abbreviation-definition
pairs – normalization procedures could be ap-
plied. Given a set of candidate definitions for a
given abbreviation, the task of identifying plausi-
ble candidates can be viewed as a normalization
problem. Petterson et al. (2013) utilize a string
distance measure, Levenshtein distance (Leven-
shtein, 1966), in order to normalize historical
spelling of words into modern spelling. Adjusting
parameters, i.e., the maximum allowed distance
between source and target, according to observed
distances between known word pairs of historical
and modern spelling, gives a normalization accu-
racy of 77%. In addition to using a Levenshtein
distance weighting factor of 1, they experiment
with context free and context-sensitive weights for
frequently occurring edits between word pairs in a
training corpus. The context-free weights are cal-
culated on the basis of one-to-one standard edits
involving two characters; in this setting the nor-
malization accuracy is increased to 78.7%. Fre-
quently occurring edits that involve more than two
characters, e.g., substituting two characters for
one, serve as the basis for calculating context-
sensitive weights and gives a normalization accu-
racy of 79.1%. Similar ideas are here applied to
abbreviation expansion by utilizing a normaliza-
tion procedure for candidate expansion selection.

3 Method

The current study aims to replicate and extend
a subset of the experiments conducted by Hen-
riksson et al. (2012), namely those that concern
the abbreviation expansion task. This includes
the various word space combinations and the pa-
rameter optimization. The evaluation procedure
is similar to the one described in (Henriksson et
al., 2012). The current study, however, focuses on
post-processing of the semantically related words
by introducing a filter and a normalization proce-
dure in an attempt to improve performance. An
overview of the approach is depicted in Figure 1.

Abbreviation expansion can be viewed as a two-
step procedure, where the first step involves de-
tection, or extraction, of abbreviations, and the
second step involves identifying plausible expan-
sions. Here, the first step is achieved by extracting
abbreviations from a clinical corpus with clinical
abbreviation detection software and using a list of
known medical abbreviations. The second step is
performed by first extracting a set of semantically

96



clinical text

abbreviation
extraction

abbreviationsbaseline corpus

word space
induction

expansion
word

extraction

clinical word space

expansion
word

filtering

Levenshtein
distance
normal-
ization

abbreviation-candidate expansions

evaluation

Figure 1: The abbreviation expansion process of
the current study.

similar words for each abbreviation and treating
these as initial expansions. More plausible expan-
sions of each abbreviation are then obtained by fil-
tering the expansion words and applying a normal-
ization procedure.

3.1 Data
3.1.1 Corpora
Four corpora are used in the experiments: two
clinical corpora, a medical (non-clinical) corpus
and a general Swedish corpus (Table 1).

The clinical corpora are subsets of the Stock-
holm EPR Corpus (Dalianis et al., 2009), com-
prising health records for over one million pa-
tients from 512 clinical units in the Stockholm re-
gion over a five-year period (2006-2010)2. One
of the clinical corpora contains records from vari-
ous clinical units, for the first five months of 2008,
henceforth referred to as SEPR, and the other con-
tains radiology examination reports, produced in
2009 and 2010, the Stockholm EPR X-ray Corpus
(Kvist and Velupillai, 2013) henceforth referred to
as SEPR-X. The clinical corpora were lemmatized

2This research has been approved by the Regional Ethical
Review Board in Stockholm (Etikprövningsnamnden i Stock-
holm), permission number 2012/2028-31/5

using Granska (Knutsson et al., 2003).
The experiments in the current study also in-

clude a medical corpus. The electronic editions of
Läkartidningen (Journal of the Swedish Medical
Association), with issues from 1996 to 2010, have
been compiled into a corpus (Kokkinakis, 2012),
here referred to as LTK.

To compare the medical texts to general
Swedish, the third version of the Stockholm Umeå
Corpus (SUC 3.0) (Källgren, 1998) is used. It is
a balanced corpus and consists of written Swedish
texts from the early 1990’s from various genres.

Corpus #Tokens #Types #Lemmas
SEPR 109,663,052 853,341 431,932
SEPR-X 20,290,064 200,703 162,387
LTK 24,406,549 551,456 498,811
SUC 1,166,593 97,124 65,268

Table 1: Statistical descriptions of the corpora

3.1.2 Reference standards
A list of medical abbreviation-definition pairs is
used as test data and treated as the reference stan-
dard in the evaluation. The list is derived from
Cederblom (2005) and comprises 6384 unique ab-
breviations from patient records, referrals and sci-
entific articles. To increase the size of the test
data, the 40 most frequent abbreviations are ex-
tracted by a heuristics-based clinical abbreviation
detection tool called SCAN (Isenius et al., 2012).
A domain expert validated these abbreviations and
manually provided the correct expansion(s).

An inherent property of word space models is
that they model semantic relationships between
unigrams. There are, however, abbreviations that
expand into multiword expressions. Ongoing re-
search on modeling semantic composition with
word space models exists, but, in the current study
abbreviations that expanded to multiword defini-
tions were simply removed from the test data set.
The two sets of abbreviation-expansion pairs were
merged into a single test set, containing 1231
unique entries in total.

In order to obtain statistically reliable seman-
tic relations in the word space, the terms of inter-
est must be sufficiently frequent in the data. As a
result, only abbreviation-expansion pairs with fre-
quencies over 50 in SEPR and SEPR-X, respec-
tively, were included in each test set. The SEPR
test set contains 328 entries and the SEPR-X test
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set contains 211 entries. Each of the two test data
sets is split into a development set (80%) for model
selection, and a test set (20%) for final perfor-
mance estimation.

3.2 Expansion word extraction
For the experiments where semantically related
words were used for extraction of expansion
words, the top 100 most correlated words for each
of the abbreviations were retrieved from each of
the word space model configurations that achieved
the best results in the parameter optimization ex-
periments.

The optimal parameter settings of a word space
vary with the task and data at hand. It has been
shown that when modeling paradigmatic (e.g.,
synonymous) relations in word spaces, a fairly
small context window size is preferable (Sahlgren,
2006). Following the best results of Henriksson et
al. (2012), we experiment with window sizes of
1+1, 2+2, and 4+4.

Two word space algorithms are explored: Ran-
dom Indexing (RI), to retrieve the words that occur
in a similar context as the query term, and Random
Permutation (RP), which also incorporates word
order information when accumulating the context
vectors (Sahlgren et al., 2008). In order to exploit
the advantages of both algorithms, and to combine
models with different parameter settings, RI and
RP model combinations are also evaluated. The
models and their combinations are:

• Random Indexing (RI): words with a contextually high
similarity are returned; word order within the context
window is ignored.

• Random Permutation (RP): words that are contextu-
ally similar and used in the same relative positions are
returned; these are more likely to share grammatical
properties.

• RP-filtered RI candidates (RI RP): returns the top ten
terms in the RI model that are among the top thirty
terms in the RP model.

• RI-filtered RP candidates (RP RI): returns the top ten
terms in the RP model that are among the top thirty
terms in the RI model.

• RI and RP combination of similarity scores (RI+RP):
sums the cosine similarity scores from the two models
for each candidate term and returns the candidates with
the highest aggregate score.

All models are induced with three different con-
text window sizes for the two clinical corpora,
SEPR and SEPR-X. For each corpus, two variants
are used for word space induction, one where stop

words are removed and one where stop words are
retained. All word spaces are induced with a di-
mensionality of 1000.

For parameter optimization and model selec-
tion, the models and model combinations are
queried for semantically similar words. For each
of the abbreviations in the development set, the ten
most similar words are retrieved. Recall is com-
puted with regard to this list of candidate words,
whether the correct expansion is among these ten
candidates. Since the size of the test data is rather
limited, 3-fold cross validation is performed on
the development set for the parameter optimiza-
tion experiments. For both SEPR and SEPR-X de-
velopment sets, a combination of a RI model with
a context window size of 4+4 and a RP model with
4+4 context window size in the summing similar-
ity scores setting were among the most successful
with recall scores of 0.25 for SEPR and 0.17 for
SEPR-X.

3.3 Filtering expansion words

Given the expansion words, extracted from clini-
cal word spaces or baseline corpora (the baselines
are more thoroughly accounted for in 3.5), a filter
was applied in order to generate candidate expan-
sions. The filter was defined as a set of require-
ments, which had to be met in order for the expan-
sion word to be extracted as a candidate expansion.
The requirements were that the intitial letter of the
abbreviation and expansion word had to be iden-
tical. All the letters of the abbreviation also had
to be present in the expansion word in the same
order.

String length difference was also a part of the
requirements: the expansion word had to be at
least one character longer than the abbreviation.
In order to define an upper bound for expansion to-
ken length, string length differences of the SEPR
and SEPR-X development sets were obtained.
The distribution of string length differences for
abbreviation-expansion pairs in the SEPR devel-
opment set ranged from 1 to 21 characters. If a
maximum string length difference of 14 was al-
lowed, 95.2% of the abbreviation-expansion pairs
were covered. As for the string length differences
in the SEPR-X development set, the distribution
ranged from 1 to 21 characters. If a string length
difference of up to and including 14 characters
was allowed, 96.3% of the abbreviation-expansion
pairs were covered. Thus, a maximum difference
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in string length of 14 was also required for the ex-
pansion word to be extracted as a candidate expan-
sion.

3.4 Levenshtein distance normalization

Given the set of filtered candidate expansions for
the abbreviations, choosing the correct one can be
seen as a normalization problem. The goal is to
map a source word to a target word, similarly to
for instance methods for spelling correction. The
target word is chosen from a list of words, and the
choice is based on the distance between the source
and the target where a small distance implies high
plausibility. However, we cannot adopt the same
assumptions as for the problem of spelling correc-
tion, where the most common distance between a
source word and the correct target word is 1 (Ku-
kich, 1992). Intuitively, we can expect that there
are abbreviations that expand to words within a
larger distance than 1. It would seem somewhat
useless to abbreviate words by one character only,
although it is not entirely improbable.

Similarly to measuring the string length differ-
ence in order to define an upper bound for filtering
candidate expansions, the Levenshtein distances
for abbreviation-expansion pairs in the develop-
ment sets were obtained.

For the SEPR and SEPR-X development sets,
allowing a Levenshtein distance up to and in-
cluding 14 covers 97.8% and 96.6% of the
abbreviation-expansion pairs, as shown in Table 2.

Given the filtered candidate expansions, the
Levenshtein distance for the abbreviation and each
of the candidate expansions were computed. For
each one of the candidate expansions, the Leven-
shtein distance beween the entry and the abbrevi-
ation was associated with the entry. The result-
ing list was sorted in ascending order according to
Levenshtein distance.

Going through the candidate expansion list, if
the Levenshtein distance was less than or identical
to the upper bound for Levenshtein distance (14),
the candidate expansion was added to the expan-
sion list that was subsequently used in the evalu-
ation. In the Levenshtein distance normalization
experiments, a combination of semantically re-
lated words and words from LTK was used. When
compiling the expansion list, semantically related
words were prioritized. This implied that word
space candidate expansion would occupy the top
positions in the expansion list, in ascending order

SEPR SEPR SEPR-X SEPR-X
LD Avg % SDev Avg % SDev

1 1 0.3 0.4 0.2
2 4.6 0.4 5 0.6
3 13 1.2 14.7 1.3
4 12.2 1 15.1 0.6
5 12.7 1.3 14.5 2.2
6 12.7 0.8 12.9 0.9
7 8.4 0.7 7.8 0.3
8 10.4 1.5 9.8 2
9 5.7 0.7 4.9 0.5

10 4.1 0.7 2.9 0.3
11 3 0.5 2.6 0.4
12 3 0.6 2.6 0.4
13 3.8 5.5 1.3 0.5
14 3.5 1.1 2.2 0.8
15 1.3 0.5 1.3 0.5
16 1.6 0.4 0.4 0.2
17 0.2 0.1
18 0.8 0.3 1 0.1
20 0.2 0.1
21 0.2 0.1 0.5 0

Table 2: Levenshtein distance distribution for
abbreviation-expansion pairs. Average proportion
over 5 folds at each Levensthein distance with
standard deviation (SDev) in SEPR and SEPR-X
development sets.

according to Levenshtein distance. The size of the
list was restricted to ten, and the remaining posi-
tions, if there were any, were populated by LTK
candidate expansions in ascending order accord-
ing to Levenshtein distance to the abbreviation. If
there were more than one candidate expansion at
a specific Levenshtein distance, ranking of these
was randomized.

3.5 Evaluation

The evaluation procedure of the abbreviation ex-
pansion implied assessing the ability of finding the
correct expansions for abbreviations. In order to
evaluate the performance gain of using semantic
similarity to produce the list of candidate expan-
sions over using the filtering and normalization
procedure alone, a baseline was created. For the
baseline, expansion words were instead extracted
from the baseline corpora, the corpus of general
Swedish SUC 3.0 and the medical corpus LTK.
A list of all the lemma forms from each baseline
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corpus (separately) was provided for each abbre-
viation as initial expansion words. The filter and
normalization procedure was then applied to these
expansion words.

The reference standard contained abbreviation-
expansion pairs, as described in 3.1.2. If any of the
correct expansions (some of the abbreviations had
multiple correct expansions) was present in the ex-
pansion list provided for each abbreviation in the
test set, this was regarded as a true positive. Preci-
sion was computed with regard to the position of
the correct expansion in the list and the number of
expansions in the expansion list, as suggested in
Henriksson (2013). For an abbreviation that ex-
panded to one word only, this implied that the ex-
pansion list besides holding the correct expansion,
also contained nine incorrect expansions, which
was taken into account when computing precision.
The list size was static: ten expansions were pro-
vided for each abbreviation, and this resulted in
an overall low precision. Few of the abbreviations
in the development set expanded to more than one
word, giving a precision of 0.17-0.18 for all exper-
iments.

Results of baseline abbreviation expansion in
the development sets are given in table 3. Recall
is given as an average of 5 folds, as cross valida-
tion was performed. The baseline achieves over-
all low recall, with the lowest score of 0.08 for the
SEPR-X development set using SUC for candidate
expansion extraction. The rest of the recall results
are around 0.11.

Corpus SEPR SEPR SEPR-X SEPR-X
Recall SDev Recall SDev

SUC 0.10 0.05 0.08 0.06
LTK 0.11 0.06 0.11 0.11

Table 3: Baseline average recall for SEPR and
SEPR-X development sets.

Results from abbreviation expansion using se-
mantically related words with filtering and nor-
malization to refine the selection of expansions on
SEPR and SEPR-X development sets are shown in
Table 4. Recall is given as an average of 5 folds,
as cross validation was performed. The seman-
tically related words are extracted from the word
space model configuration that had the top recall
scores in the parameter optimization experiments
described in 3.2, namely the combination of an
RI model and an RP model both with 4+4 context

window sizes. Recall is increased by 14 percent-
age points for SEPR and 20 percentage points for
SEPR-X when applying filtering and normaliza-
tion to the semantically related words.

SEPR SEPR SEPR-X SEPR-X
Recall SDev Recall SDev

0.39 0.05 0.37 0.1

Table 4: Abbreviation expansion results for SEPR
and SEPR-X development sets using the best
model from parameter optimization experiments
(RI.4+4+RP.4+4).

4 Results

4.1 Expansion word extraction

The models and model combinations that had the
best recall scores in the word space parameter op-
timization were also evaluated on the test set. The
models that had top recall scores in 3.2 achieved
0.2 and 0.18 for SEPR and SEPR-X test sets re-
spectively, compared to 0.25 and 0.17 in the word
space parameter optimization.

4.2 Filtering expansion words and
Levenshtein normalization

Abbreviation expansion with filtering and normal-
ization was evaluated on the SEPR and SEPR-X
test sets. The results are summarized in Table 5.

SEPR SEPR-X
SUC 0.09 0.16
LTK 0.08 0.14
Expansion word extraction 0.20 0.18
Filtering and normalization 0.38 0.40

Table 5: SEPR and SEPR-X test set results in ab-
breviation expansion.

Baseline recall scores were 0.09 and 0.08 for
SUC and LTK respectively, showing a lower score
for LTK compared to the results on the SEPR de-
velopment set. For abbreviation expansion (with
filtering and normalization) using semantically re-
lated words in combination with LTK, the best re-
call score was 0.38 for the SEPR test set, com-
pared to 0.39 for the same model evaluated on the
SEPR development set. Compared to the results of
using semantically related words only (expansion
word extraction), recall increased by 18 percent-
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age points for the same model when filtering and
normalization was applied.

Evaluation on the SEPR-X test set gave higher
recall scores for both baseline corpora compared
to the baseline results for the SEPR-X develop-
ment set: the SUC result increased by 8 percentage
points for recall. For LTK, there was an increase in
recall of 3 percentage points. For the SEPR-X test
set, recall increased by 22 percentage points when
filtering and normalization was applied to seman-
tically related words extracted from the best model
configuration.

In comparison to the results of Henriksson et
al (2012), where recall of the best model is 0.31
without and 0.42 with post-processing of the ex-
pansion words for word spaces induced from the
data set (i.e., an increase in recall by 11 percentage
points), the filtering and normalization procedure
for expansion words of the current study yielded
an increase by 18 percentage points.

5 Discussion

The filter combined with the Levenshtein normali-
sation procedure to refine candidate expansion se-
lection showed a slight improvement compared to
using post-processing, although the normalization
procedure should be elaborated in order to be able
to confidently claim that Levenshtein distance nor-
malization is a better approach to expansion candi-
date selection. A suggestion for future work is to
introduce weights based on frequently occurring
edits between abbreviations and expansions and to
apply these in abbreviation normalization.

The approach presented in this study is limited
to abbreviations that translate into one full length
word. Future research should include handling
multiword expressions, not only unigrams, in or-
der to process acronyms and initialisms.

Recall of the development sets in the word
space parameter optimization experiments showed
higher scores for SEPR (0.25) compared to SEPR-
X (0.17). An explanation to this could be that the
amount of data preprocessing done prior to word
space induction might have varied, in terms of ex-
cluding sentences with little or no clinical con-
tent. This will of course affect word space co-
occurrence information, as word context is accu-
mulated without taking sentence boundaries into
account.

The lemmatization of the clinical text used for
word space induction left some words in their

original form, causing test data and semantically
related words to be morphologically discrepant.
Lemmatization adapted to clinical text might have
improved results. Spelling errors were also fre-
quent in the clinical text, and abbreviations were
sometimes normalized into a misspelled variant of
the correct expansion. In the future, spelling cor-
rection could be added and combined with abbre-
viation expansion.

The impact that this apporach to abbreviation
expansion might have on readability of clinical
texts should also be assessed by means of an ex-
trinsic evaluation, a matter to be pursued in future
research.

6 Conclusions

We presented automatic expansion of abbrevia-
tions consisting of unigram full-length words in
clinical texts. We applied a distributional semantic
approach by using word space models and com-
bined this with Levenshtein distance measures to
choose the correct candidate among the semanti-
cally related words. The results show that the cor-
rect expansion of the abbreviation can be found
in 40% of the cases, an improvement by 24 per-
centage points compared to the baseline (0.16) and
an increase by 22 percentage points compared to
using word space models alone (0.18). Applying
Levenshtein distance to refine the selection of se-
mantically related candidate expansions yields a
total recall of 0.38 and 0.40 for radiology reports
and medical health records, respectively.
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Abstract

In this paper we investigate the impact
of translation on readability. We propose
a quantitative analysis of several shallow,
lexical and morpho-syntactic features that
have been traditionally used for assessing
readability and have proven relevant for
this task. We conduct our experiments
on a parallel corpus of transcribed parlia-
mentary sessions and we investigate read-
ability metrics for the original segments of
text, written in the language of the speaker,
and their translations.

1 Introduction

Systems for automatic readability assessment have
been studied since the 1920s and have received an
increasing attention during the last decade. Early
research on readability assessment focused only
on shallow language properties, but nowadays na-
tural language processing technologies allow the
investigation of a wide range of factors which in-
fluence the ease which a text is read and under-
stood with. These factors correspond to differ-
ent levels of linguistic analysis, such as the le-
xical, morphological, semantic, syntactic or dis-
course levels. However, readability depends not
only on text properties, but also on characteristics
of the target readers. Aspects such as background
knowledge, age, level of literacy and motivation of
the expected audience should be considered when
developing a readability assessment system. Al-
though most readability metrics were initially de-
veloped for English, current research has shown a
growing interest in other languages, such as Ger-
man, French, Italian or Portuguese.

Readability assessment systems are relevant for
a wide variety of applications, both human- and
machine-oriented (Dell’Orletta et al., 2011). Se-
cond language learners and people with disabili-

ties or low literacy skills benefit from such sys-
tems, which provide assistance in selecting read-
ing material with an appropriate level of com-
plexity from a large collection of documents –
for example, the documents available on the web
(Collins-Thompson, 2011). Within the medical
domain, the investigation of the readability level
of medical texts helps developing well-suited ma-
terials to increase the level of information for pre-
venting diseases (Richwald et al., 1989) and to au-
tomatically adapt technical documents to various
levels of medical expertise (Elhadad and Sutaria,
2007). For natural language processing tasks such
as machine translation (Stymne et al., 2013), text
simplification (Aluisio et al., 2010), speech recog-
nition (Jones et al., 2005) or document summa-
rization (Radev and Fan, 2000), readability ap-
proaches are employed to assist the process and
to evaluate and quantify its performance and ef-
fectiveness.

1.1 Related Work

Most of the traditional readability approaches in-
vestigate shallow text properties to determine the
complexity of a text. These readability metrics are
based on assumptions which correlate surface fea-
tures with the linguistic factors which influence
readability. For example, the average number of
characters or syllables per word, the average num-
ber of words per sentence and the percentage of
words not occurring among the most frequent n
words in a language are correlated with the lexi-
cal, syntactic and, respectively, the semantic com-
plexity of the text. The Flesch-Kincaid measure
(Kincaid et al., 1975) employs the average number
of syllables per word and the average number of
words per sentence to assess readability, while the
Automated Readability Index (Smith and Senter,
1967) and the Coleman-Liau metric (Coleman and
Liau, 1975) measure word length based on charac-
ter count rather than syllable count; they are func-
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tions of both the average number of characters per
word and the average number of words per sen-
tence. Gunning Fog (Gunning, 1952) and SMOG
(McLaughlin, 1969) account also for the percent-
age of polysyllabic words and the Dale-Chall for-
mula (Dale and Chall, 1995) relies on word fre-
quency lists to assess readability. The traditional
readability approaches are not computationally ex-
pensive, but they are only a coarse approximation
of the linguistic factors which influence readabil-
ity (Pitler and Nenkova, 2008). According to Si
and Callan (2001), the shallow features employed
by standard readability indices are based on as-
sumptions about writing style that may not apply
in all situations.

Along with the development of natural lan-
guages processing tools and machine learning
techniques, factors of increasing complexity , cor-
responding to various levels of linguistic analy-
sis, have been taken into account in the study of
readability assessment. Si and Callan (2001) and
Collins-Thompson and Callan (2004) use statisti-
cal language modeling and Petersen and Ostendorf
(2009) combine features from statistical language
models, syntactic parse trees and traditional met-
rics to estimate reading difficulty. Feng (2009) ex-
plores discourse level attributes, along with lexical
and syntactic features, and emphasizes the value of
the global semantic properties of the text for pre-
dicting text readability. Pitler and Nenkova (2008)
propose and analyze two perspectives for the task
of readability assessment: prediction and ranking.
Using various features, they reach the conclusion
that only discourse level features exhibit robust-
ness across the two tasks. Vajjala and Meurers
(2012) show that combining lexical and syntac-
tic features with features derived from second lan-
guage acquisition research leads to performance
improvements.

Although most readability approaches deve-
loped so far deal with English, the development
of adequate corpora for experiments and the study
of readability features tailored for other languages
have received increasing attention. For Italian,
Franchina and Vacca (1986) propose the Flesch-
Vacca formula, which is an adaptation of the
Flesch index (Flesch, 1946). Another metric de-
veloped for Italian is Gulpease (Lucisano and
Piemontese, 1988), which uses characters instead
of syllables to measure word length and thus re-
quires less resources. Dell’Orletta et al. (2011)

combine traditional, morpho-syntactic, lexical and
syntactic features for building a readability model
for Italian, while Tonelli et al. (2012) propose a
system for readability assessment for Italian in-
spired by the principles of Coh-Metrix (Graesser
et al., 2004). For French, Kandel and Moles
(1958) propose an adaptation of the Flesch for-
mula and François and Miltsakaki (2012) inves-
tigate a wide range of classic and non-classic fea-
tures to predict readability level using a dataset for
French as a foreign language. Readability assess-
ment was also studied for Spanish (Huerta, 1959)
and Portuguese (Aluisio et al., 2010) using fea-
tures derived from previous research on English.

1.2 Readability of Translation

According to Sun (2012), the reception of a trans-
lated text is related to cross-cultural readability.
Translators need to understand the particularities
of both the source and the target language in order
to transfer the meaning of the text from one lan-
guage to another. This process can be challenging,
especially for languages with significant structure
differences, such as English and Chinese. The
three-step system of translation (analysis, trans-
fer and restructuring) presented by Nida and Taber
(1969) summarizes the process and emphasizes
the importance of a proper understanding of the
source and the target languages. While rendering
the source language text into the target language, it
is also important to maintain the style of the docu-
ment. Various genres of text might be translated
for different purposes, which influence the choice
of the translation strategy. For example, for politi-
cal speeches the purpose is to report exactly what
is communicated in a given text (Trosborg, 1997).

Parallel corpora are very useful in studying
the properties of translation and the relationships
between source language and target language.
Therefore, the corpus-based research has become
more and more popular in translation research.
Using the Europarl (Koehn, 2005) parallel cor-
pus, van Halteren (2008) investigates the auto-
matic identification of the source language of Eu-
ropean Parliament speeches, based on frequency
counts of word n-grams. Islam and Mehler (2012)
draw attention to the absence of adequate corpora
for studies on translation and propose a resource
suited for this purpose.
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2 Our Approach and Methodology

The problem that we address in this paper is
whether human translation has an impact on read-
ability. Given a text T1 in a source language
L1 and its translations in various target languages
L2, ..., Ln, how does readability vary? Is the orig-
inal text in L1 easier to read and understand than
its translation in a target language Li? Which lan-
guage is closest to the source language, in terms
of readability? We investigate several shallow,
lexical and morpho-syntactic features that have
been widely used and have proven relevant for as-
sessing readability. We are interested in observ-
ing the differences between the feature values ob-
tained for the original texts and those obtained for
their translations. Although some of the metrics
(such as average word length) might be language-
specific, most of them are language-independent
and a comparison between them across languages
is justified. The 10 readability metrics that we ac-
count for are described in Section 3.2.

We run our experiments on Europarl (Koehn,
2005), a multilingual parallel corpus which is de-
scribed in detail in Section 3.1. We investigate 5
Romance languages (Romanian, French, Italian,
Spanish and Portuguese) and, in order to excerpt
an adequate dataset of parallel texts, we adopt a
strategy similar to that of van Halteren (2008):
given n languagesL1, ..., Ln, we apply the follow-
ing steps:

1. we select L1 as the source language

2. we excerpt the collection of segments of text
T1 for which L1 is the source language

3. we identify the translations T2, ..., Tn of T1 in
the target languages L2, ..., Ln

4. we compute the readability metrics for
T1, ..., Tn

5. we repeat steps 1 − 4 using each language
L2, ..., Ln as the source language, one at a
time

We propose two approaches to quantify and
evaluate the variation in the readability feature val-
ues from the original texts to their translations: a
distance-based method and a multi-criteria tech-
nique based on rank aggregation.

3 Experimental Setup

3.1 Data

Europarl (Koehn, 2005) is a multilingual paral-
lel corpus extracted from the proceedings of the
European Parliament. Its main intended use is
as aid for statistical machine translation research
(Tiedemann, 2012). The corpus is tokenized and
aligned in 21 languages. The files contain annota-
tions for marking the document (<chapter>), the
speaker (<speaker>) and the paragraph (<p>).
Some documents have the attribute language for
the speaker tag, which indicates the language used
by the original speaker. Another way of annotating
the original language is by having the language ab-
breviation written between parentheses at the be-
ginning of each segment of text. However, there
are segments where the language is not marked in
either of the two ways. We account only for sen-
tences for which the original language could be
determined and we exclude all segments showing
inconsistent values.

We use the following strategy: because for the
Romance languages there are very few segments
of text for which the language attribute is consis-
tent across all versions, we take into account an at-
tribute L if all other Romance languages mention
it. For example, given a paragraph P in the Ro-
manian subcorpus, we assume that the source lan-
guage for this paragraph is Romanian if all other
four subcorpora (Italian, French, Spanish and Por-
tuguese) mark this paragraph P with the tag RO
for language. Thus, we obtain a collection of
segments of text for each subcorpus. We iden-
tify 4,988 paragraphs for which Romanian is the
source language, 13,093 for French, 7,485 for Ital-
ian, 5,959 for Spanish and 8,049 for Portuguese.
Because we need sets of approximately equal size
for comparison, we choose, for each language, a
subset equal with the size of the smallest subset,
i.e., we keep 4,988 paragraphs for each language.

Note that in this corpus paragraphs are aligned
across languages, but the number of sentences
may be different. For example, the sentence
“UE trebuie să fie ambiţioasă ı̂n combaterea
schimbărilor climatice, iar rolul energiei nucle-
are şi energiilor regenerabile nu poate fi negli-
jat.”1, for which Romanian is the source language,

1Translation into English: “The EU must be ambitious in
the battle against climate change, which means that the role
of nuclear power and renewable energy sources cannot be
discounted.”
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is translated into French in two sentences: “L’UE
doit se montrer ambitieuse dans sa lutte contre
les changements climatiques.” and “L’énergie
nucléaire et les sources d’énergie renouvelables
ne peuvent donc pas être écartées.”. Therefore, we
match paragraphs, rather than sentences, across
languages.

As a preprocessing step, we discard the tran-
scribers’ descriptions of the parliamentary ses-
sions (such as “Applause”, “The President in-
terrupted the speaker” or “The session was sus-
pended at 19.30 and resumed at 21.00”).

According to van Halteren (2008), translations
in the European Parliament are generally made by
native speakers of the target language. Transla-
tion is an inherent part of the political activity
(Schäffner and Bassnett, 2010) and has a high
influence on the way the political speeches are
perceived. The question posed by Schäffner and
Bassnett (2010) “What exactly happens in the
complex processes of recontextualisation across
linguistic, cultural and ideological boundaries?”
summarizes the complexity of the process of trans-
lating political documents. Political texts might
contain complex technical terms and elaborated
sentences. Therefore, the results of our experi-
ments are probably domain-specific and cannot be
generalized to other types of texts. Although par-
liamentary documents probably have a low read-
ability level, our investigation is not negatively in-
fluenced by the choice of corpus because we are
consistent across all experiments in terms of text
gender and we report results obtained solely by
comparison between source and target languages.

3.2 Features

We investigate several shallow, lexical and
morpho-syntactic features that were traditionally
used for assessing readability and have proven
high discriminative power within readability met-
rics.

3.2.1 Shallow Features
Average number of words per sentence. The
average sentence length is one of the most widely
used metrics for determining readability level and
was employed in numerous readability formulas,
proving to be most meaningful in combined evi-
dence with average word frequency. Feng et al.
(2010) find the average sentence length to have
higher predictive power than all the other lexical
and syllable-based features they used.

Average number of characters per word. It
is generally considered that frequently occurring
words are usually short, so the average number
of characters per word was broadly used for mea-
suring readability in a robust manner. Many read-
ability formulas measure word length in syllables
rather than letters, but this requires additional re-
sources for syllabication.

3.2.2 Lexical Features
Percentage of words from the basic lexicon.
Based on the assumption that more common
words are easier to understand, the percentage of
words not occurring among the most frequent n
in the language is a commonly used metric to ap-
proximate readability. To determine the percent-
age of words from the basic lexicon, we employ
the representative vocabularies for Romance lan-
guages proposed by Sala (1988).

Type/Token Ratio. The proportion between the
number of lexical types and the number of to-
kens indicates the range of use of vocabulary. The
higher the value of this feature, the higher the vari-
ability of the vocabulary used in the text.

3.2.3 Morpho-Syntactic Features
Relative frequency of POS unigrams. The ra-
tio for 5 parts of speech (verbs, nouns, pronouns,
adjectives and adverbs), computed individually
on a per-token basis. This feature assumes that
the probability of a token is context-independent.
For lemmatization and part of speech tagging
we use the DexOnline2 machine-readable dictio-
nary for Romanian and the FreeLing3 (Padró and
Stanilovsky, 2012; Padró, 2011; Padró et al., 2010;
Atserias et al., 2006; Carreras et al., 2004) lan-
guage analysis tool suite for French, Italian, Span-
ish and Portuguese.

Lexical density. The proportion of content
words (verbs, nouns, adjectives and adverbs),
computed on a per-token basis. Grammatical fea-
tures were shown to be useful in readability pre-
diction (Heilman et al., 2007).

4 Results Analysis

Our main purpose is to investigate the variabil-
ity of the feature values from the original texts to
their translations. In Table 1 we report the values

2http://dexonline.ro
3http://nlp.lsi.upc.edu/freeling
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obtained for 10 readability metrics computed for
the Europarl subcorpora for Romanian, French,
Italian, Spanish and Portuguese. The readability
metrics we computed lead to several immediate
remarks. We notice that, generally, when repre-
senting the values for a feature F on the real axis,
the values corresponding to the translations are not
placed on the same side of the value correspond-
ing to the original text. For example, considering
feature F3 (the percentage of words from the ba-
sic lexicon), and taking Romanian as the source
language, we observe that the value for the origi-
nal text is between Italian (on the left side) and the
other languages (on the right side).

In the absence of a widely-accepted readability
metric, such as the Flesch-Kincaid formula or the
Automated Readability Index, for all 5 Romance
languages, we choose two other ways to evalu-
ate the results obtained after applying the 10 read-
ability features: a distance-based evaluation and a
multi-criteria approach.

In order to compute distance measures reliably,
we normalize feature values using the following
formula:

f ′i =
fi − fmin
fmax − fmin ,

where fmin is the minimum value for feature F
and fmax is the maximum value for feature F. For
example, if F = F1 and the source language is Ro-
manian, then fmin = 26.2 and fmax = 29.0.

4.1 Preliminaries
In this subsection we shortly describe the two tech-
niques used. The experimented reader can skip
this subsection.

4.1.1 Rank Aggregation
Rank distance (Dinu and Dinu, 2005) is a met-
ric used for measuring the similarity between two
ranked lists. A ranking of a set of n objects can
be represented as a permutation of the integers
1, 2, ..., n. S is a set of ranking results, σ ∈ S.
σ(i) represents the rank of object i in the ranking
result σ. The rank distance is computed as:

∆(σ, τ) =
n∑
i=1

|σ(i)− τ(i)|

The ranks of the elements are given from bot-
tom up, i.e., from n to 1, in a Borda order. The
elements which do not occur in any of the rank-
ings receive the rank 0.

In a selection process, rankings are issued for
a common decision problem, therefore a ranking
that “combines” all the original (base) rankings is
required. One common-sense solution is finding a
ranking that is as close as possible to all the par-
ticular rankings.

Formally, given m partial rankings T =
τ1, τ2, ..., τm, over a universe U , the rank aggre-
gation problem requires a partial ranking that is
as close as possible to all these rankings to be de-
termined. In other words, it requires a means of
combining the rankings. There are many ways to
solve this problem, one of which is by trying to
find a ranking such that the sum of rank distances
between it and the given rankings is minimal. In
other words, find σ such that:

∆(σ, T ) =
∑
τ∈T

∆(σ, τ)

is minimal. The set of all rankings that minimize
∆(σ, T ) is called the aggregations set and is de-
noted by agr(T ).

Apart from many paradoxes of different aggre-
gation methods, this problem is NP-hard for most
non-trivial distances (e.g., for edit distance, see
(de la Higuera and Casacuberta, 2000)). Dinu
and Manea (2006) show that the rank aggregation
problem using rank distance, which minimizes the
sum ∆(σ, T ) of the rank distances between the ag-
gregation and each given ranking, can be reduced
to solving |U| assignment problems, where U is
the universe of objects. Let n = #U . The time
complexity to obtain one such aggregation (there
may be more than one) is O(n4).

We then transform the aggregation problem in
a categorization problem as follows (Dinu and
Popescu, 2008): for a multiset L of rankings, we
determine all the aggregations of L and then we
apply voting on the set of agr(L).

4.1.2 Cosine Distance
Cosine distance is a metric which computes the
angular cosine distance between two vectors of an
inner product space. Given two vectors of fea-
tures, A and B, the cosine distance is represented
as follows:

∆(A,B) = 1−
∑n

i=1Ai ×Bi√∑n
i=1 (Ai)

2 ×
√∑n

i=1 (Bi)
2

When used in positive space, the cosine distance
ranges from 0 to 1.
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Source Target Features
Language Language F1 F2 F3 F4 F5 F6 F7 F8 F9 F10

RO

RO 26.2 5.61 0.67 0.06 0.66 0.15 0.29 0.16 0.05 0.11
FR 29.0 5.06 0.79 0.03 0.59 0.13 0.35 0.06 0.04 0.06
IT 27.4 5.57 0.63 0.04 0.61 0.16 0.30 0.10 0.04 0.06
ES 28.3 5.18 0.81 0.04 0.53 0.15 0.24 0.09 0.03 0.03
PT 26.8 5.31 0.78 0.04 0.58 0.14 0.30 0.08 0.04 0.02

FR

RO 24.6 5.35 0.70 0.06 0.64 0.17 0.26 0.14 0.06 0.13
FR 27.4 4.86 0.81 0.04 0.58 0.14 0.32 0.05 0.06 0.09
IT 25.7 5.46 0.65 0.05 0.61 0.17 0.28 0.09 0.05 0.07
ES 26.3 5.11 0.82 0.05 0.53 0.16 0.23 0.08 0.04 0.04
PT 25.1 5.21 0.80 0.05 0.58 0.16 0.29 0.07 0.05 0.02

IT

RO 29.7 5.46 0.69 0.06 0.62 0.16 0.27 0.15 0.05 0.12
FR 32.4 5.00 0.80 0.04 0.58 0.14 0.33 0.06 0.05 0.08
IT 30.9 5.48 0.64 0.05 0.61 0.16 0.28 0.10 0.05 0.07
ES 31.8 5.15 0.82 0.04 0.53 0.16 0.23 0.09 0.04 0.03
PT 30.5 5.28 0.79 0.04 0.58 0.15 0.29 0.07 0.05 0.02

ES

RO 27.6 5.33 0.70 0.06 0.64 0.17 0.26 0.14 0.06 0.13
FR 29.9 4.91 0.81 0.04 0.58 0.14 0.32 0.05 0.05 0.09
IT 27.9 5.45 0.66 0.05 0.60 0.17 0.28 0.09 0.05 0.08
ES 31.1 5.02 0.83 0.05 0.52 0.16 0.22 0.08 0.05 0.04
PT 28.2 5.17 0.81 0.05 0.57 0.16 0.28 0.07 0.05 0.02

PT

RO 29.3 5.58 0.67 0.05 0.65 0.15 0.28 0.16 0.05 0.12
FR 32.8 5.04 0.80 0.03 0.58 0.13 0.34 0.06 0.04 0.07
IT 30.9 5.56 0.62 0.04 0.60 0.15 0.29 0.10 0.04 0.06
ES 32.5 5.15 0.81 0.03 0.53 0.15 0.24 0.09 0.03 0.03
PT 30.9 5.28 0.79 0.04 0.57 0.14 0.30 0.08 0.04 0.02

Table 1: Values for readability metrics applied on Europarl. The first column represents the source
language (the language of the speaker). The second column represents the target language (the language
in which the text is written / translated). The features F1 - F10 are as follows:

• F1 - average number of words per sentence

• F2 - average number of characters per word

• F3 - percentage of words from the basic lexicon

• F4 - type / token ratio

• F5 - lexical density

• F6 - relative frequency of POS unigrams: verbs

• F7 - relative frequency of POS unigrams: nouns

• P8 - relative frequency of POS unigrams: adjectives

• F9 - relative frequency of POS unigrams: adverbs

• F10 - relative frequency of POS unigrams: pronouns
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RO FR IT ES PT

RO – 0.571 0.138 0.582 0.292
FR 0.513 – 0.505 0.491 0.328
IT 0.075 0.416 – 0.502 0.212
ES 0.531 0.423 0.545 – 0.256
PT 0.300 0.227 0.252 0.275 –

Table 2: Cosine distance between feature vectors.
The first column represents the source language
and the first line represents the target language.

4.2 Experiment Analysis: Original vs.
Translation

Our main goal is to determine a robust way to
evaluate the variation in readability from the origi-
nal texts to their translations, after applying the 10
readability features described in Section 3.2.

A natural approach is to use an evaluation
methodology based on a distance metric between
feature vectors to observe how close translations
are in various languages, with respect to readabil-
ity. The closer the distance is to 0, the more easily
can one language be translated into the other, in
terms of readability. Briefly, our first approach is
as follows: for each source language L in column
1 of Table 1, we consider the feature vector corre-
sponding to this language from column 2 and we
compute the cosine distance between this vector
and all the other 4 vectors remaining in column 2,
one for each target language. The obtained values
are reported in Table 2, on the line corresponding
to language L.

Table 2 provides not only information regard-
ing the closest language, but also the hierarchy of
languages in terms of readability. For example,
the closest language to Romanian is Italian, fol-
lowed by Portuguese, French and Spanish. Over-
all, the lowest distance between an original text
and its translation occurs when Italian is the source
language and Romanian the target language. The
highest distance is reported for translations from
Romanian into Spanish.

The second approach we use for investigating
the readability of translation is multi-criteria ag-
gregation: since the 10 monitored features can
be seen as individual classifiers for readability
(and in various papers they were used either in-
dividually or combined as representative features
for predicting readability), we experiment with a
multi-criteria aggregation of these metrics in order

to predict which language is closest to the source
language in terms of readability.

For segments of text having the source language
L, we consider each feature Fi, one at a time, and
we compute the absolute value of the difference
between the Fi value for the original text and the
Fi values for its translations. Then, we sort the
values in ascending order, thus obtaining for each
language L and feature Fi a ranking with 4 ele-
ments (one for each translation) determined as fol-
lows: the language having the lowest computed
absolute value is placed on the first position, the
language having the second to lowest computed
absolute value is placed on the second position,
and so on. Finally, we have, for each language L,
10 rankings (one for each feature) with 4 elements
(one for each translation), each ranking indicating
on the first position the target language which is
closest to the source language with regard to read-
ability measured by feature Fi. In case of equal
values for the computed absolute distance, we con-
sider all possible rankings.

Given these rankings, the task we propose is to
determine which target language is closest to the
source language in terms of readability. To solve
this requirement, we apply multi-criteria aggrega-
tion based on rank distance. For each language, we
aggregate the 10 corresponding rankings and de-
termine the closest language with respect to read-
ability across translation. The results we obtain for
Romance languages after the rank aggregation are
as follows: the closest translation language for Ro-
manian is Italian (followed by Portuguese, Span-
ish and French). Conversely, for Italian the closest
language is Romanian (followed by Portuguese,
French and Spanish). For French, Portuguese oc-
cupies the first position in the ranking (followed
by Spanish, Italian and Romanian). For Spanish,
Portuguese ranks first (followed by Italian, French
and Romanian), while for Portuguese, Italian is
the closest language (followed by French, Spanish
and Romanian).

The obtained results are very similar to those
computed by the cosine distance and reported in
Table 2. The only difference regarding the closest
language in terms of readability is that rank ag-
gregation reports Italian as being closest to Por-
tuguese, while the cosine distance reports French
instead. However, the differences between the
first two ranked languages for Portuguese, namely
French and Italian, are insignificant.
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Figure 1: PCA. Languages are annotated in the figure as follows: L1 L2, whereL1 is the source language
and L2 is the target language.

4.3 PCA: Original vs. Translation

In Figure 1 we employ Principal Component Anal-
ysis (PCA) to perform linear data reduction in or-
der to obtain a better representation of the read-
ability feature vectors without losing much infor-
mation. We use the Modular toolkit for Data Pro-
cessing (MDP), a Python data processing frame-
work (Zito et al., 2008). We observe that clusters
tend to be formed based on the target language.
rather than based on the source language. While
for Romanian and Italian the original texts are to
some extent isolated from their translations, for
French, Spanish and Portuguese the original texts
are more integrated within the groups of transla-
tions. The most compact cluster corresponds to
Romanian as a target language.

5 Conclusions

In this paper we investigate the behaviour of vari-
ous readability metrics across parallel translations
of texts from a source language to target lan-
guages. We focus on Romance languages and we
propose two methods for the analysis of the clos-
est translation, in terms of readability. Given a text
in a source language, we determine which of its
translations in various target languages is closest
to the original text with regard to readability. In
our future works, we plan to extend our analysis to
more languages, in order to cover a wider variety
of linguistic families. We are mainly interested in

the 21 languages covered by Europarl. Moreover,
we intend to enrich the variety of the texts, be-
ginning with an analysis of translations of literary
works. As far as resources are available, we plan
to investigate other readability metrics as well and
to combine our findings with the views of human
experts. We believe our method can provide valu-
able information regarding the difficulty of trans-
lation from one language into another in terms of
readability.
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Abstract

Document classification using automated
linguistic analysis and machine learning
(ML) has been shown to be a viable road
forward for readability assessment. The
best models can be trained to decide if a
text is easy to read or not with very high
accuracy, e.g. a model using 117 parame-
ters from shallow, lexical, morphological
and syntactic analyses achieves 98,9% ac-
curacy.

In this paper we compare models created
by parameter optimization over subsets of
that total model to find out to which extent
different high-performing models tend to
consist of the same parameters and if it is
possible to find models that only use fea-
tures not requiring parsing. We used a ge-
netic algorithm to systematically optimize
parameter sets of fixed sizes using accu-
racy of a Support Vector Machine classi-
fier as fitness function.

Our results show that it is possible to find
models almost as good as the currently
best models while omitting parsing based
features.

1 Introduction

The problem of readability assessment is the prob-
lem of mapping from a text to some unit repre-
senting the text’s degree of readability. Measures
of readability are mostly used to inform a reader
how difficult a text is to read, either to give them
a hint that they may try to find an easier to read
text on the same topic or simply to inform them
that a text may take some time to comprehend.
Readability measures are mainly used to inform

persons with reading disabilities on the complex-
ity of a text, but can also be used to, for instance,
assist teachers with assessing the reading ability of
a student. By measuring the reading abilities of a
person, it might also be possible to automatically
find texts that fits that persons reading ability.

Since the early 2000s the speed and accuracy
of text analysis tools such as lemmatizers, part-
of-speech taggers and syntax parsers have made
new text features available for readability assess-
ment. By using machine learning a number of
researchers have devised innovative ways of as-
sessing readability. For instance, phrase grammar
parsing has been used to find the average number
of sub-clauses, verb phrases, noun phrases and av-
erage tree depth (Schwarm and Ostendorf, 2005).

The use of language models to assess the de-
gree of readability was also introduced in the early
2000s (Collins-Thompson and Callan, 2004) and
later combined with classification algorithms such
as support vector machines to further increase ac-
curacy (Petersen, 2007; Feng, 2010).

In this paper we investigate if it is possible to
find a set of parameters for easy-to-read classifica-
tion, on par with the best models used today, with-
out using parsing based features. Finding such a
set would facilitate portability and provide faster
assessment of readability.

2 Method

To train and test our classifier we used one easy-
to-read corpus and five corpora representing ordi-
nary language in different text genres. The latter
corpora is referred to as non-easy-to-read in this
paper. For each category we used 700 texts.

Our source of easy-to-read material was the
LäSBarT corpus (Mühlenbock, 2008). LäSBarT
consists of manually created easy-to-read texts
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from a variety of sources and genres.

The non-easy-to-read material comprised texts
from a variety of corpora. This material con-
sisted of 215 news text articles from GP2007 (The
Swedish news paper Göteborgs Posten), 34 whole
issues of the Swedish popular science magazine
Forskning och Framsteg, 214 articles from the
professional news magazine Läkartidningen 05
(physician news articles), 214 public information
notices from The Public Health Agency of Swe-
den (Smittskyddsinstitutet) and 23 full fiction nov-
els from a Swedish book publisher (the Norstedts
publishing house).

By using a corpus with such a variety of doc-
uments we got non-easy-to-read documents from
different genres which is important as we want to
be able to use the same model on all types of text.
We also lowered the risk of genre classification
rather than degree of readability classification.

The texts were preprocessed using the Korp cor-
pus import tool (Borin et al., 2012). Steps in the
preprocessing chain relevant for this study were
tokenization, lemmatisation, part-of-speech tag-
ging and dependency grammar parsing.

We used a large number of different text fea-
tures proposed for readability assessment for both
Swedish and English. We use both the term’s
feature (property of the text) and parameter (in-
put to the ML-system). Some features consist of
more than one parameter. In the paper we use
the terms features and parameters somewhat in-
terchangeably. However, technically, a feature is
a property of the text, a parameter is input to the
machine learning system. A few of the text fea-
tures we use are represented as a combination of
parameters and in these cases we select single pa-
rameters, not full features.

2.1 Non-parsing features

The three most used traditional text quality metrics
used to measure readability for Swedish are:

LIX Läsbarhetsindex, readability index. Ratio of
words longer than 6 characters coupled with
average sentence length, Equation 1. This
is the standard readability measure used for
Swedish and can be considered baseline sim-
ilar to the Flesch-Kincaid formula (Kincaid
et al., 1975).

lix =
n(w)
n(s)

+(
n(words > 6 chars)

n(w)
×100)

(1)

where n(s) denotes the number of sentences
and n(w) the number of words.

OVIX Ordvariationsindex, word variation index,
related to type-token ratio. Logarithms are
used to cancel out type-token ratio problems
with variable text length, Equation 2.

ovix =
log(n(w))

log(2− log(n(uw))
log(n(w)) )

(2)

where n(w) denotes the number of words and
n(uw) the number of unique words.

NR Nominal ratio, the ratio of nominal word,
used to measure formality of text rather than
readability, however, this is traditionally as-
sumed to correlate to readability, Equation 3.

Nr =
n(noun) + n(prep) + n(part)

n(pro) + n(adv) + n(v)
(3)

where n(noun) denotes the number of
nouns, n(prep) the number of prepositions,
n(part) the number of participles, n(pro) the
number of pronouns, n(adv) the number of
adverbs, and n(v) the number of verbs.

2.1.1 Shallow features
The shallow text features are the main features
traditionally used for simple readability metrics.
They occur in the "shallow" surface structure of
the text and can be extracted after tokenization by
simply counting words and characters. They in-
clude:

AWLC Average word length calculated as the av-
erage number of characters per word.

AWLS Average word length calculated as the av-
erage number of syllables per word. The
number of syllables is approximated by
counting the number of vowels.

ASL Average sentence length calculated as the
average number of words per sentence.
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Longer sentences, as well as longer words, tend
to predict a more difficult text as exemplified by
the performance of the LIX metric and related met-
rics for English. These types of features have
been used in a number of readability studies based
on machine learning (Feng, 2010) and as baseline
when evaluating new features (Pitler and Nenkova,
2008).

2.1.2 Lexical features
Our lexical features are based on categorical word
frequencies. The word frequencies are extracted
after lemmatization and are calculated using
the basic Swedish vocabulary SweVoc (Heimann
Mühlenbock, 2013). SweVoc is comparable to the
list used in the classic Dale-Chall formula for En-
glish (Dale and Chall, 1949). Though developed
for similar purposes, special sub-categories have
been added (of which three are specifically consid-
ered). The following frequencies are calculated,
based on different categories in SweVoc:

SweVocC SweVoc lemmas fundamental for com-
munication (category C).

SweVocD SweVoc lemmas for everyday use (cat-
egory D).

SweVocH SweVoc other highly frequent lemmas
(category H).

SweVocT Unique, per lemma, SweVoc words (all
categories, including some not mentioned
above) per sentence.

A high ratio of SweVoc words should indicate a
more easy-to-read text. The Dale-Chall metric
(Chall and Dale, 1995) has been used as a simi-
lar feature in a number of machine learning based
studies of text readability for English (Feng, 2010;
Pitler and Nenkova, 2008). The SweVoc metrics
are also related to the language model features
used in a number of studies (Schwarm and Osten-
dorf, 2005; Heilman et al., 2008).

2.1.3 The morpho-syntactic features
The morpho-syntactic features concern a morphol-
ogy based analysis of text. For the purposes of
this study the analysis relies on previously part-of-
speech annotated text, which is investigated with
regard to the following features:

Part-of-speech tag ratio Unigram probabilities
for the different parts-of-speech tags in the

document, that is, the ratio of each part-of-
speech, on a per token basis, as individual
parameters. This is viewed as a single feature
but is represented by 26 parameters, see Ta-
ble 2. Such a language model based on part-
of-speech, and similar metrics, has shown to
be a relevant feature for readability assess-
ment for English (Heilman et al., 2007; Pe-
tersen, 2007; Dell’Orletta et al., 2011) and
for Swedish (Falkenjack et al., 2013).

RC The ratio of content words (nouns, verbs, ad-
jectives and adverbs), on a per token basis,
in the text. Such a metric has been used in
a number of related studies (Alusio et al.,
2010).

2.2 Parsing based features
These features are estimable after syntactic pars-
ing of the text. The syntactic feature set is ex-
tracted after dependency parsing using the Malt-
parser (Nivre et al., 2006). Such parsers have been
used for preprocessing texts for readability assess-
ment for Italian (Dell’Orletta et al., 2011). The
dependency based features consist of:

ADDD The average dependency distance in the
document on a per dependent basis. A longer
average dependency distance could indicate a
more complex text (Liu, 2008).

ADDS The average dependency distance in the
document on a per sentence basis. A
longer average total dependency distance
per sentence could indicate a more complex
text (Liu, 2008).

RD The ratio of right dependencies to total num-
ber of dependencies in the document. A high
ratio of right dependencies could indicate a
more complex text.

SD The average sentence depth. Sentences with
deeper dependency trees could be indicative
of a more complex text in the same way
as phrase grammar trees has been shown to
be (Petersen and Ostendorf, 2009).

Dependency type tag ratio Unigram probabili-
ties for the dependency type tags resulting
from the dependency parsing, on a per to-
ken basis, as individual parameters. This
is viewed as a single feature but is repre-
sented by 63 parameters, see Tables 4 and 5.
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These parameters make up a unigram lan-
guage model and is comparable to the phrase
type rate based on phrase grammar pars-
ing used in earlier research (Nenkova et al.,
2010). Such a language model was shown to
be a good predictor for degree of readability
in Swedish text (Falkenjack et al., 2013).

VR The ratio of sentences with a verbal root, that
is, the ratio of sentences where the root word
is a verb to the total number of sentences
(Dell’Orletta et al., 2011).

AVA The average arity of verbs in the document,
calculated as the average number of depen-
dents per verb (Dell’Orletta et al., 2011).

UVA The ratio of verbs with an arity of 0-7 as
distinct features (Dell’Orletta et al., 2011).
This is viewed as a single feature but is rep-
resented by 8 parameters.

TPC The average number of tokens per clause in
the document. This is related to the shallow
feature average number of tokens per sen-
tence.

PreM The average number of nominal pre-
modifiers per sentence.

PostM The average number of nominal post-
modifiers per sentence.

PC The average number of prepositional comple-
ments per sentence in the document.

Compound models We have also created a num-
ber of compound models, comprising metrics
from sets of features; all traditional measures,
all shallow features, all lexical features, all
morpho-syntactic features, all syntactic fea-
tures, and all features (Total), see Table 3.
Falkenjack et al. (2013) also looked at incre-
mental combinations of these same models.

2.3 Parameter optimization
The models for parameter optimization are cre-
ated from various subsets of the text features us-
ing a genetic algorithm. Lau (2006) performed
experiments on using genetic algorithms to select
significant features that are useful when assessing
readability for Chinese. Starting with 64 features,
mainly various stroke features but also more tra-
ditional features, such as, measuring amount of
familiar and common words, a genetic algorithm

was used to find optimal feature subsets. Based on
investigations of using three different fitness func-
tions it was shown that a set of 15 features is suffi-
cient and the best feature set for each fitness func-
tion is selected for further studies. These feature
sets are then evaluated using SVR (Support Vector
Regression) to train readability models and finally
test them on the texts.

In our work we do not first select feature sets
and then train the model on them. Instead feature
sets, generated by genetic search, are used to train
the readability model, using SVM, and then the
models are tested.

We performed a number of trials based on dif-
ferent base sets of parameters. In each case the
space we searched through had the size

(|b|
s

)
,

where b is the base set of parameters and s is the
size of the model we were searching for.

We performed genetic searches through model
spaces for 1000 generations. Each generation con-
tained 10 chromosomes, i.e. models, 7 created by
crossover and 3 randomly generated to avoid get-
ting stuck in local maxima.

The crossover worked by randomly selecting
parameters from the locally optimal parameter set
of the prior generation. This locally optimal pa-
rameter set was created by taking the union of the
best performing chromosomes until the size of the
set exceeded the size of the target selection plus 4.

In the rare cases where the parameters in the
total parent generation did not exceed this num-
ber all parameters from the parent generation were
used.

The fitness function consisted of a 7-fold cross-
validation test run of a Support Vector Ma-
chine trained by Sequential Minimal Optimization
(Platt, 1998). For this we used the Waikato Envi-
ronment for Knowledge Analysis, or Weka. The
accuracy of a model was used as its fitness and
used to order each generation from best to worst
performing.

3 Results

We first present results from using only the sin-
gle features and the compound models. We then
present the results from the various models gener-
ated by our method.

We provide performance measures for single
features for comparison in Tables 1 and 2. The
performance for the 63 dependency types are pre-
sented in Tables 4 and 5.
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LäSBarT Other
Model Accuracy Prec. Rec. Prec. Rec.

LIX 84.6 (1.9) 87.9 80.4 82.0 88.9
OVIX 85.6 (2.3) 86.8 84.4 84.9 86.9
NR 55.3 (9.1) 53.5 99.1 96.0 11.4

AWLC 79.6 (2.6) 82.3 75.7 77.4 83.4
AWLS 75.6 (2.6) 78.7 70.3 73.1 80.9
ASL 62.4 (8.1) 58.0 98.7 97.8 26.1

SweVocC 79.3 (0.8) 84.3 72.0 75.6 86.6
SweVocD 57.6 (3.8) 63.1 37.9 55.5 77.4
SweVocH 63.1 (4.5) 63.1 63.4 63.2 62.9
SweVocT 75.2 (1.4) 80.6 66.7 71.6 83.7
POS-tags 96.8 (1.6) 96.9 96.7 96.7 96.9

RC 50.4 (1.8) 50.4 52.7 50.4 48.1
ADDD 88.5 (2.0) 88.5 88.6 88.6 88.4
ADDS 53.9 (10.2) 52.8 99.7 28.1 8.1

RD 68.9 (2.1) 70.6 65.1 67.7 72.7
SD 75.1 (3.5) 79.1 68.4 72.2 81.9

Dep-tags 97.9 (0.8) 97.7 98.0 98.0 97.7
VR 72.6 (2.0) 77.0 64.6 69.5 80.6

AVA 63.4 (3.0) 64.9 58.4 62.3 68.4
UVA 68.6 (1.7) 70.2 65.0 67.4 72.3
TPC 71.4 (4.7) 64.2 98.6 97.0 44.3
PreM 83.4 (2.9) 78.1 93.0 91.3 73.9
PostM 57.4 (4.3) 54.1 99.9 98.4 15.0

PC 83.5 (3.5) 80.1 89.1 88.1 77.9

Table 1: Performance of the single feature models.
The accuracy represents the average percentage of
texts classified correctly, with the standard devia-
tion within parentheses. Precision and Recall are
also provided for both easy-to-read (LäSBarT) and
non-easy-to-read (Other) sets. Italicized features
consist of more than one parameter.

The results from using the full sets before pa-
rameter optimization are listed in Table 3. Using
all features provides the best model with 98.9%
accuracy which could be considered the target ac-
curacy of our parameter optimization.

3.1 POS-ratio features
The first trial we performed was a search through
the parameter space containing ratios of part-of-
speech unigrams. As our data contained 26 differ-
ent POS-tags (additional morphological data was
ignored in this search) the size of the spaces were(
26
s

)
where s is the size of the model we were op-

timizing. For 3-parameter models this is no larger
than

(
26
3

)
= 2600 while the maximum size is(

26
13

)
= 10400600. We searched for optimal sub-

sets of sizes from 1 to 25. The best models are
presented in Table 6 and the performance results
in Table 8. Models comprising more than 10 fea-

LäSBarT Other
Model Accuracy Prec. Rec. Prec. Rec.

VB 87.6 (1.7) 89.2 85.9 86.5 89.4
MAD 87.1 (0.9) 91.1 82.3 83.9 91.9
PAD 79.5 (1.6) 71.8 97.4 96.0 61.6
MID 76.6 (2.9) 78.6 73.3 74.9 79.9
PP 72.4 (3.8) 73.7 69.7 71.4 75.0
PN 72.1 (2.7) 79.2 60.4 67.9 83.9
NN 70.4 (2.6) 75.4 61.4 67.3 79.4
DT 67.7 (3.3) 67.9 67.6 67.6 67.9
PL 65.6 (2.5) 70.4 53.9 62.8 77.4
JJ 64.1 (4.3) 63.6 65.7 64.7 62.4

HA 62.4 (1.1) 66.5 49.9 59.9 74.9
SN 59.4 (3.7) 64.7 42.1 57.0 76.7
UO 58.2 (8.2) 55.1 98.4 94.6 18.0
KN 56.6 (3.0) 57.9 48.9 55.7 64.4
AB 56.0 (3.2) 58.4 43.0 54.7 69.0
IN 53.0 (5.1) 60.0 78.7 16.1 27.3
IE 52.6 (2.4) 61.5 19.0 51.5 86.1
PS 52.6 (1.4) 59.4 17.7 51.5 87.4
HP 52.5 (5.4) 69.9 24.0 47.2 81.0
HS 52.4 (2.0) 51.2 99.7 89.3 5.0
RG 51.6 (3.5) 51.1 96.9 69.6 6.4
HD 50.4 (0.7) 50.2 31.7 35.9 69.1

PLQS 50.0 (0.0) 50.0 100.0 0.0 0.0
RO 49.7 (0.9) 49.8 89.3 48.8 10.1
PM 49.7 (1.3) 49.8 95.0 54.9 4.4

Table 2: Performance of the POS-tag ratio param-
eters ordered by performance. The various mod-
els are tags used in the SUC corpus (Ejerhed et
al., 2006), normally part of speech tags, e.g. VB is
verb, with some extensions, but the tags comprise
other features as well e.g. MAD comprises sen-
tence terminating delimiters, PAD pair-wise de-
limiters such as parentheses and MID other delim-
iters such as comma and semicolon. Measures as
described in Table 1.

LäSBarT Other
Model Acc. Pre. Rec. Pre. Rec.

TradComb 91.4 (3.0) 92.0 91.0 91.1 91.9
Shallow 81.6 (2.7) 83.3 79.4 80.3 83.9
Lexical 78.4 (2.2) 81.8 73.0 75.6 83.7
Morpho 96.7 (1.6) 96.8 96.7 96.7 96.7

Syntactic 98.0 (1.1) 97.9 98.1 98.1 97.9
Total 98.9 (1.0) 98.9 98.9 98.9 98.9

Table 3: Performance of the full feature sets. Mea-
sures as described in Table 1.

tures are omitted as no significant performance im-
provement is measured beyond this point. See Ta-
ble 7 for sizes.
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LäSBarT Other
# Accuracy Prec. Rec. Prec. Rec.
IP 89.4 (1.7) 92.9 85.3 86.5 93.4
SS 87.4 (2.9) 88.2 86.4 86.7 88.3

ROOT 83.0 (2.4) 88.0 76.4 79.2 89.6
AT 78.1 (4.0) 75.9 82.9 81.0 73.3
ET 77.7 (2.4) 79.6 74.7 76.3 80.7
JR 76.4 (6.4) 69.0 97.7 96.0 55.0
AN 76.2 (2.5) 72.3 85.6 82.4 66.9
IQ 73.1 (2.1) 67.0 90.7 85.9 55.4
IK 72.5 (2.5) 75.0 67.9 70.6 77.1
OO 72.2 (5.3) 74.4 67.4 70.4 77.0
IR 72.1 (3.4) 64.7 97.9 95.6 46.3
DT 70.4 (1.4) 73.4 64.4 68.3 76.4
VG 70.0 (2.4) 81.1 52.1 64.8 87.9
PL 66.8 (2.7) 70.8 57.7 64.3 75.9
JC 64.8 (4.3) 59.1 97.4 92.4 32.1
CJ 64.0 (3.6) 62.2 71.7 66.6 56.3
HD 62.5 (2.7) 59.0 84.7 73.2 40.3
IC 61.3 (4.3) 56.8 97.1 90.8 25.4
OA 61.0 (3.4) 66.9 43.3 58.2 78.7
SP 60.7 (2.0) 67.4 42.4 57.9 79.0
I? 60.6 (1.3) 78.4 29.3 56.5 91.9

+A 60.1 (2.3) 58.6 68.9 62.4 51.4
TA 59.8 (2.5) 63.9 46.0 57.7 73.6
AG 59.7 (2.2) 57.0 81.6 68.4 37.9
NA 59.5 (3.5) 63.3 45.0 57.5 74.0
+F 59.0 (3.3) 64.4 40.4 56.6 77.6
UA 58.6 (3.9) 63.7 41.1 56.3 76.1
VA 58.2 (6.1) 56.2 85.3 67.1 31.1
MS 57.5 (1.8) 62.5 38.3 55.4 76.7
KA 57.5 (3.6) 75.6 35.4 47.3 79.6

Table 4: Performance of the Dependency type ra-
tio attributes ordered by performance. Measures
as described in Table 1 Continued in table 5.

3.2 Non-syntactic features

The second trial we performed was a search
through the parameter space of all non-syntactic
features. As our data contained 37 such param-
eters the size of the spaces were

(
37
s

)
where s

is the size of the model we were optimizing.
For 3-parameter models this is no larger than(
37
3

)
= 7770 while the maximum size is

(
37
19

)
=

17672631900. We searched for optimal subsets
of sizes from 1 to 25. The best models are pre-
sented in Table 9 and the performance results in
Table 10. Models larger than 8 are omitted as no
significant performance improvement is measured
beyond this point.

LäSBarT Other
# Accuracy Prec. Rec. Prec. Rec.
IT 56.5 (1.8) 54.1 86.7 66.6 26.3
PT 55.7 (2.9) 53.6 85.0 63.7 26.4
IS 55.6 (5.9) 53.1 99.9 85.0 11.3
JT 55.5 (3.8) 53.0 99.6 94.0 11.4
AA 55.4 (3.1) 57.4 42.1 54.3 68.7
IG 55.4 (2.8) 52.9 99.4 97.0 11.3
IU 55.1 (2.4) 82.4 26.1 45.6 84.0
RA 54.8 (2.5) 65.7 31.4 53.8 78.1
IO 54.4 (2.3) 63.6 33.4 45.5 75.4

MA 54.3 (3.3) 68.4 18.0 52.4 90.6
FS 53.8 (2.3) 72.9 12.0 52.1 95.6
CA 53.6 (3.9) 53.2 60.3 54.1 46.9
XX 53.0 (1.6) 69.4 24.7 44.5 81.3
ES 52.9 (1.7) 77.0 22.1 44.4 83.7
EF 52.4 (4.4) 52.4 75.4 41.4 29.4
++ 52.3 (1.7) 51.3 93.6 65.0 11.0
XA 52.1 (1.7) 51.1 97.6 65.4 6.7
XT 52.1 (2.2) 51.2 97.0 50.9 7.3
EO 51.8 (2.4) 36.7 70.4 60.4 33.1
IF 51.2 (2.3) 55.4 39.7 48.1 62.7
FP 51.0 (1.3) 61.3 60.1 22.0 41.9
JG 51.0 (1.7) 29.1 57.0 48.6 45.0
DB 50.6 (0.9) 63.5 48.7 28.9 52.6
IV 50.5 (0.5) 75.0 44.0 28.8 57.0
OP 50.4 (0.9) 36.0 65.3 21.8 35.4
FO 50.2 (0.3) 57.1 29.0 35.8 71.4
VS 50.1 (0.4) 43.8 72.7 14.4 27.6
YY 50.0 (0.0) 50.0 100.0 0.0 0.0
XF 49.9 (0.2) 50.0 85.1 14.1 14.7
FV 49.8 (1.0) 55.6 57.9 21.3 41.7
VO 49.8 (3.3) 52.9 73.3 15.6 26.3

Table 5: Performance of the Dependency type ra-
tio attributes ordered by performance. Measures
as described in Table 1. Continued from table 4.

# Set
2 VB, MAD
3 MAD, VB, MID
4 VB, PAD, MID, MAD
5 MAD, VB, MID, PAD, PM
6 MID, VB, HA, PAD, AB, MAD
7 PAD, JJ, PN, VB, MAD, KN, MID
8 PAD, HD, PM, MID, PN, VB, PL, MAD
9 PAD, SN, PLQS, MAD, DT, VB, RG, PM, MID
10 MAD, PM, PAD, KN, MID, PLQS, IE, VB, HA, DT

Table 6: Features in the best performing sets found
for each size by the genetic search through the
POS-ratio space.

4 Discussion

From the models using POS-ratio features, Tables
6 and 8, we see that it is possible to find models
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# Size
1 and 25 26
2 and 24 325
3 and 23 2 600
4 and 22 14 950
5 and 21 65 780
6 and 20 230 230
7 and 19 657 800
8 and 18 1 562 275
9 and 17 3 124 550
10 and 16 5 311 735
11 and 15 7 726 160
12 and 14 9 657 700

13 10 400 600

Table 7: Sizes of model space based on number of
attributes in the target model.

LäSBarT Other
Model Accuracy Prec. Rec. Prec. Rec.

2 95.4 (1.5) 94.7 96.3 96.2 94.6
3 96.4 (0.9) 96.2 96.7 96.7 96.1
4 96.9 (1.0) 97.0 96.9 96.9 97.0
5 97.0 (1.1) 97.0 97.0 97.0 97.0
6 97.0 (1.2) 97.6 96.4 96.5 97.6
7 97.0 (1.1) 96.8 97.3 97.3 96.7
8 96.9 (1.1) 96.9 97.0 97.0 96.9
9 96.9 (1.3) 96.8 97.1 97.1 96.7

10 97.4 (1.1) 97.6 97.1 97.2 97.6
All(26) 96.8 (1.6) 96.9 96.7 96.7 96.9

Table 8: Performance of the feature sets selected
from the set of POS-tag ratio features ordered by
number of parameters. Measures as described in
Table 1.

# Set
2 OVIX, MAD
3 OVIX, MAD, MID
4 MID, PAD, MAD, OVIX

5 MAD, OVIX, VB, SN, SweVocT
6 MAD, HD, MID, PL, OVIX, SweVocC
7 MAD, AB, PP, HD, MID, OVIX, DT
8 MID, AB, PAD, OVIX, MAD, SweVocH, HS, RG

Table 9: Features in the best performing sets found
for each size by the genetic search through the
non-syntactic space.

that outperform most single feature models. We
have in Table 8 included the performance of the
full, 26 feature, model which shows that perfor-
mance might be increased slightly by filtering out
confusing features.

LäSBarT Other
Model Accuracy Prec. Rec. Prec. Rec.

2 96.6 (1.0) 95.5 98.0 98.0 95.3
3 97.4 (1.3) 97.3 97.4 97.5 97.3
4 98.2 (1.3) 97.8 98.7 98.7 97.7
5 97.9 (1.2) 97.1 98.9 98.8 97.0
6 98.0 (1.0) 97.2 98.9 98.8 97.1
7 97.8 (1.3) 97.1 98.6 98.6 97.0
8 98.5 (1.0) 97.9 99.1 99.1 97.9

All (37) 98.3 (1.0) 97.4 99.3 99.3 97.3

Table 10: Performance of the feature sets selected
from the set of all non- syntactic features ordered
by number of parameters. Measures as described
in Table 1.

We can also see that the sets beyond 4 param-
eters do not fully correlate to the best performing
single parameters in the parameter space. This im-
plies that combinations of some features may be
better predictors than the individual features.

When we search through all non-syntactic fea-
tures we get results similar to the POS-ratio space
search. While the first generated sets seem to
consist of the best performing single parameters,
larger models seem to be more "exotic" using low
performing single parameters to create stronger
combination effects, see Table 9.

The most interesting result here is that a model
with 8 non-syntactic parameters, model 8 in Ta-
ble 10, performs almost as well (-0.4 pp) as the
117 parameter total model, see Table 3.

Another interesting result is that the ratio
of verbs (VB in Table 2) has an accuracy of
87.6%, only outperformed by the syntactic feature
ADDD.

Even more interesting is the fact that the ratio
of sentence terminating delimiters (MAD in Table
2) has such high performance. Especially as the
average sentence length (ASL) is not a very good
predictor of readability, see Table 3 and Falken-
jack et al. (2013).

Theoretically, the ratio of MADs is the inverse
of the ASL and as such their performance should
align. However, the two metrics are calculated
differently, sentence length is based on parsing
data and MAD ratio is based on POS-tagging data.
While a sentence should contain exactly one MAD
there are instances where more than one (informal
language, transcribed spoken language, misiden-
tified ellipsis, quotations etc.) or less than one
(bullet points, tables etc.) might occur in the ac-
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tual text. It should be noted that if the aforemen-
tioned is true MAD might rather be a style predic-
tor than a direct readability predictor. However, in
that case style and readability appears to correlate
which is not surprising.

We further note how much accuracy can be im-
proved by combining very few measures. For in-
stance, OVIX gives an accuracy of only 85.6% and
MAD gives 87.1%, but combined they give 96.6%,
set 2 in Table 10

5 Conclusion

In this paper we introduced and evaluated a
method for finding optimal subsets of text features
for readability based document classification. The
method uses genetic search to systematically gen-
erate models using various sets of text features. As
fitness function for the genetic algorithm we used
SVM created models that were 7-fold cross vali-
dated on one easy-to-read corpus and one corpus
of regular texts.

Our results show that, at least for Swedish, it
is possible to find models almost as good the cur-
rently best models while omitting parsing based
features. Our algorithm found a model of 8 non-
syntactic parameters which predicted readability
with an accuracy of 98.5%. This is almost as accu-
rate as a 117 parameter model, including parsing
based features, with an accuracy of 98.9%

Our study was conducted for Swedish texts but
only a few of the metrics used are specific to
Swedish and the optimization method itself is lan-
guage independent, thus, the method can easily
be applied to other languages. The method can
be used for optimization of readability assessment
systems as well as for basic linguistic research into
readability.
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Abstract

We present a study on the text simplifica-
tion operations undertaken collaboratively
by Simple English Wikipedia contribu-
tors. The aim is to understand whether
a complex-simple parallel corpus involv-
ing this version of Wikipedia is appropri-
ate as data source to induce simplifica-
tion rules, and whether we can automat-
ically categorise the different operations
performed by humans. A subset of the cor-
pus was first manually analysed to iden-
tify its transformation operations. We then
built machine learning models to attempt
to automatically classify segments based
on such transformations. This classifica-
tion could be used, e.g., to filter out po-
tentially noisy transformations. Our re-
sults show that the most common transfor-
mation operations performed by humans
are paraphrasing (39.80%) and drop of in-
formation (26.76%), which are some of
the most difficult operations to generalise
from data. They are also the most diffi-
cult operations to identify automatically,
with the lowest overall classifier accuracy
among all operations (73% and 59%, re-
spectively).

1 Introduction

Understanding written texts in a variety of forms
(newspapers, educational books, etc.) can be a
challenge for certain groups of readers (Paciello,
2000). Among these readers we can cite second
language learners, language-impaired people (e.g.
aphasic and dyslexic), and the elderly. Sentences
with multiple clauses, unusual word order and rare
vocabulary are some of the linguistic phenomena

that should be avoided in texts written for these au-
diences. Although initiatives like the Plain English
(Flesch, 1979) have long advocated for the use of
clear and concise language, these have only been
adopted in limited cases (UK government bodies,
for example). The vast majority of texts which are
aimed at the broad population, such as news, are
often too complex to be processed by a large pro-
portion of the population.

Adapting texts into their simpler variants is an
expensive task. Work on automating this process
only started in recent years. However, already in
the 1920’s Lively and Pressey (1923) created a
method to distinguish simple from complex texts
based on readability measures. Using such mea-
sures, publishers were able to grade texts accord-
ing to reading levels (Klare and Buck, 1954) so
that readers could focus on texts that were appro-
priate to them. The first attempt to automate the
process of simplification of texts was devised by
Chandrasekar et al. (1996). This pioneer work has
shown that it was possible to simplify texts auto-
matically through hand-crafted linguistic rules. In
further work, Chandrasekar et al. (1997) devel-
oped a method to extract these rules from data.

Siddharthan (2002) defines Text Simplification
as any method or process that simplifies text while
maintaining its information. Instead of hand-
crafted rules, recent methodologies are mostly
data-driven, i.e., based on the induction of sim-
plification rules from parallel corpora of complex
segments and their corresponding simpler vari-
ants. Specia (2010) and Zhu et al. (2010) model
the task using the Statistical Machine Translation
framework, where simplified sentences are consid-
ered the “target language”. Yatskar et al. (2010)
construct a simplification model based on edits in
the Simple English Wikipedia. Woodsend and La-
pata (2011) adopt a quasi-synchronous grammar
with optimisation via integer linear programming.
This research focuses the corpus used by most of
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previous data-driven Text Simplification work: the
parallel corpus of the main and simple English
Wikipedia.

Following the collaborative nature of
Wikipedia, a subset of the Main English
Wikipedia (MainEW) has been edited by
volunteers to make the texts more readable to a
broader audience. This resulted in the Simple
English Wikipedia (SimpleEW)1, which we con-
sider a crowdsourced text simplification corpus.
Coster and Kauchak (2011) paired articles from
these two versions and automatically extracted
parallel paragraphs and sentences from them
(ParallelSEW). The first task was accomplished in
a straightforward way, given that corresponding
articles have the same title as unique identifica-
tion. The paragraph alignment was performed
selecting paragraphs when their normalised TF-
IDF weighted cosine distance reached a minimum
threshold. Sentence alignment was performed us-
ing monolingual alignment techniques (Barzilay
and Elhadad, 2003) based on a dynamic pro-
gramming algorithm. In total, 137, 000 sentences
were found to be parallel. The resulting parallel
corpora contains transformation operations of
various types, including rewording, reordering,
insertion and deletion. In our experiments we
analyse the distribution of these operations and
perform some further analysis on their nature.

Most studies on data-driven Text Simplification
have focused on the learning of the operations,
with no or little qualitative analysis of the Text
Simplification corpora used (Yasseri et al., 2012).
As in any other area, the quality of machine learn-
ing models for Text Simplification will depend on
the size and quality of the training dataset. Our
study takes a step back to carefully look at the
most common simplification corpus and: (i) un-
derstand the most common transformation oper-
ations performed by humans and judge whether
this corpus is adequate to induce simplification
rules from, and (ii) automatically categorise trans-
formation operations such as to further process
and “clean” the corpus, for example to allow the
modelling of specific simplification phenomena or
groups of phenomena individually. After review-
ing some of the relevant related work (Section 2),
in Section 3, we present the manual analysis of a
subset of the ParallelSEW corpus. In Section 4 we

1http://simple.wikipedia.org/wiki/
Main_Page

present a classification experiments to label this
corpus according to different simplification oper-
ations. Finally, we present a discussion of the re-
sults in section 5.

2 Literature Review

The closest work to ours is that of Yasseri et al.
(2012). They present a statistical analysis of lin-
guistic features that can indicate language com-
plexity in both MainEW and SimpleEW. Differ-
ent from our work, their analysis was automatic,
and therefore more superficial by nature (mostly
counts based on pattern matching and simple read-
ability metrics). They have found equivalent vo-
cabulary complexity in both versions of Wikipedia,
although one could expect simpler vocabulary in
SimpleEW. They have also demonstrated that Sim-
pleEW is considered simpler mainly because it
presents shorter sentences, as opposed to sim-
pler grammar. Additionally, they found a high
interdependence between topicality and language
complexity. Conceptual wikipages were found to
be linguistically more complex than biographical
ones, for example. For measuring language com-
plexity, the Gunning readability index (Gunning,
1969) was used. As in Besten and Dalle (2008),
additional complexity metrics are said to be nec-
essary to better assess readability issues in Sim-
pleEW.

(Petersen and Ostendorf, 2007)’s work is in the
context of bilingual education. A corpus of 104
news parallel texts, original and simplified ver-
sions of the Literacyworks corpus (Petersen and
Ostendorf, 2007), was used. The goal was to iden-
tify which simplification operations were more
frequent and provide a classifier (using machine
learning) as an aiding tool for teachers to deter-
mine which sentences should be (manually) sim-
plified. For the classification of sentences that
should be split, attributes such as sentence length,
POS tags, average length of specific phrases (e.g.
S, SBAR, NP) were used. For the classification
of sentences that should be dropped, the features
used included the position of the sentence in the
document, its paragraph position, the presence of
quotation marks, rate of stop words in the sen-
tence, and percentage of content words. It was
reported that the simplified versions of texts had
30% fewer words, and that sentences were 27%
shorter, with the elimination of adjectives, adverbs
and coordinating conjunctions, and the increase of
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nouns (22%) and pronouns (33%). In the experi-
ments in this paper, we use similar features to clas-
sify a broader set of text simplification operations.

With similar goal and methodology, (Gasperin
et al., 2009) use a parallel corpus containing origi-
nal and simple news sentences in Portuguese. A
binary classifier was built to decide which sen-
tences to split, reaching precision of above 73%.
The feature set used was rich, including surface
sentence cues (e.g. number of words, number of
verbs, numbers of coordinative conjunctions), lex-
icalized cue phrases and rhetoric relations (e.g.
conclusions, contrast), among others.

Medero and Ostendorf (2011) work was moti-
vated by language-learning contexts, where teach-
ers often find themselves editing texts such that
they are adequate to readers with certain native
languages. In order to develop aiding tools for
this task, a number of attributes that lead to dif-
ferent operations were identified. Attributes lead-
ing to sentences splitting include sentence length
and POS tags frequency. Attributed that lead to
sentences being dropped include position of a sen-
tence in a document, paragraph number, presence
of a direct quotation, percentage of stop words,
etc. Based on these attributes, a classifier was
built to make splitting and dropping decisions au-
tomatically, reaching average error rates of 29%
and 15%, respectively.

Stajner et al. (2013) focus on selecting can-
didates for simplification in a parallel corpus of
original and simplified Spanish sentences. A clas-
sifier is built to decide over the following opera-
tions: sentence splitting, deletion and reduction.
The features are similar to those in (Petersen and
Ostendorf, 2007; Gasperin et al., 2009), with addi-
tional complexity features, such as sentence com-
plexity index, lexical density, and lexical richness.
They achieve an F-measure of 92%.

3 Corpus Annotation and Statistics

Our first study was exploratory. We randomly ex-
tracted 143 sentence pairs from the ParallelSWE
corpus. We then annotated each sentence in the
simplified version for the transformation opera-
tions (TOs) undertaken by Simple Wikipedia con-
tributors on the Main English Wikipedia to gener-
ate this version. We refer to this corpus as Paral-
lel143. These annotations will be used as labels
for the classification experiments in Section 4.

We start our analysis by looking at the number
of transformations that have been applied to each
sentence: on average, 2.1. More detailed statistics
are shown in Table 1 .

# Sentences 143
# TOs 299
Avg. TOs/sentence 2.10

Table 1: Counts of transformation operations in
the Parallel143 corpus

A more interesting way to look at these num-
bers is the mode of the operations, as shown in
Table 2. From this table we can notice that most
sentences had only one transformation operation
(about 48.2% of the corpus). Two to three opera-
tions together were found in 36.4% of the corpus.
Four or more operations in only about 11.8%.

N. of TOs. N. of sent. % of sent.
1 69 0.48
2 30 0.21
3 22 0.15
4 12 0.08
5 6 0.03
6 3 0.02
7 0 0.00
8 1 0.01

Table 2: Mode of transformation operations in the
Parallel143 corpus

The 299 operations found in the corpus were
classified into five main transformation operations,
which are also common in the previous work men-
tioned in Section 2: Sentence Splitting (SS); Para-
phrasing (PR); Drop of Information (DI); Sen-
tence Reordering (SR); Information Insertion (II);
and a label for “Not a Parallel Sentence” (NPS).
Paraphrasing is often not considered as an opera-
tion on itself. Here we use it to refer to transfor-
mations that involve rewriting the sentence, be it
of a single word or of the entire sentence. In Ta-
ble 3 we show the distribution these operations in
the corpus. We can observe that the most common
operations were paraphrasing and drop of infor-
mation. Also, it is interesting to notice that more
than 7% of the corpus contains sentences that are
not actually parallel (NPS), that is, where the sim-
plified version does not correspond, in meaning, to
the original version.
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TO Frequency of TO % of TO
PR 119 39.80
DI 80 26.76
II 38 12.71
NPS 23 7.69
SS 21 7.02
SR 18 6.02

Table 3: Main transformation operations found in
the Parallel143 corpus

Different from previous work, we further cate-
gorise each of these five main transformation oper-
ations into more specific operations. These subcat-
egorisation allowed us to further study the trans-
formation phenomena that can occur in the Paral-
lelSWE corpus. In the following sections we de-
scribe the main operations and their subcategories
in detail and provide examples.

3.1 Sentence Splitting (SS)

Sentence Splitting (SS) is the rewriting of a sen-
tence by breaking it into two or more sentences,
mostly in order avoid to embedded sentences. This
is overall the most common operation modelled in
automatic Text Simplification systems, as it is rel-
atively simple if a good syntactic parser is avail-
able. It has been found to be the most common
operation in other corpora. For example, in the
study in (Caseli et al., 2009) it accounts for 34%
of the operations. Nevertheless, it was found to be
relatively rare in the Parallel143 corpus, account-
ing for only 7% of the operations. One possible
reason for this low number is the automatic align-
ment of our corpus according to similarity metrics.
This matching algorithm could occasionally fail in
matching sentences that have been split. Within
the SS categories, we have identified three subcat-
egories: (1) simple sentence splitting (59.01%),
where the splitting does not alter the discourse
structure considerably; (2) complex sentence split-
ting (36.36%), where sentence splitting is associ-
ated with strong paraphrasing, and (3) inverse sen-
tence splitting (4.63%), i.e., the joining of two or
more sentences into one.

Sentences 1 and 2 show an example of com-
plex sentence splitting. In this case, the splitting
separates the information about the Birmingham
Symphony Orchestra’s origin from where it is lo-
cated into two different sentences. The operation
also includes paraphrasing and adding information

to complement the original sentence.

Sentence 1 — MainEW:
“The City of Birmingham Symphony
Orchestra is a British orchestra based in
Birmingham, England.”

Sentence 2 — SimpleEW:
“The City of Birmingham Symphony
Orchestra is one of the leading British
orchestras. It is based in the Symphony
Hall, Birmingham, England.”

3.2 Drop of Information (DI)
In the Parallel143 corpus we have observed that
the second most frequent operation is dropping
parts of the segment. We have sub-classified
the information removal into three classes: (1)
drop of redundant words (11.25%), for cases
when dropped words have not altered the sen-
tence meaning, (2) drop of auxiliary information
(12.50%), where the auxiliary information in the
original sentence adds extra information that can
elicit and reinforce its meaning, and (3) drop of
phrases (76.25 %), when phrases with important
nuclear information are dropped, incurring in in-
formation loss.

Sentences 3 and 4 show an example of par-
allel sentence with two occurrences of DI cases.
The phrases At an elevation of 887m and in the
Kingdom of are dropped, with the first phrase rep-
resenting a loss of information, which the second
could be considered redundant.

Sentence 3 — MainEW:
“At an elevation of 877m, it is the
highest point in the Kingdom of the
Netherlands.”

Sentence 4 — SimpleEW:
“It is the highest point in the Nether-
lands.”

3.3 Information Insertion (II)
Information Insertion represents the adding of in-
formation to the text. During the corpus analy-
sis we have found different sub-categories of this
operation: (1) eliciting information (78.95%), in
cases when some grammatical construct or aux-
iliary phrase is inserted enriching the main in-
formation already in the text, or making it more
explicit, (2) complementary external information
(18.42%), for cases when external information is
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inserted to complement the existing information,
and (3) spurious information (2.63%), for when
new information is inserted but it does not relate
with the original text. We assume that latter case
happens due to errors in the sentence alignment
algorithm used to build the corpus.

In sentences 5 and 6, we show an example of
external information insertion. In this case, the op-
eration made the information more specific.

Sentence 5 — MainEW:
“The 14 generators in the north side of
the dam have already been installed.”

Sentence 6 — SimpleEW:
“The 14 main generators in the north
side were installed from 2003 to 2005.”

3.4 Sentence Reordering (RE)
Some of the transformation operations results in
the reordering of parts of the sentence. We
have classified reordering as (1) reorder individ-
ual phrases (33.33%), when a phrase is moved
within the sentence; and (2) invert pairs of phrases
(66.67%), when two phrases have their position
swapped in the sentence. In sentences 7 and 8
we can see an example moving the phrase June
20, 2003 to the end of the SimpleEW sentence.

Sentence 7 — MainEW:
“The creation of the foundation was of-
ficially announced on June 20, 2003
by Wikipedia co-founder Jimmy Wales
, who had been operating Wikipedia un-
der the aegis of his company Bomis.”

Sentence 8 — SimpleEW:
“The foundations creation was offi-
cially announced by Wikipedia co-
founder Jimmy Wales, who was running
Wikipedia within his company Bomis,
on June 20, 2003.”

3.5 Paraphrasing (PR)
Paraphrase operations are the most common mod-
ification found in the Parallel143 corpus. We fur-
ther classified it into 12 types:

• Specific to generic (21.01%): some specific
information is substituted by a broader and
more generic concept;

• Generic to specific (5.88%): the opposite of
the above operation;

• Noun to pronoun (3.36%): a noun is substi-
tuted by a pronoun;

• Pronoun instantiation (2.52%): a pronoun is
substituted by its referring noun;

• Word synonym (14.29%): a word is substi-
tuted by a synonym;

• Discourse marker (0.84%): a discourse
marker is altered;

• Word definition (0.84%): a word is substi-
tuted by its dictionary description;

• Writing style (7.56%): the writing style of the
word, e.g. hyphenation, changes;

• Preposition (3.36%): a proposition is substi-
tuted;

• Verb substitution (5.04%): a verb is replaced
by another verb;

• Verb tense (2.52%): the verb tense is
changed; and

• Abstract change (32.78%): paraphrase
substitution that contains abstract, non-
systematic changes, usually depending on
external information and human reasoning,
resulting in considerable modifications in the
content of the simplified sentence.

In sentences 9 and 10 we can observe a case of
abstract change. The MainEW sentence has de-
scriptive historical details of the city of Prague.
The SimpleEW version is shorter, containing less
factual information when compared to the first
sentence.

Sentence 9 — MainEW:
“In 1993, after the split of Czechoslo-
vakia, Prague became the capital city of
the new Czech Republic.”

Sentence 10 — SimpleEW:
“Prague is the capital and the biggest
city of the Czech Republic.”

Another common operation is shown in Sen-
tences 11 and 12. The substitution of the word
hidden by put represents a change of specific to
generic.
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Sentence 11 — MainEW:
“The bells were transported north to
Northampton-Towne, and hidden in the
basement of the Old Zion Reformed
Church, in what is now center city Al-
lentown.”

Sentence 12 — SimpleEW:
“The bells were moved north to
Northampton-Towne, and put in the
basement of the Old Zion Reformed
Church, in what is now center of
Allentown.”

The outcome of this study that is of most
relevance to our work is the high percentage
of sentences that have undergone paraphras-
ing/rewriting, and in special the ones that suffered
abstract changes. These cases are very hard to
generalise, and any learning method applied to a
corpus with a high percentage of these cases is
likely to fail or to induce noisy or spurious opera-
tions.

4 Classification Experiments

Our ultimate goal of this experiment is to select
parts of the ParallelSWE corpus that are more ad-
equate for the learning of certain simplification
rules. While it may seem that simplification opera-
tions comprise a small set which is already known
based on previous work, we would like to focus
on the learning of fine-grained, lexicalized rules.
In other words, we are interested in the learning of
more specific rules based on lexical items in ad-
dition to more general information such as POS
tags and syntactic structures. The learning of such
rules could benefit from a high quality corpus that
is not only noise-free, but also for which one al-
ready has some information about the general op-
eration(s) covered. In an ideal scenario, one could
for example use a subset of the corpus that con-
tains only sentence splitting operations to learn
very specific and accurate rules to perform dif-
ferent types of sentence splitting in unseen data.
Selecting a subset of the corpus that contain only
one transformation operation per segment is also
appealing as it would facilitate the learning. The
process of manually annotating the corpus with the
corresponding transformation operations is how-
ever a laborious task. For this reason, we have
trained classifiers on the labelled data described in
the previous section with two purposes:

• Decide over the six main transformation op-
erations presented in the previous section;
and

• Decide whether a sentence was simplified by
one operation only, or by more than one op-
eration.

The features used in both experiments are de-
scribed in Section 4.1 and the algorithms and re-
sults are presented in Section 4.2.

4.1 Features
We extract simple features from the source (orig-
inal, complex) and target (simplified) sentences.
These were inspired by previous work, including
(Medero and Ostendorf, 2011; Petersen and Os-
tendorf, 2007; Gasperin et al., 2009; Štajner et al.,
2013):

• Size of the source sentence: how many words
there are in the source sentence;

• Size of the target sentence: how many words
there are in the target sentence;

• Target/source size ratio: the number of words
in the target sentence divided by the number
of words in the source sentence;

• Number of sequences of words dropped in
the target sentence;

• Number of sequences of words inserted in the
target sentence; and

• Occurrence of lexical substitution (true or
false).

4.2 Machine Learning Models
Our experiments are divided in two parts. In the
first part, we train six binary classifiers to test the
presence of the following transformation opera-
tions: Information Insertion (II); Drop of Informa-
tion (DI); Paraphrasing (PR); Sentence Reordering
(SR); Sentence Splitting (SS); Not a Parallel Sen-
tence (NPS).

The second experiment evaluated whether the
simplification operation performed in the segment
was simple or complex (S/C). We consider simple
a transformation that has only one operation, and
complex when it has two or more operations.

A few popular classifiers from the Weka pack-
age (Hall et al., 2009) with default parameters
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were selected. The experiments were devised us-
ing the 10-fold cross validation. The results –
measured in terms of accuracy – for each of these
classifiers with the best machine learning algo-
rithm are shown in Table 4. These are compared
to the accuracy of the majority class baseline (i.e.,
the class with the highest frequency in the train-
ing set). Table 5 shows the best machine learning
algorithm for each classification problem.

TO Baseline (%) Model (%)
NPS 83.3 90.2
SR 89 90
SS 86 87
II 79 86
PR 61 73
DI 59 69
S/C 51 81

Table 4: Baselines and classifiers accuracy of the
transformation operations

According to Table 4, the identification of non-
parallel sentences (NPS) and sentence reordering
(SR) achieved the highest accuracies of 90.2% and
90%, followed by syntactic simplification (SS)
and Information Insertion (II) with values of 87%
and 86%, respectively. Paraphrases (PR) and drop
information (DI) have scored last, although they
yielded a significant gain of 12% and 10% ab-
solute points, respectively, when compared with
baseline. The decision between simple and com-
plex transformations was the task with best rel-
ative gain in accuracy compared to the baseline
(30%).

TO Best algorithm
NPS Bayesian Logistic
SR SMO
SS Simple Logistic
II Simple Logistic
PR Logistic
DI Simple Logistic
S/C Bayes Net

Table 5: Best machine learning algorithm for each
operation/task

The difference in the performance of different
algorithms for each operation requires further ex-
amination. For different classifiers on the same
dataset, the accuracy figures varied from 2 to 10
points, which is quite significant.

We found the results of these experiments
promising, particularly for the classifiers NPS and
S/C. The outcome of the classifier for NPS, for
example, means that with an accuracy of over
90% we can filter out sentences from the Simple
Wikipedia Corpus which are not entirely parallel,
and therefore would only add noisy to any rule in-
duction algorithm. The positive outcome of S/C
means that with 80% accuracy one could select
parallel sentences where the target contain only
one operation to simplify the rule induction pro-
cess.

Overall, these results are even more promising
given two factors: the very small size of our la-
belled corpus (143 sentences) and the very simple
set of features used. Improvements on both fronts
are likely to lead to better results.

5 Conclusion

This research has focused on studying the paral-
lel corpus of the Main English Wikipedia and its
Simple English Wikipedia corresponding version.
Most current data-driven methods for text simpli-
fication are based on this resource. Our exper-
iments include the identification and quantifica-
tion of the transformation operations undertaken
by contributors generating the simplified version
of the corpus, and the construction of classifiers to
categorise these automatically.

Particularly interesting outcomes of our experi-
ments include: (i) the high proportion of complex
paraphrasing cases observed in the corpus (∼40%
of the operations), which is important since para-
phrase generation is a difficult task to automate,
particularly via machine learning algorithms; and
(ii) the relatively high accuracy of our classi-
fiers on the categorisation of certain phenomena,
namely the identification of segment pairs which
are not parallel in meaning, and the filtering of the
corpus to select sentences that have undergone a
single transformation operation. These classifiers
can be used as filtering steps to improve the qual-
ity of text simplification corpora, which we believe
can in turn lead to better performance of learning
algorithms inducing rules from such corpora.
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Abstract

Syntactically complex sentences consti-
tute an obstacle for some people with
Autistic Spectrum Disorders. This pa-
per evaluates a set of simplification rules
specifically designed for tackling complex
and compound sentences. In total, 127 dif-
ferent rules were developed for the rewrit-
ing of complex sentences and 56 for the
rewriting of compound sentences. The
evaluation assessed the accuracy of these
rules individually and revealed that fully
automatic conversion of these sentences
into a more accessible form is not very re-
liable.

1 Introduction

People with Autistic Spectrum Disorders (ASD)
show a diverse range of reading abilities: on
the one hand, 5%-10% of users have the capac-
ity to read words from an early age without the
need for formal learning (hyperlexia), on the other
hand many users demonstrate weak comprehen-
sion of what has been read (Volkmar and Wiesner,
2009). They may have difficulty inferring contex-
tual information or may have trouble understand-
ing mental verbs or emotional language, as well
as long sentences with complex syntactic structure
(Tager-Flusberg, 1981; Kover et al., 2012). To ad-
dress these difficulties, the FIRST project1 is de-
veloping a tool which makes texts more accessible
for people with ASD. In order to get a better un-
derstanding of the needs of these readers, a thor-
ough analysis was carried out to derive a list of
high priority obstacles to reading comprehension.
Some of these obstacles are related to syntactic
complexity and constitute the focus of this paper.
Even though the research in the FIRST project fo-
cuses on people with ASD, many of the obstacles

1http://first-asd.eu

identified in the project can pose difficulties for a
wide range of readers such as language learners
and people with other language disorders.

This paper presents and evaluates a set of rules
used for simplifying English complex and com-
pound sentences. These rules were developed as
part of a syntactic simplification system which was
initially developed for users with ASD, but which
can also be used for other tasks that require syn-
tactic simplification of sentences. In our research,
we consider that syntactic complexity is usually
indicated by the occurrence of certain markers or
signs of syntactic complexity, referred to hereafter
as signs, such as punctuation ([,] and [;]), con-
junctions ([and], [but], and [or]), complementis-
ers ([that]) or wh-words ([what], [when], [where],
[which], [while], [who]). These signs may have
a range of syntactic linking and bounding func-
tions which need to be automatically identified,
and which we analysed in more detail in (Evans
and Orasan, 2013).

Our syntactic simplification process operates in
two steps. In the first, signs of syntactic complex-
ity are automatically classified and in the second,
manually crafted rules are applied to simplify the
relevant sentences. Section 3 presents more details
about the method. Evaluation of automatic simpli-
fication is a difficult issue. Given that the purpose
of this paper is to gain a better understanding of
the performance of the rules used for simplifying
compound sentences and complex sentences, Sec-
tion 4 presents the methodology developed for this
evaluation and discusses the results obtained. The
paper finishes with conclusions.

2 Background information

Despite some findings to the contrary (Arya et al.,
2011), automatic syntactic simplification has been
motivated by numerous neurolinguistic and psy-
cholinguistic studies. Brain imaging studies indi-
cate that processing syntactically complex struc-
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tures requires more neurological activity than pro-
cessing simple structures (Just et al., 1996). A
study undertaken by Levy et al. (2012) showed
that people with aphasia are better able to un-
derstand syntactically simple reversible sentences
than syntactically complex ones.

Further motivation is brought by research in
NLP, which demonstrates that performance levels
in information extraction (Agarwal and Boggess,
1992; Rindflesch et al., 2000; Evans, 2011),
syntactic parsing (Tomita, 1985; McDonald and
Nivre, 2011), and, to some extent, machine trans-
lation (Gerber and Hovy, 1998) are somewhat de-
termined by the length and syntactic complexity of
the sentences being processed.

Numerous rule-based methods for syntactic
simplification have been developed (Siddharthan,
2006) and used to facilitate NLP tasks such as
biomedical information extraction (Agarwal and
Boggess, 1992; Rindflesch et al., 2000; Evans,
2011). In these approaches, rules are triggered
by pattern-matching applied to the output of text
analysis tool such as partial parsers and POS tag-
gers. Chandrasekar and Srinivas (1997) presented
an automatic method to learn syntactic simplifi-
cation rules for use in such systems. Unfortu-
nately, that approach is only capable of learning
a restricted range of rules and requires access to
expensive annotated resources.

With regard to applications improving text ac-
cessibility for human readers, Max (2000) de-
scribed the use of syntactic simplification for
aphasic readers. In work on the PSET project,
Canning (2002) implemented a system which ex-
ploits a syntactic parser in order to rewrite com-
pound sentences as sequences of simple sentences
and to convert passive sentences into active ones
for readers with aphasia. The success of these sys-
tems is tied to the performance levels of the syn-
tactic parsers that they employ.

More recently, the availability of resources such
as Simple Wikipedia has enabled text simplifi-
cation to be included in the paradigm of statis-
tical machine translation (Yatskar et al., 2010;
Coster and Kauchak, 2011). In this context,
translation models are learned by aligning sen-
tences in Wikipedia with their corresponding ver-
sions in Simple Wikipedia. Manifesting Basic En-
glish (Ogden, 1932), the extent to which Simple
Wikipedia is accessible to people with autism has
not yet been fully assessed.

The field of text summarisation includes numer-
ous approaches that can be regarded as examples
of syntactic simplification. For example, Cohn and
Lapata (2009) present a tree-to-tree transduction
method that is used to filter non-essential infor-
mation from syntactically parsed sentences. This
compression process often reduces the syntactic
complexity of those sentences. An advantage of
this approach is that it can identify elements for
deletion even when such elements are not indi-
cated by explicit signs of syntactic complexity.
The difficulty is that they rely on high levels of ac-
curacy and granularity of automatic syntactic anal-
ysis. As noted earlier, it has been observed that the
accuracy of parsers is inversely proportional to the
length and complexity of the sentences being anal-
ysed (Tomita, 1985; McDonald and Nivre, 2011).

The approach to syntactic simplification de-
scribed in the current paper is a two step pro-
cess involving detection and tagging of the bound-
ing and linking functions of various signs of syn-
tactic complexity followed by a rule-based sen-
tence rewriting step. Relevant to the first step, Van
Delden and Gomez (2002) developed a machine
learning method to determine the syntactic roles
of commas. Meier et al. (2012) describe German
language resources in which the linking functions
of commas and semicolons are annotated. The an-
notated resources exploited by the machine learn-
ing method presented in Section 3.2.1 of the cur-
rent paper are presented in (Evans and Orasan,
2013). From a linguistic perspective, Nunberg et
al. (2002) provide a grammatical analysis of punc-
tuation in English.

The work described in this paper was under-
taken in a project aiming to improve the accessibil-
ity of text for people with autism. It was motivated
at least in part by the work of O’Connor and Klein
(2004), which describes strategies to facilitate the
reading comprehension of people with ASD.

The proposed method is intended to reduce
complexity caused by both complex and com-
pound sentences and differs from those described
earlier in this section. Sentence compression
methods are not suitable for the types of rewrit-
ing required in simplifying compound sentences.
Parsers are more likely to have lower accuracy
when processing these sentences, and therefore the
proposed method does not use information about
the syntactic structure of sentences in the process.
Our method is presented in the next section.
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3 The syntactic simplifier

In our research, we regard coordination and sub-
ordination as key elements of syntactic complex-
ity. A thorough study of the potential obstacles to
the reading comprehension of people with autism
highlighted particular types of syntactic complex-
ity, many of which are linked to coordination
and subordination. Section 3.1 briefly presents
the main obstacles linked to syntactic complexity
identified by the study. It should be mentioned that
most of the obstacles are problematic not only for
autistic people and other types of reader can also
benefit from their removal. The obstacles identi-
fied constituted the basis for developing the sim-
plification approach briefly described in Section
3.2.

3.1 User requirements

Consultations with 94 subjects meeting the strict
DSM-IV criteria for ASD and with IQ > 70 led to
the derivation of user preferences and high priority
user requirements related to structural processing.
A comprehensive explanation of the findings can
be found in (Martos et al., 2013). This section dis-
cusses briefly the two types of information of rel-
evance to the processing of sentence complexity
obtained in our study.

First, in terms of the demand for access to texts
of particular genres/domains, it was found that
young people (aged 12-16) seek access to doc-
uments in informative (arts/leisure) domains and
they have less interest in periodicals and newspa-
pers or imaginative texts. Adults (aged 16+) seek
access to informative and scientific texts (includ-
ing newspapers), imaginative text, and the lan-
guage of social networking and communication.
In an attempt to accommodate the interests of both
young people and adults, we developed a cor-
pus which contains newspaper articles, texts about
health, and literary texts.

Second, the specific morpho-syntactic phenom-
ena that pose obstacles to reading comprehension
that are relevant to this paper are:

1. Compound sentences, which should be split
into sentences containing a single clause.

2. Complex sentences: in which relative clauses
should either be:

(a) converted into adjectival pre-modifiers
or

(b) deleted from complex sentences and
used to generate copular constructions
linking the NP in the matrix clause with
the predication of the relative clause

In addition, the analysis revealed other types
of obstacles such as explicative clauses, which
should be deleted, and uncommon conjunctions
(including conjuncts) which should be replaced
by more common ones. Conditional clauses that
follow the main clause and non-initial adverbial
clauses should be pre-posed, and passive sen-
tences should be converted in the active form. Var-
ious formatting issues such as page breaks that oc-
cur within paragraphs and end-of-line hyphenation
are also problematic and should be avoided.

Section 3.2 describes the method developed to
address the obstacles caused by compound and
complex sentences.

3.2 The approach

Processing of obstacles to reading comprehension
in this research has focused on detection and re-
duction of syntactic complexity caused by the oc-
currence in text of compound sentences (1) and
complex sentences (2).

(1) Elaine Trego never bonded with 16-month-old
Jacob [and] he was often seen with bruises, a
murder trial was told.

(2) The two other patients, who are far more
fragile than me, would have been killed by
the move.

In (1), the underlined phrases are the conjoins
of a coordinate constituent. In (2), the underlined
phrase is a subordinate constituent of the larger,
superordinate phrase the two other patients, who
are far more fragile than me.

The overall syntactic simplification pipeline
consists of the following steps:

Step 1. Tagging of signs of syntactic complexity
with information about their syntactic linking
or bounding functions

Step 2. The complexity of sentences tagged in
step 1 is assessed and used to trigger the ap-
plication of two iterative simplification pro-
cesses, which are applied exhaustively and
sequentially to each input sentence:
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a. Decomposition of compound sentences
(the simplification function converts one
input string into two output strings)

b. Decomposition of complex sentences
(the simplification function converts one
input string into two output strings)

Step 3. Personalised transformation of sentences
according to user preference profiles which
list obstacles to be tackled and the threshold
complexity levels that specify whether sim-
plification is necessary.

Steps 1 and 2 are applied iteratively ensuring
that an input sentence can be exhaustively simpli-
fied by decomposition of the input string into pairs
of progressively simpler sentences. No further
simplification is applied to a sentence when the
system is unable to detect any signs of syntactic
complexity within it. This paper reports on steps 1
and 2. The personalisation step, which takes into
consideration the needs of individual users, is not
discussed.

3.2.1 Identification of signs of complexity
Signs of syntactic complexity typically indicate
constituent boundaries, e.g. punctuation marks,
conjunctions, and complementisers. To facilitate
information extraction, a rule-based approach to
simplify coordinated conjoins was proposed by
Evans (2011), which relies on classifying signs
based on their linking functions.

In more recent work, an extended annotation
scheme was proposed in (Evans and Orasan, 2013)
which enables the encoding of links and bound-
aries between a wider range of syntactic con-
stituents and covers more syntactic phenomena.
A corpus covering three text categories (news ar-
ticles, literature, and patient healthcare informa-
tion leaflets), was annotated using this extended
scheme.2

Most sign labels contain three types of infor-
mation: boundary type, syntactic projection level,
and grammatical category of the constituent(s).
Some labels cover signs which bound interjec-
tions, tag questions, and reported speech and a
class denoting false signs of syntactic complex-
ity, such as use of the word that as a specifier or
anaphor. The class labels are a combination of the
following acronyms:

2http://clg.wlv.ac.uk/resources/
SignsOfSyntacticComplexity/

1. {C|SS|ES}, the generic function as a coor-
dinator (C), the left boundary of a subordi-
nate constituent (SS), or the right boundary
of a subordinate constituent (ES).

2. {P |L|I|M |E}, the syntactic projection level
of the constituent(s): prefix (P), lexical (L),
intermediate (I), maximal (M), or extended/-
clausal (E).

3. {A|Adv|N |P |Q|V }, the grammatical cate-
gory of the constituent(s): adjectival (A), ad-
verbial (Adv), nominal (N), prepositional (P),
quantificational (Q), and verbal (V).

4. {1|2}, used to further differentiate sub-
classes on the basis of some other label-
specific criterion.

The scheme uses a total of 42 labels to distin-
guish between different syntactic functions of the
bounded constituents. Although signs are marked
by a small set of tokens (words and punctuation),
the high number of labels and their skewed dis-
tribution make signs highly ambiguous. In addi-
tion, each sign is only assigned exactly one label,
i.e. that of the dominant constituent in the case of
nesting, further increasing ambiguity. These char-
acteristics make automatic classification of signs
challenging.

The automatic classification of signs of syntac-
tic complexity is achieved using a machine learn-
ing approach described in more detail in Dornescu
et al. (2013). After experimenting with several
methods of representing the training data and with
several classifiers, the best results were obtained
by using the BIO model to train a CRF tagger. The
features used were the signs’ surrounding con-
text (a window of 10 tokens and their POS tags)
together with information about the distance to
other signs signs in the same sentence and their
types. The method achieved an overall accuracy
of 82.50% (using 10 fold cross-validation) on the
manually annotated corpus.

3.2.2 Rule-based approach to simplification
of compound sentences and complex
sentences

The simplification method exploits two iterative
processes that are applied in sequence to input
text that has been tokenised with respect to sen-
tences, words, punctuation, and signs of syntac-
tic complexity. The word tokens in the input text
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Rule ID CEV-12
Sentence type Compound (coordination)
Match pattern A that [B] signCEV [C] .
Transform pattern A that [B]. A that [C].
Ex: input [Investigations showed]A that [the glass came from a car’s side window]B andCEV

[thousands of batches had been tampered with on five separate weekends]C .
Ex: output [Investigations showed]A that [the glass came from a car’s side window]B .

[Investigations showed]A that [thousands of batches had been tampered with on five
separate weekends]C .

Rule ID CEV-26
Sentence type Compound (coordination)
Match pattern A vCC B: “[C] signCEV [D]”.
Transform pattern A v B: “[C]”. A v B: “[D]”.
Ex: input [He]A added[]B : “[If I were with Devon and Cornwall police I’d be very interested in

the result of this case]C andCEV [I certainly expect them to renew their interest]D .”
Ex: output [He]A added[]B : “[If I were with Devon and Cornwall police I’d be very interested in

the result of this case]C .”
[He]A added[]B : “[I certainly expect them to renew their interest]D .”

Table 1: Patterns used to identify conjoined clauses.

have also been labelled with their parts of speech
and the signs have been labelled with their gram-
matical linking and bounding functions. The pat-
terns rely mainly on nine sign labels which delimit
clauses (*EV)3, noun phrases (*MN) and adjecti-
val phrases (*MA). These sign labels can signal
either coordinated conjoins (C*) or the start (SS*)
or end (ES*) of a constituent.

The first iterative process exploits patterns in-
tended to identify the conjoins of compound sen-
tences. The elements common to these patterns
are signs tagged as linking clauses in coordination
(label CEV). The second process exploits patterns
intended to identify relative clauses in complex
sentences. The elements common to these patterns
are signs tagged as being left boundaries of subor-
dinate clauses (label SSEV).

The identification of conjoint clauses depends
on accurate tagging of words with information
about their parts of speech and signs with informa-
tion about their general roles in indicating the left
or right boundaries of subordinate constituents.
The identification of subordinate clauses requires
more detailed information. In addition to the in-
formation required to identify clause conjoins, in-
formation about the specific functions of signs is
required. The simplification process is thus highly
dependent on the performance of the automatic
sign tagger.

Table 1 displays two patterns for identifying
conjoined clauses and Table 2 displays two pat-
terns for identifying subordinate clauses. In the

3In these example the * character is used to indicate any
sequence of characters, representing the bounding or linking
function of the sign.

tables, upper case letters denote contiguous se-
quences of text,4 the underbar denotes signs of
class CEV (in row Compound) and SSEV (in row
Complex). Verbs with clause complements are
denoted by vCC , while words of part of speech
X are denoted by wX . The symbol s is used
to denote additional signs of syntactic complex-
ity while v denotes words with verbal POS tags.
Words explicitly appearing in the input text are
italicised. Elements of the patterns representing
clause conjoins and subordinate clauses appear in
square brackets.

Each pattern is associated with a sentence
rewriting rule. A rule is applied on each itera-
tion of the algorithm. Sentences containing signs
which correspond to conjoint clauses are con-
verted into two strings which are identical to the
original save that, in one, the conjoint clause is
replaced by a single conjoin identified in the con-
joint while in the other, the identified conjoin is
omitted. Sentences containing signs which indi-
cate subordinate clauses are converted into two
new strings. One is identical to the original save
that the relative clause is deleted. The second is
automatically generated, and consists of the NP in
the matrix clause modified by the relative clause, a
conjugated copula, and the predication of the rela-
tive clause. Tables 1 and 2 give examples of trans-
formation rules for the given patterns. In total,
127 different rules were developed for the rewrit-
ing of complex sentences and 56 for the rewriting
of compound sentences.

4Note that these sequences of text may contain additional
signs tagged CEV or SSEV.
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Rule ID SSEV-61
Sentence type Complex (subordination)
Match pattern A s B [signSSEV C v D].
Transform pattern A s B. That C v D.
Ex: input [During the two-week trial, the jury heard how Thomas became a frequent visitor to

Roberts’s shop in the summer of 1997]A, [after meeting him through a friend]B [who
[lived near the shop,]C [described as a ”child magnet” by one officer]D .

Ex: output [During the two-week trial, the jury heard how Thomas became a frequent visitor to
Roberts’s shop in the summer of 1997]A, [after meeting him through a friend]B .
That friend [lived near the shop,]C [described as a ”child magnet” by one officer]D .

Rule ID SSEV-72
Sentence type Complex (subordination)
Match pattern [A wIN wDT * n {n|of}* signSSEV ] wV BD B {.|?|!}
Transform pattern N/A

Pattern SSEV-72 is used to prevent rewriting of complex sentences when the subordinate
clause is the argument of a clause complement verb. The result of this rule is to strip the
tag from the triggering sign of syntactic complexity

Ex: input [Eamon Reidy, 32,]A fled [across fields in Windsor Great Park after the crash[, the court
heard.]

Table 2: Patterns used to identify subordinate clauses.

4 Evaluation

The detection and classification of signs of syntac-
tic complexity can be evaluated via standard meth-
ods in LT based on comparing classifications made
by the system with classifications made by linguis-
tic experts. This evaluation is reported in (Dor-
nescu et al., 2013). Unfortunately, the evaluation
of the actual simplification process is difficult, as
there are no well established methods for measur-
ing its accuracy. Potential methodologies for eval-
uation include comparison of system output with
human simplification of a given text, analysis of
the post-editing effort required to convert an au-
tomatically simplified text into a suitable form for
end users, comparisons using experimental meth-
ods such as eye tracking and extrinsic evaluation
via NLP applications such as information extrac-
tion, all of which have weaknesses in terms of ad-
equacy and expense.

Due to the challenges posed by these previously
established methods, we decided that before we
employ them and evaluate the output of the sys-
tem as a whole, we focus first on the evaluation
of the accuracy of the two rule sets employed by
the syntactic processor. The evaluation method is
based on comparing sets of simplified sentences
derived from an original sentence by linguistic ex-
perts with sets derived by the method described in
Section 3.

4.1 The gold standard

Two gold standards were developed to support
evaluation of the two rule sets. Texts from the gen-
res of health, literature, and news were processed

by different versions of the syntactic simplifier. In
one case, the only rules activated in the syntac-
tic simplifier were those concerned with rewriting
compound sentences. In the second case, the only
rules activated were those concerned with rewrit-
ing complex sentences. The output of the two ver-
sions was corrected by a linguistic expert to ensure
that each generated sentence was grammatically
well-formed and consistent in meaning with the
original sentence. Sentences for which even man-
ual rewriting led to the generation of grammati-
cally well-formed sentences that were not consis-
tent in meaning with the originals were removed
from the test data. After filtering, the test data
contained nearly 1,500 sentences for use in eval-
uating rules to simplify of compound sentences,
and nearly 1,100 sentences in the set used in eval-
uating rules to simplify complex sentences. The
break down per genre/domain is given in Tables
3a and 3b.

The subset of sentences included in the gold
standard contained manually annotated informa-
tion about the signs of syntactic complexity. This
was done to enable reporting of the evaluation re-
sults in two modes: one in which the system con-
sults an oracle for classification of signs of syntac-
tic complexity and one in which the system con-
sults the output of the automatic sign tagger.

4.2 Evaluation results

Evaluation results are reported in terms of accu-
racy of the simplification process and the change
in readability of the generated sentences. Com-
putation of accuracy is based on the mean Leven-
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Text category
News Health Literature

#Compound sentences 698 325 418
Accuracy Oracle 0.758 0.612 0.246

Classifier 0.314 0.443 0.115
∆Flesch Oracle 11.1 8.2 15.3

Classifier 9.9 10.2 13.6
∆Avg. Oracle -12.58 -9.86 -16.69
Sent. Len. Classifier -13.08 -12.30 -16.79

(a) Evaluation of simplification of compound sentences

Text category
News Health Literature

#Complex sentences 369 335 379
Accuracy Oracle 0.452 0.292 0.475

Classifier 0.433 0.227 0.259
∆Flesch Oracle 2.5 0.8 2.3

Classifier 2.3 0.9 2.3
∆Avg. Oracle -2.96 -0.90 -2.80
Sent. Len. Classifier -2.80 -0.99 -2.11

(b) Evaluation of simplification of complex sentences

Table 3: Evaluation results for the two syntactic phenomena on three text genres

shtein similarity5 between the sentences generated
by the system and the most similar simplified sen-
tences verified by the linguistic expert. Once the
most similar sentence in the key has been found,
that element is no longer considered for the rest of
the simplified sentences in the system’s response
to the original. In this evaluation, sentences are
considered to be converted correctly if their LS >
0.95. The reason for setting such a high threshold
for the Levenshtein ratio is because the evaluation
method should only reward system responses that
match the gold standard almost perfectly save for a
few characters which could be caused by typos or
variations in the use of punctuation and spaces. A
sentence is considered successfully simplified, and
implicitly all the rules used in the process are con-
sidered correctly applied, when all the sentences
produced by the system are converted correctly ac-
cording to the gold standard. This evaluation ap-
proach may be considered too inflexible as it does
not take into consideration the fact that a sentence
can be simplified in several ways. However, the
purpose here is to evaluate the way in which sen-
tences are simplified using specific rules.

In order to calculate the readability of the gen-
erated sentences we initially used the Flesch score
(Flesch, 1949). However, our system changes the
text only by rewriting sentences into sequences of
simpler sentences and does not make any changes
at the lexical level. For this reason, any changes
observed in the Flesch score are due to changes
in the average sentence length. Therefore, for our
experiments we report both ∆Flesch score and
∆average sentence length.

The evaluation results are reported separately
for the three domains. In addition, the results are
calculated when the classes of the signs are de-

5Defined as 1 minus the ratio of Levenshtein distance be-
tween the two sentences to the length in characters of the
longest of the two sentences being compared.

rived from the manually annotated data (Oracle)
and from use of the automatic classifier (Classi-
fier).

Table 3a presents the accuracy of the rules im-
plemented to convert compound sentences into a
more accessible form. The row #Compound sen-
tences displays the number of sentences in the test
data that contain signs of conjoint clauses (signs
of class CEV). The results obtained are not unex-
pected. In all cases the accuracy of the simplifi-
cation rules is higher when the labels of signs are
assigned by the oracle. With the exception of the
health domain, the same pattern is observed when
∆Flesch is considered. The highest accuracy is
obtained on the news texts, then the health do-
main, and finally the literature domain. However,
despite significantly lower accuracy on the litera-
ture domain, the readability of the sentences from
the literature domain benefits most from the auto-
matic simplification. This can be noticed both in
the improved Flesch scores and reduced sentence
length.

Table 3b presents the accuracy of the rules
which simplify complex sentences. In this table,
#Complex sentences denotes the number of sen-
tences in the test data that contain relative clauses.
The rest of the measures are calculated in the same
way as in Table 3a. Inspection of the table shows
that, for the news and health domains, the accu-
racy of these simplification rules is significantly
lower than the simplification rules used for com-
pound sentences. Surprisingly, the rules work bet-
ter for the literature domain than for the others.
The improvement in the readability of texts from
the health domain is negligible, which can be ex-
plained by the poor performance of the simplifica-
tion rules on this domain.
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4.3 Error analysis

In order to have a better understanding of the per-
formance of the system, the performance of the
individual rules was also recorded. Tables 4 and 5
contain the most error prone trigger patterns for
conjoined and subordinate clauses respectively.
The statistics were derived from rules applied to
texts of all three categories of texts and the signs
of syntactic complexity were classified using an
oracle, in order to isolate the influence of the rules
in the system output. In this context, the accu-
racy with which the syntactic processor converts
sentences containing conjoint clauses into a more
accessible form is 0.577. The accuracy of this task
with regard to subordinate clauses is 0.411.

The most error-prone trigger patterns for con-
joined clauses are listed in Table 4, together with
information on the conjoin that they are intended
to detect (left or right), their error rate, and the
number of number of errors made. The same in-
formation is presented for the rules converting sen-
tences containing subordinate clauses in Table 5,
but in this case the patterns capture the subordina-
tion relations. In the patterns, words with partic-
ular parts of speech are denoted by the symbol w
with the relevant Penn Treebank tag appended as a
subscript. Verbs with clause complements are de-
noted vCC . Signs of syntactic complexity are de-
noted by the symbol s with the abbreviation of the
functional class appended as a subscript. Specific
words are printed in italics. In the patterns, the
clause coordinator is denoted ‘ ’ and upper case
letters are used to denote stretches of contiguous
text.

Rules CEV-25a and SSEV-78a are applied when
the input sentence triggers none of the other imple-
mented patterns. Errors of this type quantify the
number of sentences containing conjoint or subor-
dinate clauses that cannot be converted into a more
accessible form by rules included in the structural
complexity processor. Both rules have quite high
error rates, but these errors can only be addressed
via the addition of new rules or the adjustment of
already implemented rules.

SSEV-36a is a pattern used to prevent process-
ing of sentences that contain verbs with clause
complements. This pattern was introduced be-
cause using the sentence rewriting algorithm pro-
posed here to process sentences containing these
subordinate clauses would generate ungrammati-
cal output.

Table 5 contains only 4 items because for the
rest of the patterns the number of errors was less
than 3. A large number of these rules had an error
rate of 1 which motivated their deactivation. Un-
fortunately this did not lead to improved accuracy
of the overall conversion process.

5 Conclusions and future work

Error analysis revealed that fully automatic con-
version compound and complex sentences into a
more accessible form is quite unreliable, partic-
ularly for texts of the literature category. It was
noted that conversion of complex sentences into a
more accessible form is more difficult than con-
version of compound sentences. However, sub-
ordinate clauses are significantly more prevalent
than conjoint clauses in the training and testing
data collected so far.

The evaluation of the rule sets used in the con-
version of compound and complex sentences into
a more accessible form motivates further specific
development of the rule sets. This process in-
cludes deletion of rules that do not meet particu-
lar thresholds for accuracy and the development of
new rules to address cases where input sentences
fail to trigger any conversion rules (signalled by
activation of redundant rules CEV-25a and SSEV-
78a).

The results are disappointing given that the
syntactic simplification module presented in this
paper is expected to be integrated in a system
that makes texts more accessible for people with
autism. However, this simplification module will
be included in a post-editing environment for peo-
ple with ASD. In this setting, it may still prove
useful, despite its low accuracy.
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ID Conjoin Trigger pattern Error rate #Errors
CEV-24b B A B 0.131 59
CEV-24a A A B 0.119 54
CEV-12b A that C A that B C 0.595 25
CEV-25a NA NA 0.956 22
CEV-26a A vCCV B : “C” A vCC B : “C D” 0.213 16
CEV-26b A vCCV B : “D” A vCC B : “C D” 0.203 14

Table 4: Error rates for rules converting sentences with conjoint clauses

ID Matrix clause / subordinate clause Trigger pattern Error rate #Errors
SSEV-78a NA NA 0.517 45
SSEV-72a A , C w{verb} D A s B C w{verb} D 0.333 4
SSEV-36a NA A told w{noun|PRP|DT|IN} * B 0.117 4
SSEV-13b wVBN wIN (w{DT|PRP$|noun|CD}

|-|,)* w{noun} B
A wVBN wIN {w{DT|PRP$|noun|CD}
|-|,}* w{noun} B

1 3

Table 5: Error rates for rules converting sentences with subordinate clauses
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Orăsan. 2013. A Tagging Approach to Identify
Complex Constituents for Text Simplification. In
Proceedings of Recent Advances in Natural Lan-
guage Processing, pages 221 – 229, Hissar, Bul-
garia.

Richard Evans and Constantin Orasan. 2013. Annotat-
ing signs of syntactic complexity to support sentence
simplification. In I. Habernal and V. Matousek, edi-
tors, Text, Speech and Dialogue. Proceedings of the
16th International Conference TSD 2013, pages 92–
104. Springer, Plzen, Czech Republic.

R. Evans. 2011. Comparing methods for the syn-
tactic simplification of sentences in information ex-
traction. Literary and Linguistic Computing, 26
(4):371–388.

R. Flesch. 1949. The art of readable writing. Harper,
New York.

Laurie Gerber and Eduard H. Hovy. 1998. Improving
translation quality by manipulating sentence length.
In David Farwell, Laurie Gerber, and Eduard H.
Hovy, editors, AMTA, volume 1529 of Lecture Notes
in Computer Science, pages 448–460. Springer.

M. A. Just, P. A. Carpenter, and K. R. Thulborn. 1996.
Brain activation modulated by sentence comprehen-
sion. Science, 274:114–116.

S. T. Kover, E. Haebig, A. Oakes, A. McDuffie, R. J.
Hagerman, and L. Abbeduto. 2012. Syntactic com-
prehension in boys with autism spectrum disorders:
Evidence from specific constructions. In Proceed-
ings of the 2012 International Meeting for Autism
Research, Athens, Greece. International Society for
Autism Research.

J. Levy, E. Hoover, G. Waters, S. Kiran, D. Caplan,
A. Berardino, and C. Sandberg. 2012. Effects of
syntactic complexity, semantic reversibility, and ex-
plicitness on discourse comprehension in persons
with aphasia and in healthy controls. American
Journal of Speech–Language Pathology, 21(2):154
– 165.
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