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1 Introduction

Abstract

Transliteration is a process of transcribing
a word of the source language into the tar-
get language such that when the native
speaker of the target language pronounces
it, it sounds as the native pronunciation of
the source word. Statistical techniques
have brought significant advances and
have made real progress in various fields
of Natural Language Processing (NLP). In
this paper, we have analysed the applica-
tion of Statistical Machine Translation
(SMT) for solving the problem of Urdu
Hindi transliteration using a parallel lexi-
con. We have designed total 24 Statistical
Transliteration (ST) systems by combin-

Hindi is the national language of India. Urdu is
the national language of Pakistan and is also one
of the official languages of India. Urdu and Hin-
di are also considered as two dialects of the same
language, called ‘Hindustani’ (Platts 1909), be-
cause of their common grammatical and linguis-
tic structure (Rai 2000; Khan 2006). In the words
of (Rai 2000), “One man’s Hindi is another
man’s Urdu”. In addition to the lexical differ-
ences, the other main difference between Urdu
and Hindi is their writing systems. Urdu is writ-
ten in a derived Persio-Arabic script and Hindi is
written in the Devanagari script. Whether Hindi
and Urdu are two different languages or not, they
jointly represent the 2™ largest population of the
world, including 1% and 2™ language speakers,
after Chinese. This is shown in Table 1 (all fig-
ures are in millions).

ing different types of alignments, transla- Native 2nd Language Total
tion models and target language models. Speakers Speakers

We have performed total 576 experiments Hindi 366.00 487.00 853.00
and have reported significant results. Urdu 60.29 104.00 164.29
From Hindi—to—Urdu transliteration, we Total 426.29 591.00 | 1,017.29

have achieved the maximum word-level
accuracy of 71.5%. From Urdu—to—Hindi
transliteration, the maximum word-level
accuracy is 77.8% when the input Urdu
text contains all necessary diacritical
marks and 77% when the input Urdu text
does not contain all necessary diacritical
marks. At character-level, transliteration
accuracy is more than 90% in both direc-
tions.
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Table 1: Size of Urdu and Hindi (Rahman 2004;
Lewis 2009)

Empiricism was a prominent trend in compu-
tational linguistics in the 1940s and 50s. This
trend was discouraged by Chomsky’s claim that
statistical approaches will always suffer from
data scarcity and as a result radical approaches
were more dominant for more than a decade.
Empiricism re-emerged with the successful use
of probabilistic models and Hidden Markov
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Model (HMM) by the speech recognition group
at CMU (Harpy system) and IBM in the 1970s
(Rabiner and Juang 1986; Rabinder 1989). Sta-
tistical approaches have brought significant ad-
vances and have made real progress in various
fields of Natural Language Processing (NLP),
like word sense disambiguation, POS tagging,
information retrieval and especially Statistical
Machine Translation (SMT) (Brown et al. 1990;
Brown et al. 1993; Koehn et al. 2007; Lopez
2008; Koehn 2010), where the sense of real pro-
gress is the most visible on Internet. Statistical
approaches are data-driven, and the sparsity of
data is indeed a major problem for Statistical
language processing, especially for under-
resourced languages or language pairs.

Transliteration is a process of transcribing a
word of the source language into the target lan-
guage such that when the native speaker of the
target language pronounces it, it sounds as the
native pronunciation of the source word. Statisti-
cal approaches, especially SMT, are getting at-
tention of researchers for solving the problems of
transliteration (Knight and Graehl 1997; Lee and
Choi. 1998; Stall and Knight 1998; Al-Onaizan
and Knight 2002; AbdulJaleel and Larkey 2003;
Li, Zhang and Su 2004; Ekbal, Naskar and
Bandyopadhyay 2006; Finch and Sumita 2009;
Kirschenbaum and Wintner 2009; Malik et al.
2009; Nabende 2009; Durrani et al. 2010). Malik
et al. (2009) used a hybrid transliteration model
for Urdu—to—Hindi transliteration. They replaced
the translation model of the classical SMT by a
rule-based non-deterministic transducer and used
the Hindi language model to select the best trans-
literation. They reported an accuracy of 79.1%.
Durrani et al. (2010) used a conditional probabil-
ity model (M1) and a joint probability model
(M2) for Hindi—to—Urdu translation. They incor-
porated their character-based transliteration
model learnt from Urdu — Hindi parallel word list
into Models M1 and M2. They reported very low
BLUE scores of 19.35 and 18.34 for models M1
and M2 respectively.

We have developed statistical models for solv-
ing the problem of Urdu <> Hindi transliteration
(bidirectional) using an Urdu — Hindi parallel
word list resource, extracted from the data of a
dictionary of Urdu, classical Hindi and English
(Platts 1884) ', digitized under the project “Digi-
tal South Asian Library” at University of Chica-
go, USA” and Center for Research Libraries.

1 http://dsal.uchicago.edu/dictionaries/platts/

2 http://dsal.uchicago.edu/

In this paper, we have discussed our training
data, the Urdu — Hindi parallel lexicon in Section
2. Various components of Statistical Translitera-
tion (ST) systems like data alignment techniques,
transliteration models and target language mod-
els are discussed in Section 3. 24 ST systems for
Urdu — Hindi transliteration are described in Sec-
tion 4. In Section 5, we have described the exper-
imental setup and discussed the results of our
tests. Finally the conclusion of the paper is given.

2 Training Data

Urdu — Hindi is an under-resourced language
pair. The Digital South Asian Library (DSAL)
has digitized “A Dictionary of Urdu, classical
Hindi and English” (Platts 1884). The originally
published dictionary includes the Urdu/Persio-
Arabic transcriptions of all word entries, while it
contains Hindi/Devanagari transcriptions only
for words that are not of Persio-Arabic origin.
The original DSAL dictionary data that we re-
ceived in March 2007, did not contain the Urdu
word transcriptions in the Persio-Arabic script,
instead it contained their Roman transcriptions®.
Two sample entries in the original DSAL’s dic-
tionary data are shown in Figure 1. We are par-
ticularly interested by the highlighted areas of
these entries.

<div2 type="article"
id="abadi"><head><hi>abadi</hi></head><p><p>P
<pa>abadi</pa> <i>abadi</i>, s.f. Inhabited spot or place; colo-
ny; population, number of inhabitants; cultivated
place;cultivation; the part of a village lands brought under culti-
vation; increased assessment (=<i>beshi</i>); prosperity; stateof
comfort; happiness, joy, pleasure.</p></div2>

<div2 type="article" id="3dR_abar"><head><hi>31dX
abar</hi></head><p><p>H <pa>abar</pa> 37§X <i>abar</i>
[S. 37@R], s.m. This side, the nearbank of a river.</p></div2>
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Figure 1: Sample entries in the DSAL dictionary

The silver highlighting (‘id=") contains only
the Roman transcription instead of the Urdu tran-
scription of the word entry (I* sample entry),
when the word is of Persio-Arabic origin, other-
wise it contains the Hindi/Devanagari transcrip-
tion ‘ ’ Roman transcription for the word entry
(2™ sample entry). Each word entry has ‘hi’ and
‘pa’ tags for Hindi/Devanagari and Urd/Persio-
Arabic transcriptions respectively. The format of
the data is not strictly XML-based, but contains
certain tags like ‘hi’ and ‘pa’.

From this raw data, we extracted the Roman
transcription and its Hindi/Devanagari transcrip-

3 http://www.crl.edu/
4The current online version contains Urdu/Persio-Arabic tran-
scription, updated in August, 2008.




tion (if present) for each word entry. After an
exhaustive analysis of the extracted Roman tran-
scriptions, we built a finite-state transducer that
can convert these Roman transcriptions into the
Urdu/Persio-Arabic and Hindi/Devanagari (if not
existed) transcriptions. In this way, we developed
an Urdu — Hindi parallel lexicon containing total
55,253 words. We used 50,000 Urdu — Hindi
parallel words as training data to build our statis-
tical transliteration models for Urdu — Hindi ma-
chine transliteration. The remaining 5,253 Urdu
— Hindi parallel words were used for testing and
tuning purposes.

3  Statistical Transliteration (ST)

Following the classical Statistical Machine
Translation (SMT) techniques, first we develop
alignments between the parallel data. The only
difference between a classical SMT system and
our Statistical Transliteration (ST) system is the
parallel data. In SMT, the parallel data consist of
parallel sentences; In ST, it consists of parallel
words. Examples of Urdu — Hindi parallel words
are shown in Table 2 with their International
Phonetic Alphabet (IPA) transcriptions and Eng-
lish glosses.

Urdu Urdu
R with without .
Hindi diacrit- | diacrit- IPA English
ics ics
3T o Ul | abba Father
ECCIEH g3 ¢34 | balax Conveying
ST B L ybalana | To boil
s o ol | halis Devil
3TITET ol 08l | abMagepa | Unfortunat
- n e
e daoil Ji) | oprael April
3T L3 2! | atftfa Good
Table 2: Sample Urdu — Hindi parallel lexical
entries

The Urdu words that we have generated from
the Roman transcriptions from the DSAL
dictionary data contain all required diacritical
marks, clearly shown in Table 2. Diacritical
marks are the back bone of the Urdu vowel
system and they are mandatory for the correct
pronunciation of an Urdu word, as well as Urdu
computational linguistics (Zia 1999). Like in
Arabic, diacritical marks are sparingly used in
written Urdu (Zia 1999). To model this
unfortunate situation, we developed another

Urdu — Hindi parallel lexicon by removing all
diacritics from the fully diacritized Urdu words,
also shown in Table 2. In this way, we developed
two types of Hindi — Urdu parallel data.

From these parallel Urdu — Hindi entries, we
developed two types of alignments. Secondly, we
developed transliteration models based on the
alignments and language models based on
monolingual Urdu and Hindi corpus. Finally, we
joined these models to perform Urdu <> Hindi
bidirectional transliteration.

3.1

We developed two types of alignments that are
discussed in the following two sections:

Alignments

3.11

We can align the data at character-level by
considering each Hindi — Urdu parallel word pair
as a parallel sentence pair like classical SMT and
each character in the parallel entry as a word. For
character alignments, a space is introduced after
each character in the Urdu (whether diacritized
or not) and Hindi words in Urdu — Hindi parallel
lexicons. Table 3 shows sample Urdu — Hindi
parallel data for character alignments.

Character alignments

Hindi Urdu with Urdu without
diacritics diacritics

¥dod 1o la!
g T gldeo! gldal
ST T Tolded) Told el
o

sgaNE wsodoo) sedal
A H TS oecSlagd) oeeSlagl
g

3-TLT\T5\ Jedobqd) Jdeoe!
of

i s 1Gag o) laz)
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Table 3: Sample Urdu — Hindi parallel data for
character alignment

From these two types of Urdu — Hindi parallel
data, we developed two types of character
alignments using GIZA++ (Och and Ney 2003)
in both directions:

e Hindi and Urdu with diacritics character
alignment,

Hindi and Urdu without
character alignment.

diacritics




3.1.2

Alignment plays a critical role in SMT (Fraser
and Marcu 2007; Kumar, Och and Macherey
2007; Huang 2009). The quality of parallel data
and the word alignment have a significant impact
on learning the translation model and
consequently on the quality of the SMT system
(Fraser and Marcu 2007; Huang 2009). It is
always better do an analysis of the alignment and
correct the alignment errors to reduce the
Alignment Error Rate (AER).

We also analyzed the alignments produced by
GIZA++. We found that we can improve our
alignments to reduce the AER. The incorrect
alignments are highlighted in Table 4 (below)
that shows Hindi to Urdu with diacritics
alignments of our sample words of Table 3.

The vowel representation in Urdu/Persio-
Arabic script is highly complex and context-
sensitive (Hussain 2004; Malik, Boitet and
Bhattacharyya 2008; Malik et al. 2009). This
highly complex and contextual representation
leads to wrong character alignments, highlighted
in Table 4. In the second row of Table 4, the
Hindi vowel g [1] is aligned with ALEF (!) and

ZER (») is aligned to NULL. The alignment is
not completely incorrect, but the vowel $ [1] must
be aligned with both ALEF (') and ZER (2).
Similarly, the Hindi vowel 3 [v] must be aligned
with ALEF (') and PESH (%) in the third row. In
these examples, one character in Hindi must be
aligned with a sequence of characters in Urdu.
Interestingly, we have observed that GIZA++
correctly aligns such cases for Urdu (with or
without diacritics) to Hindi alignments.

Cluster alignments

# Sentence pair (167) source length 9 target length
7 alignment score : 3.20243e-05

HHTASTA
NULL([) D (4D S@3D'@D2(2D=(1]D!
7DoD [6D =5

# Sentence pair (464) source length 6 target length
6 alignment score : 7.74271e-06

FToTdd
NULL ([ (5D (@3De(4Do(2D<=(1D!
6D

# Sentence pair (1183) source length 5 target
length 5 alignment score : 3.13657e-05

HTCT T
NULL([D5D'@3D ([4D2(2De(1D'D

Table 4: Character alignment examples from
Hindi to Urdu with diacritics

All such vowel alignments can be improved
by clustering the specific sequences of characters
in the Urdu side.

In the case of consonants, we also observe a
few alignment problems. In Urdu, gemination of
a consonant is marked with a SHADDA (&),
while in Hindi, it is written as a conjunct form.
The highlighted alignments of the first row of
Table 4 align the Hindi characters & [b] and «
with the Urdu characters BEH (<) and SHADDA
(&) respectively. Again this alignment is not
completely wrong, but this geminated consonant
alignment problem is more evident for Urdu to
Hindi alignment where a Hindi consonant is
aligned with NULL. An example of Urdu to
Hindi alignment is shown in Table 5. This prob-
lem can be resolved by clustering the gemination
representations both in Urdu and Hindi.

# Sentence pair (6) source length 4 target length 5
alignment score : 1.70006e-05

ATl
NULL([D5D'(3D ([42D=(1D'])

# Sentence pair (754) source length 9 target length 10
alignment score : 8.0263e-13

Tola @)
NULL([9Dg(12Da(3Da4DaqD=(sn%
fenar((7D= (8 ([10])

# Sentence pair (114) source length 6 target length
5 alignment score : 0.00032306

EEIGEE K]
NULL([D De4D'I3DJdA2h=UDe(1D!
51

# Sentence pair (115) source length 7 target length
6 alignment score : 0.000154595

EERKEE K K]

NULL([D) Do@4D'@3DJq2h=aAneq1n!
6D'([5]

# Sentence pair (128) source length 7 target length
5 alignment score : 5.58545e-05

STTNH
NULL([)) De Do @3Dd@2h<ADo@1D!
5D (4]
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Table 5. Gemination alignment from Urdu to
Hindi

We also observe alignment problems for
aspirated  consonants because they are
represented by a sequence of characters in Urdu
and by either a single character or a sequence of
characters in Hindi. For Hindi to Urdu
alignment, this problem is highlighted in row 5
and 7 of Table 4. For Urdu to Hindi alignment,
an example is shown in Table 6.




# Sentence pair (1183) source length 5 target length 5
alignment score : 8.57561e-05
| "a Id |

NULL (D3 (1DFA2D 2D s34 =151

Table 6. Aspirated consonant alignment from
Urdu to Hindi

All these problems increase the AER. Thus we
decided to cluster certain character sequences in
Urdu — Hindi parallel lexical entries to enhance
the alignments and consequently transliteration
between Urdu and Hindi. For clustering, we
developed finite-state transducers that generate
Urdu Hindi clustered parallel lexicons.
Clustered Urdu — Hindi parallel lexicons for our
sample data of Table 2 with IPAs are shown in

]I\;ULL([])5])&([4])‘([3])d([Z])@([l])l

# Sentence pair (115) source length 6 target
length 6 alignment score : 0.0373352

Il aTod ol

NULL ([]) 5D o @4 D! (3D d (2]~ [
6D'(1)

# Sentence pair (128) source length 5 target
length 5 alignment score : 0.0430949

sTANT
EI]J)LL([]) Do 4De(3DJd( 2D = (ETD!

# Sentence pair (167) source length 8 target
length 7 alignment score : 0.000313045

Table 7. S AFACTITSTA
Urdu Urdu NULL([D 5De(4D=I3D'I2D= (1D
Hindi with IPA without IPA 7Do(D qgedD<dD
diacritics diacritics # Sentence pair (464) source length 5 target
3sq '<llabba '<lleba length 6 alignment score : 1.71945e-05
sgaor | &'de!iblax ¢1delablax 6 [FTaTde
a NULL([3]) DJM@SDE(4D o2 <=C1D!
ITaal 1o'dwilublan loldellablana 6]) -
a # Sentence pair (754) source length 8 target
of T length 7 alignment score : 0.000371183
s | »edeliblis wsd<llables 7| scdfwmardaT
| NULL ([]) 51" ([ 4 D= (3] o (F2DE [T
N U< |epan pan # Sentence pair (1183) source length 3 target
e _ length 3 alignment score : 0.0207299
HTo Jusu'@leprel Jsoellaprel 8 T T
o i NULL([3D'@2P= (1D 'D
HTE ol e la " a lex!lota Table 8: Sample Urdu - Hindi cluster alignments

Table 7: Sample clustered Urdu — Hindi lexical
entries

Using these clustered Urdu — Hindi parallel
lexical entries, we developed two types of cluster
alignments using GIZA++ in both directions:

e Hindi and Urdu with diacritics cluster
alignments

e Hindi and Urdu without diacritics cluster
alignments

All the alignments problem discussed above
are solved in cluster alignments as shown in Ta-
ble 8.

# Sentence pair (6) source length 3 target
length 3 alignment score : 0.0214204

Aed ol
NULL ([D3]D'(2D=([(1D'D

# Sentence pair (114) source length 5 target
length 5 alignment score : 0.0942275

GRSk

47

These better cluster alignments will turn out to
help to learn a better quality transliteration model
and to enhance the quality of our Urdu <> Hindi
transliterations.

3.2 Transliteration/Translation Models

Based on the character and cluster alignments,

we developed 8 Urdu — Hindi transliteration

models (or translation models of classical SMT)

using the Moses toolkit (Koehn et al. 2007).

1. M1: learned from Hindi to Urdu with
diacritics character alignment

2. M2: learned from Hindi to Urdu without
diacritics character alignment

3. M3: learned from Hindi to Urdu with
diacritics cluster alignment

4. M4: learned from Hindi to Urdu without
diacritics cluster alignment

5. Mb5: learned from Urdu with diacritics to

Hindi character alignment




6. MBG6: learned from Urdu without diacritics to
Hindi character alignment

7. MT: learned from Urdu with diacritics to
Hindi cluster alignment

8. MB8: learned from Urdu without diacritics to

Hindi cluster alignment

For developing these transliteration models,
we used the training script ‘train-factored-
phrase-model.perl” with options ‘grow-diag-
final’ and ‘msd-bidirectional-fe’ (default options)
for alignment and re-ordering respectively, to
learn these models from different type of
alignments.

3.3

A target language model P(e) is a probabilistic
model that scores the well-formedness of
different translation solutions produced by the
translation model (Koehn, Och and Marcu 2003;
Zens and Ney 2003; Och and Ney 2004; Al-
Onaizan and Papineni 2006). It generates a
probability distribution over possible sequences
of words and computes the probability of
producing a given word wy given all the words
that precede it in the sentence (Al-Onaizan and
Papineni 2006). We developed multiple target
language models depending on the type of
alignments used in the transliteration models and
the target language. We broadly categorize them
into word language models and sentence
language models, discussed below.

3.3.1 Word Language Models (WLM)

A word language model is a 6-gram statistical
model that gives a probability distribution over
possible sequences of characters and computes
the probability of producing a given character or
cluster C1, given the 5 characters or clusters that
precede it in the word. We developed Hindi —
Urdu parallel lexicons for learning the various
Hind — Urdu alignments and transliteration
models. The target side words of the parallel
lexicons are used to generate word language
models using the SRILM freeware ° . For
example, we developed Urdu Word Language
Models with Diacritics from our character and
clustered Urdu words with diacritics, and used
them as target language models with the
corresponding transliteration model. We thus
developed total 6 different word language
models, 2 for Hindi (character-based & cluster-
based) and 4 for Urdu.

Target Language Models

5 http://www.speech.sri.com/projects/srilm/
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3.3.2 Sentence Language Models (SLM)

Similarly to a word language model, a sentence
language model is also a 6-gram statistical model
that computes the probability of producing a
given character or cluster Cl, given the 5
characters or clusters that precede it in the
sentence. The Urdu — Hindi pair is an under-
resourced pair, but there exist some monolingual
corpora for both Urdu and Hindi.

For Hindi, a Hindi corpus of more than 3
million words is freely available at the “Resource
Center for Indian Language Technology
Solutions” of the Indian Institute of Technology
Bombay (IITB)’. We processed this Hindi corpus
and extracted a Hindi sentence corpus that
contains one sentence per line, for a total of
173,087 Hindi sentences. From it, we developed
a character-level Hindi corpus by introducing a
space after each character and a cluster-level
Hindi corpus by applying our Hindi clustering
finite-state transducer on the character-level
Hindi corpus. These two character-level and
cluster-level Hindi corpora were used to develop
character-level and cluster-level Hindi Sentence
Language Models using the SRILM toolkit.

A monolingual Urdu corpus (Reference #
ELRA-WO0037) of more than 2 million words is

also available from the “Evaluations and
Language Resources Distribution Agency”
(ELRA/ELDA)’. This corpus was developed

under the EMILLE ® project of Lancaster
University, UK. Like the Hindi corpus, we
processed this Urdu corpus and extracted from it
an Urdu sentence corpus. It contains a total of
127,685 sentences. We developed a character-
level and cluster-level Urdu corpus by
introducing a space after each character and then
by applying clustering. Finally, we developed
character-level and cluster-level Urdu Sentence
Language Models using the SRILM toolkit.

Similar to word language model, We have
developed total 6 sentence language models, 2
for Hindi and 4 for Urdu. Another set of 6 target
language models are developed by combining the
corresponding word and sentence language
models.

4  Statistical Transliteration Systems

We have developed total 8 transliteration
models, 4 for Hindi—to—Urdu and 4 for Urdu—to—
Hindi transliteration. We have also developed 18

6 http://www.cfiltiitb.ac.in/
7 http://www.elda.org/
8 http://www.emille.lancs.ac.uk/index.php
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Input

Hindi
Input

Hindi
Input

Hindi
Input

target side language models. By combining these
transliteration and target language models, we
have developed total 24 Urdu<>Hindi statistical
transliteration systems, 12 for Hindi—to—Urdu
and 12 for Urdu—to—Hindi transliteration.

For Hindi-to—Urdu transliteration, we have
built 4 translation models based on different
Hindi-Urdu alignments and & Urdu target
language models, discussed above. In the Moses
toolkit, we can direct the SMT system to use
multiple target language models. Thus we built 4
other target language models by combining our
Urdu (with or without diacritics) word language
models (character and cluster level) and Urdu
sentence language models (character and cluster
level). Hindi—to—Urdu statistical transliteration
systems are shown in Figure 2.

> Character-based Urdu
M1 Urdu WLM with Output
(learned
fromHindi to > Character-based Urdu
Urdu with Urdu SLM with dia- Output
diacritics Combined | Urd
ombined language rdu
character
> model of above two Output
Character-based Urdu
M2 >
Urdu WLM without Output
(learned from
Hi'ndi to U'rdu N Character-based Urdu Urdu
without dia- SLM without diacrit- Output
critics charac-
ter alignment) | Combined language Urdu
model of above two Output
Cluster-based Urdu Urdu
.’
m3 WLM with diacritics Output
(learned from
Hindi to Urdu N Cluster-based Urdu Urdu
with diacritics SLM with diacritics Output
cluster align-
ment) L Combined language Urdu
model of above two Output
Ma N Cluster—‘based UArdu‘ Urdu
WLM without diacrit- Output
(learned from
Hindi to Urdu | Cluster-based Urdu Urdu
without dia- SLM without diacrit- Output
critics cluster
alignment) N Combined language Urdu
model of above two Output
Figure 2: Hindi—to—Urdu Statistical

Transliteration (ST) systems

We developed an Urdu — Hindi parallel
lexicon containing total 55,253 words. 50,000
words were used to develop transliteration
models and 2,500 for tuning each transliteration
model. The remaining 2,753 Urdu — Hindi paral-
lel words were used as Test Set 1 for testing pur-
poses.
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We also built 12 statistical transliteration sys-
tems for Urdu—to—Hindi transliteration. We de-
veloped 4 transliteration models based on differ-
ent Urdu-Hindi alignments and 4 Hindi target
language models. As for Hindi—to—Urdu translit-
eration, we combined Hindi word language
model and Hindi sentence language model. Fig-

M5 N Character-based Hindi Hindi
Urdu (learned from WLM Output
In ut-> Urdu with T o
p diacritics to N Character-based Hindi Hindi
Hindi charac- SLM Output
ter align- N Combined language mod- Hindi
ment) el of above two models Output
M6 N Character-based Hindi Hindi
Urdu (learned from WLM Output
Input U‘rdu-vylthout Character-based Hindi Hindi
diacritics to > SLM Outout
Hindi charac- P
ter align- N Combined language model - Hindi
ment) of above two models Output
M7 Cluster-based Hindi Hindi
> WLM (o}
(learned from utput
Urdu N :J'rdu.thh Cluster-based Hindi Hindi
Input |.acr.|t|cs to SLM Output
Hindi cluster
alignment) Combined language mod- Hindi
el of above two models Output
M8 N Cluster-based Hindi p Hindi
(learned from WLM Output
Urdu Urdu without
Input I Cluster-based Hindi Hindi
diacritics to L LM S utout
Hindi cluster pu
alignment) | Combined language mod- Hindi
el of above two models Output

ure 3 shows different Urdu—to—Hindi statistical
transliteration models.

Figure 3: Figure 3: Urdu-to—Hindi Statistical
Transliteration (ST) systems

5 Experiments and Results

Urdu — Hindi transliteration models are learnt
from Urdu — Hindi parallel lexicons, thus the
input to these Statistical Transliteration (ST)
systems must be a word and not a running text or
a sentence. The Hindi or Urdu input text is pre-
processed to generate a list of Hindi or Urdu
words before feeding it to the ST systems. The
output of the ST systems is then post-processed
to generate the final Urdu or Hindi output text.

5.1 Test Sets

We developed three Urdu — Hindi test sets. Test
Set 1 contains 2,753 Hindi—Urdu parallel words.



Test Set 2 contains 200 sentences (4,281
words) of Hindi origin that were extracted at
random from a Hindi corpus of more than 3
million words. It is a common practice in the
Hindi community to use the characters & [k], @

[k"], 77 [g], & [ds], 5 [d], & [d"] and W [p] instead of
the characters & [q], & [x], T [v], &7 [z], 3 [1]. &
[("] and & [f] respectively, due to their shape

similarities. In Test Set 2, the extracted Hindi
sentences were edited and corrected for these
typographical errors. Then, we translated the
extracted Hindi sentences into Urdu by using an
online Hindi—Urdu transliteration system’. These
translated Urdu sentences were post-edited to
remove errors, and all necessary diacritical
marks were introduced in the Urdu text.
Diacritical marks are vital for Urdu to Hindi
transliteration, but they are sparingly used by
people in writing. To compute the performance
of our ST systems in this unfortunate but real
situation, we developed another Urdu test data by
removing the diacritical marks from the post-
edited 200 Urdu sentences. These Hindi and
Urdu (with and without diacritics) data served as
input to our ST systems as well as an output
reference for the automatic transliteration
evaluations

Test Set 3 contains 226 sentences (4,632
words) of Urdu origin that were extracted at
random from the Urdu corpus of more than 2
million words. To build Test Set 3, we first
edited the extracted Urdu sentences for any error
and restored the missing but necessary diacritics.
We also developed a new Urdu test data without
diacritics by removing all diacritical marks from
the edited Urdu sentences. Then the edited Urdu
sentences with diacritics were translated into
Hindi wusing online an Urdu Hindi
transliteration system. The translated Hindi
sentences were then post-edited for any error.
These data are also used both as an input as well
as a reference output.
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We experimented with 12 Hindi-to—Urdu and 12
Urdu—to—Hindi ST systems. Each ST system was
tuned with 2,500 Urdu — Hindi parallel words
using the Moses ‘mert-moses.pl” script. Thus we
have another set of 24 ST systems with tuning
and it raises the total number of ST systems to
48. During the application of these ST systems
on our difference test sets, we also varied the re-

Experiments

9 http://www.sanlp.org/HUMT /index.html
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ordering parameter to analyse its effect on Urdu
— Hindi ST systems. Again, this parameter varia-
variation doubled the total number of our ST
systems, from 48 to 96.

For Hindi—to-Urdu transliteration, we
performed 96 experiments for each test set, that
is in total 288 experiments. Each Urdu output
was then post-processed (diacritics were
removed) to compare it with Urdu references
with and without diacritics.

For Urdu-to-Hindi transliteration, we have
two types of inputs, with and without diacritics.
Again, we conducted 288 Urdu—to—Hindi
transliteration experiments, from which we
computed character-level, word-level and
sentence level accuracies.

5.3 Results and Discussion

Due to space limitation, we will only report
and discuss the results of particular interest. We
subdivide the results for each test set by the
transliteration model, the alignment strategy, and
the type of input/output data, because it is
difficult to present all results in only one large
table.

5.3.1 Hindi-to-Urdu transliteration results

Table 9 shows all the results of ST systems for
Hindi—to-Urdu transliteration of transliteraiton
models M1 and M2 for Test Set 2. The best
results for M1 are 71.5% and 5.5% at the word-
level and the sentence level respectively, shown
in bold in the upper grid of Table 9. The best
result at word-level and sentence level are
produced by the ST systems M1-Urdu SLM+
WLM-WD-No-Reordering and M1-Urdu SLM-
No-Reordering respectively.



Sentence Accuracy | Word accuracy | Character accuracy
SMT Model default| Processed |default|processed |default| processed
output | output |output| output |output| output
M1-Urdu WLM-WD-With-Reordering 0.5% 3% 261% | 65.7% | 89.1% 93.3%
M1-Urdu WLM-WD-No-Reordering 0.5% 3% 261% | 65.7% |89.1% 93.3%
M1-Urdu WLM-WD-Tuned-With- 1% 3% | 344% | 629% |88.7% | 92.7%
Reordering
M1-Urdu WLM-WD-Tuned-No-Reordering| 1% 3% 34.4% 62.9% 88.7% 92.7%
M1-Urdu SLM-WD-With-Reordering 1% 4% 48.9% 62.2% 84.9% 92.2%
M1-Urdu SLM-WD-No-Reordering 1% 5.5% 49.7% 64.2% 85.8% 93.3%
M1-Urdu SLM-WD-Tuned-With-
0, 0 0 0 0 0
Reordering 0.5% 3.5% 34.2% 63.3% 88.6% 92.6%
M1-Urdu SLM-WD-Tuned-No-Reordering | 0.5% 3.5% 34.2% 63.3% 88.6% 92.6%
M1-Urdu SLM+WLM-WD-With-
0, 0, 0, 0, 0, 0,
Reordering 1% 4.5% 50.5% 70.9% 89.0% 94.3%
M1-Urdu SLM+WLM-WD -No-Reordering 1% 4.5% 50.8% | 71.5% | 89.2% 94.5%
gu-umg SLM+WLM-WD -Tuned-With- 1% 3% 339% | 627% |88.6% | 92.6%
eordering
M1-Urdu SLM+WLM-WD -Tuned-No- 1% 3% 33.9% | 62.7% |88.6% | 92.6%
Reordering
M2-Urdu WLM-WOD-With-Reordering 3% 3% 63.6% 63.6% 93.3% 93.3%
M2-Urdu WLM-WOD-No-Reordering 3% 3% 63.6% 63.6% 93.3% 93.3%
M2-Urdu WLM-WOD-Tuned-With- 3% 3% | 648% | 648% |92.6% | 92.6%
Reordering
M2-Urdu WLM-WOD-Tuned-No- 3% 3% | 648% | 648% |92.6% | 92.6%
Reordering
M2-Urdu SLM-WOD-With-Reordering 5.5% 5.5% 63.2% | 63.2% |92.9% 92.9%
M2-Urdu SLM-WOD-No-Reordering 5.5% 5.5% 63.8% | 63.8% |93.5% 93.5%
M2-Urdu SLM-WOD-Tuned-With- 35% | 35% | 648% | 648% |928% | 92.8%
Reordering
M2-Urdu SLM-WOD-Tuned-No- 35% | 35% | 648% | 648% |928% | 92.8%
Reordering
M2-Urdu SLM+WLM-WOD-With- 5% 5%  |68.5%| 68.5% |93.7%| 93.7%
Reordering
M2-Urdu SLM+WLM-WOD -No- 5% 5%  |68.5%| 68.5% |93.7%| 93.7%
Reordering
M2-Urdu SLM+WLM-WOD -Tuned-With- | 5, 3% 64.8% | 648% |92.7% | 92.7%
Reordering
M2-Urdu SLM+WLM-WOD -Tuned-No- 3% 3% 64.8% | 648% |92.7% | 92.7%
Reordering

Table 9: Test Set 2 results of Hindi—to—Urdu ST systems (character alignments

Abbreviation: SLM = sentence language model, WLM = word language model, WD = with diacritics,

WOD = without diacritics.
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The best results for the ST systems, developed
from M2 are 68.5% and 5.5% at word-level and
sentence-level, respectively, shown in bold in the
lower grid of Table 9. In this case also, the best
results at word-level and sentence-level are
produced by different ST systems.

Figure 4 shows a sample Hindi source text
from Test set 2 of Hindi origin.

HRAT FiEpicish WRTE ST aceards Hendil & & 7
Golelcaeh A U9 d61 Sl , 3 &1 faegmeags
gfasrgEs @ & 3 39 & 9 6T WER &
TEpfafasmer & reger & o o 39 1 FR FTIRIE H
W E

$H 9 W HE FA §U AT W ARA & IHeeRkeaa
e Trael 3R oA & iy aesfas Aifa &
faor 1 eTfica @ & 59 &9 A7 Ol WA Ao
I § S HIRTe |, Widcd |, [Wieid |, Jurerd 31X &ad ;
FAT TR W 3N N ToT T R S

3T & WHER FE @ 7R 3R facet & ghfea wr & w®
HRA T JedeTshil IR gued confiesd Hersit & gafenior
3R AT A & 8T H I & FolellcAh AFTErT & TR
# FH F FA 3M9d &R F Rt aa7wg @fFd # 3o
3T SRR TG §

FIT AT §AR o & ol 9RAT Famst 3k diegdemes
F & # R I 39 GoelleAs IR IavoTeHS FE
&1 @leTed faaRor ot &t & Al 2

Figure 4: A sample Hindi input text for Hindi—
to—Urdu transliteration

Table 10 shows the Urdu output of the ST sys-
tems M1-Urdu SLM+WLM-WD-No-Reordering
and MI1-Urdu SLM-WD-No-Reordering that
produced the best results at word-level and sen-

tence-level, respectively.

Urdu reference without

Processed Urdu output of
M1-Urdu SLM+WLM-WD-No-

diacritics .
Reordering
LS (el iy SO Sasils a3 )l LS G SO Sl (o4 e
e SIS S (e S cplauil e S (S 538 il 5

Sl ¢ o O iy IS Sl s
O sl = o S suledig ot
=S S Ol g S

b S sy S Sl Sonsias
oSS S e
sl een S8Ryl

S il g 8 T S g
S S le sl psdies

Lo sl 1S la i S (i S3 Suil
O Ol el o S o ¢
¢ 5By ¢l K s G S

¢ eSS )l R ¢ ¢Sy

2 ohws maal ) sl g oy sl NS
s) ol S5 m S S S G
Sl g = Lo D e 05
SRS iS5l s (S
LeSls 5l 9 SEs S 0sedS

=S o I S 8

oS e o b S IR g Sealia o
el Cu3Ss € e byl S
=0 GO Sl gl S (S

Sl ¢ o O g IS Seatlin
o sl = L B sl el
Bl 55 Seusias (S IS yos &l iy (S
PSS Gl e U S Sl (S
PELPINELEY

Sl o Gl S S )
058N S Seasiln (o 513 581 (S
S i S Sl e (S Sl
o S Gl e 2 by sl S e
e o o Ol o)
(AR ¢ Sl g o sy ¢ Al K

¢ DS sl

o2 e ) sl ot o i M pNS
0 Sl 5 m S S m S
Sl g = L) SOdsm e U e
SES (A ) SR S
S8 LSy sl 0585 S 0
O 53 Satilin s (Sl (e findS (S
S s Qagl oS o aS re s )L S
Sl gaS & s bl uIS

- oo s

e S oS e G S

il A S 0SS
SadS S il e ) g se IS
D) Seailin e i) K S e
G055 CupiSin IS g S Sailidy 5l

f R wSLS S

e eSS (S o il g sl P8
o) Sl s Yl 8 S

s PRI 1S S Sl 5
fEwALA S

Urdu reference without
diacritics

Processed Urdu output of
M1-Urdu SLM-WD-No-

Reordering
IS el iy S _Sesiln i lg2 S G gy S S s (45 )l
U SRS S (e IS bl g | Sailin s e S (S OIS bl

1S ¢on O g IS Sidilin
O sl = L S slei g Ga s
=S MmOl S

S S sl S Rl s Seasins

f oSS S S G e
e ces S NS iy

S il g AT S
i Sl sl psadines

Lo sl 1S la i S 2 S5 Sl
L e ol e RIS G ¢
¢ ¢l Rhe e o

¢ DS )5l it K ¢ oSl

3 ol ) s sl S
-

D3l Sl S S pu Sl
Sl g = b D re 05l
A S 3l SR 2 S
LeSlas sl 0S8 s S 0se3S

S5 o S S 8

oS e e S OIS 5 Selia e
el (0385 S o Jag) S
oot e el S S S

e o S oSl o e ol LS
IS S Al pNiew ) e dS
o) Sealin o 1) K S (e
G0 LS IS g S Sailidy il
S ALS S

Ol s S Gl ¢ (oa Or Ghn S
L S s o Basalenhs

S Blew 58 Sasius (S S e &l
AS B Gl o (U (S oS
HELPINEEEY

e s S8 mS sy o
A s S S o 581 LS
S o S St i S Cole )
e S Ul ¢t Uy 13 1S (o
o 03 S o Ol (o
(llei R ¢ sl g sy ¢ (o K

C oS

e 0 om A L) o m NS

D5l Sl S S S pm S
Sl g o b St (e Ul
SED s ) s S
=S WeShs 5 oSS 5 S U8
O 53 Siilin s (S ol (1 singS (S
S m Gl oS o oS e 5 S
Soaal a8 S (S0 el Cunsl

- ot s USE

e S s sl G LS
e S (S Rl juige ol 028
o3) Sl 0l 8 8

sty CabBEAL S oy S i gl
R SLS S s

Table 10: Sample Hindi—to—Urdu outputs with
for the best ST systems for model M1

On average, there are 9.4 and 16 errors per

sentence in the Urdu outputs of the ST systems
M1-Urdu SLM+WLM-WD-No-Reordering and
MI1-Urdu SLM-WD-No-Reordering. In terms of
usability of the output text, these outputs are not
usable and require a huge amount of effort for
post-editing. Therefore, these SMT systems
would be ranked quite low by a user. From here
onward, we will not give all results like we did in
Table 9, but report only the results of particular
interest.

For Test Set 3, the best results produced by the
ST systems for models M1 and M2 are shown in
Table 11.

Sentence Word accuracy Character
SMT Accuracy accuracy
Model | default | processed | default | processed | default | processed
output | output [ output| output | output| output
M1 0.9% 4% 57.3% 71.1% 90.6% 93.3%
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Table 11: Test Set 3 results of Hindi—to—Urdu ST
systems (character alignments)

For Test Set 2 and 3, the best results produced
by the ST systems for models M3 and M4 are
given in Table 12.




HU Test Set 2

Sentence accuracy Word accuracy
SMT
Model default | processed | default | processed
output output output output
M3 1% 5.5% 53.4% 66.6%
M4 5.5% 5.5% 65.3% 65.3%
M4 5.5% 5.5% 66.2% 66.2%
M4 5.5% 5.5% 69.5% 69.5%
M4 5.5% 5.5% 69.7% 69.7%
HU Test Set 3
Sentence Accuracy Word accuracy
SMT
Model default | processed | default | processed
output output output output
M3 0.9% 4.9% 58.0% 69.3%
M4 3.5% 3.5% 68.0% 68.0%
M4 3.5% 3.5% 68.0% 68.0%

Table 12: Test 2 and 3 results of Hindi—to—Urdu
ST systems (cluster alignments)

For Test Set 1, the best results are 78.4% and
79.7% for the default and the processed Urdu
output by the ST systems M4-Urdu SLM+WLM-
WOD-Tuned-No-Reordering and  M3-Urdu
SLM+WLM-WD-Tuned-No-Reordering
respectively. Test Set 1 consists of a word list, so
there is no meaning of sentence-level results
here. For Test Set 1, the best results are 78.3%
and 80.2% for the default and the processed
Urdu output by the ST systems M4-Urdu
SLM+WLM-WOD-Tuned-No-Reordering and
M3-Urdu SLM+WLM-WD-Tuned-No-
Reordering respectively.

The ST systems developed from Urdu — Hindi
parallel data without diacritics in the Urdu data
are performing well compared to the systems
developed from data that contains diacritical
marks, because the removal of diacritical marks
reduces the complexity of the transliteration
problem.
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Table 13 and Table 14 shows the best results
of Urdu-to—Hindi transliteration of our ST
systems for models M5 and M6 for HU Test Set
2 and 3 respectively.

Urdu-to—Hind transliteration results

HU Test Set 2
Sentence Accuracy Word accuracy
SMT - - Ny -

Model with without with without

diacritics | diacritics | diacritics | diacritics
M5 5.5% 2% 72.2% 57.9%
M5 5.5% 2% 72.2% 57.9%
M6 0.5% 5% 50.1% 77.0%
M6 0.5% 5% 50.1% 77.0%

Table 13: Test Set 2 best results for Urdu—to—
Hindi ST systems (character alignments)

Urdu references with and without diacritics of
Table 10 are our sample Urdu inputs for Urdu—
to—Hindi transliteration. Table 15 shows the
Hindi output for the sample Urdu input text with
diacritics of the ST system MS5-Hindi

SLM+WLM-Tuned-No-Reordering ~ with its
Hindi reference. On average, the Hindi output of
Table 15 contains 10.8 errors per sentence. A
real user of the system would rate this output
very low or even totally unacceptable.

HU Test Set 3
Sentence Accuracy Word accuracy
SMT - " " -
with without with without

Model L P I P

diacritics | diacritics | diacritics | diacritics
M5 5.3% 0.4% 77.8% 57.9%
M5 5.3% 0.4% 77.8% 57.9%
M6 0% 0.4% 44.8% 60.1%
M6 0% 0.4% 44.8% 60.1%

Table 14: Test Set 3 best results for Urdu—to—
Hindi ST systems (character alignments)

Urdu references with and without diacritics of
Table 10 are our sample Urdu inputs for Urdu—
to—Hindi transliteration. Table 15 shows the
Hindi output for the sample Urdu input text with
diacritics of the ST system MS5-Hindi
SLM+WLM-Tuned-No-Reordering ~ with its
Hindi reference. On average, the Hindi output of
Table 15 contains 10.8 errors per sentence. A
real user of the system would rate this output
very low or even totally unacceptable.

Table 16 shows the Hindi output of the ST
system M6-Hindi SLM+WLM-No-Reordering
for the sample Urdu input without diacritics. The
Hindi output of Table 16 also contains 10.8
eITOorS per sentence.

Hindi output from the Urdu
text with diacritics
M5-Hindi SLM+WLM-Tuned-
No-Reordering

Hindi reference

FHIUAT AT FHelTHT &
&Y 7 FoTellcAh HId 2T
T ST, 31T T FAeImeaasT
gt 6T & IR 3T H
91¢ ¥R TR &
TERIATISATIT o IEET %
AT 8 3179 T P ST
HITETE;

39 U IR HIA §T I
TR R & RIS
o FFawul 3T aRd
& #fie APt A &
AT R W R, 5
& I 0 et et it

, QU , T 3R Ferd ;
Fra TR T Y 3R IS
FRGHA |

3T ST THRT I dr R

FST AACTTTT Helld &
FOoNAR FH AT TR
FROGT GOIWST dgel ST, 3T
F1 Rgoanudds gofanrgas
@ & 3R 39 & <Wig 6RA
TWER & FHOHATAET &F
MUESHEY & AT o 3T FT
FROGT STIHICT F TG ¢ ;
39 Ug W HROLT gv
T W ARG &

K ST cyL feres 1| m@%m
FHOTAOHT 3R R F MR
FESHiaes Aifd & FeoHE
FT gdoat @ ¥, 59
FooNAR F T BeAtde
QAAST |, Werd |, AT
3R Felrs

FeTcg AT FOTR W o 3R
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AR i A glafea wrg =
R T TeeieTanry 3T
GEE Tellfeesh Hell3il &
gafferor 3R e T
&1 # 319 & FolellcHn
IJRIEIA & IR H HF T He
3iaa TR & RfeT aEe
fFd I T s
AR TG E |

FIT 3119 §HAR ITSehT o TolT
AT Shel3iT 3R
Tlredemes & & 7 Ry Iy
3= GolelleAeh 3R

3T AVUTIcH H1 T Tlared
ToraoT a1 Sy par Y A 2

TeET FOR T a7 |

3T T TLHRT HROCFT o
aRa 3R faeet o glafed @
g W ARG T FEIEROURRY
AR gEeoed giemaoies
FHd & FeoIMHT 3R
FEAEAT T o HoTAT
H 39 & GIEAGOHS PG
F T FH F7 9 &7 3Ed
FoR & Mo aF=00T
Fodesdr & FS 3T
AFAFRT TG ¢ |

FOIT 3T AR 9Teh F oy
HRAT Felrd 3R

ba1 o Frer et o fors rac gl
FOONAR F R Med 3
AdcAS AR
IAOCAAATTOHS PRSI T
FerehoRuod faawat et T a1
F a2

Table 15: A sample Hindi output with its
reference from Urdu input with diacritics

Hindi reference

Hindi output from the Urdu
text without diacritics
M6-Hindi SLM+WLM-Tuned-
No-Reordering

FHITSAT AT HellAT
81 F golellcHsd Fd Ul
§geT S, 379 T
faeameaae gfasmegas T
¢ 3R 389 ¥ w1 oRa
AR & FEHIATGHET F
et & AT T 3T FH
F 3TN T @ § ;
wqawmmgtr
3T W HART & RIS
e wraeut 3K
AR F MR AEpfas
sfa & @A & gffca
WY, & 7
HIET |, Weled |, WG
FeT TR T AT 3R
T TR T 8T |

39 H TWHRT F ar
AR AR facett 7 glafea
W& W ART
sedasr 3R gue
ceieeeh Fomsit & geffesor
AR e R F a7 H

AT FEcHas /RS
FAAT ATCTIIA helld
FONAR FH TATOHD
FROLT JoIWosT dgaT ST |, 3T
& Rgoamucds gifangas
@ & 3R 39 & 931 oRA
WHR & FHOHIATIHTT &
AUSAHFY H AT HY 3T T
FROCT FTIPICT BT W@ © ;
3 U W FROGT A g
3T W ARG &

kS fersral terera e | f wagﬁa:
FHASTACHT 3R HRT F ]
gEsHias A & @ROA
& affiaoat @1 8,59
FEoNAR FH 0 FeaAtdesT
RAAET |, [ |, TRATeT
3R S

FeAcgofar goaR el 3k
Teroed O 9T o |

T FHT WER SR dF
#Ra 3R faeet & glafed @
§ W AR HT TOEIOABRT
3R gueowT giamcfes
Folld & aroaNFHor 3T

39 & Fofellcah TaTeTat
& TR H F7 T &7 3aa
TR & Rf@d aeeg

FET@ETT I & HOGNIR
H NI F WA AR JREA
F IR H FF T F7 g

SFT B F IR FER & Repcla GAEeT
SR e & | Fedwod B Fo S
FIAT AT AR UTSehT & STASRT & & |

T "R w3t 3R FEAT 3T AR UTSH & ford
dlegdeareT & &7 # Y | IR Fong 3R

T I FolellcA® 3R
AYUTcHS HI &l
Hfared feRor & &1 Far
FL a2

TSI STR &
FOoNAR F R AMed I
AOHAR 3R
IASTAATISHD PROGT HT
FARRUST Aot g $r
FAT HY M 2
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Table 16: A sample Hindi output with its refer-
ence from Urdu input without diacritics

In general, the sentence-level accuracy of an
ST system is always between 5% to 10%. The
reason behind this very low accuracy might be
the training data. In our case, the training data is
an Urdu — Hindi parallel lexicon and not a paral-
lel corpus (a usual case for a classical SMT sys-
tem). Unfortunately, we do not have any Hindi-
Urdu parallel corpus to test our hypothesis that
the accuracy of Hindi-Urdu transliteration can be
improved by training the ST models with Hindi-
Urdu parallel corpus instead of using a Hindi-
Urdu parallel lexicon.

6 Conclusion

A mere transliteration between Urdu and Hindi
can serve the purpose of translation between Ur-
du and Hindi. Urdu and Hindi are linguistically
the same or almost the same languages because
of their common grammatical structure, mor-
phology and roughly 60 to 70% common vocab-
ulary. Thus Urdu Hindi transliteration is very
important for more than 1,000 million people on
the globe.

In this paper we have reported our experi-
ments on Urdu<>Hindi transliteration using Sta-
tistical Machine Translation (SMT) techniques
and an Urdu — Hindi parallel lexical resource.
We have performed total 576 experiments and
have reported results of significant interest. From
Hindi-to—Urdu transliteration, we have achieved
the maximum word-level accuracy of 71.5%.
From Urdu—to-Hindi transliteration, the maxi-
mum word-level accuracy is 77.8% when the
input Urdu text contains all necessary diacritical
marks and 77% when the input Urdu text does
not contain all necessary diacritical marks. At
character-level, transliteration accuracy is more




than 90% in both directions. At the sentence-
level, the accuracy of an ST system is always
between 5% to 10%. This is a very low in terms
of readability and usability of a transliterated
text. These results can be improved by building
an Urdu Hindi parallel corpus and by building
context sensitive transliteration models. We will
show in future that a better high quality Urdu —
Hindi transliteration system can be built by com-
bining non-deterministic finite-state translitera-
tion models and finite-state language models.
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