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Abstract

We describe the Nara Institute of Science
and Technology (NAIST) spelling check
system in the shared task. Our system con-
tains three components: a word segmenta-
tion based language model to generate cor-
rection candidates; a statistical machine
translation model to provide correction
candidates and a Support Vector Machine
(SVM) classifier to rerank the candidates
provided by the previous two components.
The experimental results show that the k-
best language model and the statistical ma-
chine translation model could generate al-
most all the correction candidates, while
the precision is very low. However, us-
ing the SVM classifier to rerank the can-
didates, we could obtain higher precision
with a little recall dropping. To address
the low resource problem of the Chinese
spelling check, we generate 2 million arti-
ficial training data by simply replacing the
character in the provided training sentence
with the character in the confusion set.

1 Introduction

Spelling check, which is an automatic mechanism
to detect and correct human spelling errors in ev-
ery written language, has been an active research
area in the field of Natural Language Processing
(NLP). However, spelling check in Chinese is very
different from that in English or other alphabet-
ical languages. First because there are no word
delimiters between the Chinese words; moreover,
the average length of a word is very short: usu-
ally one to four characters. Therefore, error de-
tection is a hard problem since it must be done
within a context, say a sentence or a long phrase
with a certain meaning, and cannot be done within
one word. For instance, in the words ” H £ ”(self-
control) and ”H [.”(oneself), the character ”[.”
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or " cannot be detected as an error without the
context. Other challenge in the Chinese spelling
check is that there is no commonly available data
set for this task and the related resource is scarce.

The SIGHAN 2013 shared task is to provide a
common evaluation data set to compare the error
detection and correction rates between different
systems. The evaluation includes two sub-tasks:
1) error detection and 2) error correction.

In this paper, we present a system that com-
bines the correction candidates produced by the
language model based method and the statistical
machine translation approach, and then uses an
SVM classifier to rerank the correction candidates.
To address the low resource problem, firstly, we
generate around 2 million artificial sentences fol-
lowing a simple rule, which replaces each charac-
ter in the provided 700 sentences with the charac-
ter in the confusion set to generate a new training
corpurs; secondly, we use unlabeled data corpus,
the Chinese Gigaword, to train a language model!
to estimate the real Chinese texts.

The paper is organized as follows. We first
briefly discuss the related work in Section 2 and
overview of our system structure in Section 3.
Subsections 3.1, 3.2 and 3.3 describe the compo-
nents of our system respectively. In Section 4, we
discuss the experiment setting and experimental
results. Finally, we give the conclusions in the fi-
nal section.

2 Related work

In Chinese spelling check, the confusion sets are
collections of candidate error characters, and play
a crucial role.

Chang (1995) manually edited confusion sets
from 4 viewpoints, i.e., shape, pronunciation,
meaning and input keystroke sequence. Then by

"We use the SRI Language Modeling Toolkit adopting the
interpolated Kneser-Ney smoothing method.
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substituting each character in the input sentence
with the characters in the corresponding confu-
sion set, they use a language model to generate
a plausibility score to evaluate each possible sub-
stituted sentence. Because of the importance of
confusion sets, some researchers attempted to au-
tomatically extend confusion sets by using differ-
ent Chinese input methods. Intuitively, the char-
acters with similar input key sequences are similar
in shape. Zhang (2000) proposed a method to au-
tomatically generate confusion sets based on the
Wubi method by replacing one key in the input key
sequences of a certain character. Lin et al. (2002)
used the Cangjie input method to extend confusion
sets automatically.

Over the last few years, more and more mod-
els using NLP techniques were introduced into the
Chinese spell check task. Huang et al. (2007) pro-
posed a method which used a word segmentation
tool to detect Chinese spelling errors. They used
CKIP word segmentation toolkit to generate cor-
rection candidates (CKIP, 1999). By incorporat-
ing a dictionary and confusion sets, the system
can detect whether a segmented word contains er-
ror or not. Hung et al. (2008) proposed a sys-
tem which was based on manually edited error
templates (short phrases with one error). For the
cost of editing error templates manually, Cheng et
al. (2008) proposed an automatic error template
generation system. The basic assumption is that
the frequency of a correct phrase is higher than
the corresponding error template. Wu et al. (2010)
proposed a system which implemented a translate
model and a template module. Then the system
merged the output of the two single models and
reached a balanced performance on precision and
recall.

3 System Architecture

Our system includes three components, as shown
in Figure 1. Given a sentence with or without
error characters, our procedure contains several
steps: 1) we simultaneously generate the correc-
tion character candidates using the word segmen-
tation based language model and the statistical ma-
chine translation model; and then 2) the SVM clas-
sifier reranks the candidates to output the most
probable sentence. Each component in our sys-
tem is described in Section 3.1, Section 3.2 and
Section 3.3.
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Figure 1: System structure.

3.1 Language Model Based Method

To generate the correction candidates, firstly we
segment the sentence into words and then find all
possible corrections based on the confusion set
and a Chinese dictionary.

In this study, we use the character based Chi-
nese word segmentation model? (Xue, 2003),
which outperforms the word based word segmen-
tation model in out-of-vocabulary recall. The
model is trained on the Academia Sinica corpus,
released under the Chinese word segmentation
bake-off 2005° and the feature templates are the
same in Sun (2011).

For example, given the following Chinese sen-
tence (here, the Chinese character in red indicates
an error character):

IREMET 2 HECN N, NATET L E
M. .

Firstly, we segment the sentence into words sep-
arated by a slash as follows.

IR BRUIN, ST
Br. .

Secondly, we build a lattice, as shown in Fig-
ure 2, based on the following rules:

1. If a word only contains a single Chinese char-
acter, add all the candidates in the confusion
set.

2. If a word contains more than one Chinese
character and it is not in the dictionary, then
>The CRFsuite package is used in our experiment:

http://www.chokkan.org/software/crfsuite/
3http://www.sighan.org/bakeoff2005/
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Figure 2: An example of generated candidates lat-
tice.

replace all the characters in the word with
candidates in the confusion set. If the gen-
erated word is in the dictionary, add it as a
candidate.

. If a word contains more than one Chinese
character and it is in the dictionary, do noth-
ing.

Finally, the forward algorithm (Rabiner, 1989)
is used to find the k-best sentences using the n-
gram language model.

3.2 Statistical Machine Translation Model

As an alternative, we also employ the statistical
machine translation model as a new way to de-
tect and correct character errors (Wu et al., 2010),
which is widely used by the statistical machine
translation community (Brown et al., 1993).

We treat each sentence with error as a source
language. Our goal is to find the best correction
sentence. Formally, given a sentence .S which
might contain error characters in it as a source sen-
tence, the output is the sentence C in the target
language with the highest probability of different
replacement C'. Symbolically, it is represent by:

~

C = argmax p(C|S) (1)

Using Bayes Rule, we can rewrite Formula 1 as:

p(51C)p(C)
p(S)
~ arg max p(S|C)p(C)

C

= arg max
(2)

Here, p(S|C)* is called “error model”, which is
the chance that a correct Chinese character could
be written wrong, while p(C) is the n-gram lan-
guage model which evaluates the quality of the
corrected Chinese sentence.

“We use GIZA++ to train the error model and Moses to
decode.

https://code.google.com/p/giza-pp/
http://www.statmt.org/moses/
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3.3 SVM Reranking

Support vector machines (SVMs) are supervised
learning models used for classification and regres-
sion analysis (Burges et al., 1998). The goal of the
Chinese spelling error detection task is to detect
whether there are any errors in a given sentence,
which we can treat as a binary classification prob-
lem: if the current character is an error character,
the result is 0, otherwise, the result is 1. The prob-
ability output of the SVM classifier > can also be
regarded as a confident score of how possible the
current character is an error.

Given the original input text and the outputs of
the other models, the system creates a candidate
list for each character in the input text. Each char-
acter in the candidate list will be reranked based on
the confidence score generated by the SVM clas-
sifier. The top character in the reranked candidate
list will be treated as the correct character of our
system. An example of SVM reranking is shown
in Figure 3.

We denote a character token ¢y with a context
sequence: ...C_3¢_1CgC41C+2... and cg.e as a char-
acter sequence that starts at the position s and ends
at position e. Our system creates the following
features for each candidate.

o Character features: c_1, cg, C4+1, C—1:0, CO:41-

e The  pointwise mutual  information
(Gerlof, 2009) between two characters:
PMI(c_1;¢0), PMI(co;cyr).

e The identity of the character sequence if it ex-
ists in the dictionary and the n-gram word list.
For instance: 2-character window c¢_1.g, 3-
character window c_s.g, 4-character window
C_3.0, S-character windows c_4.g

However, the Chinese spelling check shared
task provided a sample data with only 700 sen-
tences. We split 80% as training data and 20% as
test data and use 5-fold cross-validation to evalu-
ate the SVM reranking results.

4 Experiments

4.1 Data Sets

We used two data sets in our experiments. The
first data set is provided by the shared task, which

SLIBLINEAR with L2-regularized L2-loss support vec-
tor classification is used and optimized the cost param-
eter (C=3) on the sample data cross-validation result.
http://www.csie.ntu.edu.tw/ cjlin/liblinear/.
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Output text:
Figure 3: An example of SVM reranking.

includes similar shape confusion sets, similar pro-
nunciation confusion sets, 350 sentences with er-
ror characters and 350 sentences without error
characters. The second one includes the Chinese
Gigaword Second Edition®, the Chinese word seg-
mentation bake-off 2005 corpus and a free tradi-
tional Chinese dictionary’.

Since only 700 sample sentences are released,
it is hard to estimate the error model using For-
mula 2. A better way is to extend the training
corpus to estimate the translation probability. In
our experiments, we replace each character in the
provided sample sentence with the character in the
confusion set to generate a new training instance.
Guided by this procedure, around 2 million sen-
tences are generated to train the “error model”.
However, it is too large for the SVM training. So
we limited the candidate samples selecting 20-best
sentences ranked by the language model.

4.2 Experiment Setting

For comparison, we combined the outputs of the
translation model component and the language
model component in three different ways:

1. NAIST-Runl: Union of the output candi-
dates of the language model and the statistical

machine translation model, and then reranked
by SVM.

2. NAIST-Run2: Intersection of the output can-
didates of the language model and the sta-
tistical machine translation model, and then
reranked by SVM.

Released by LDC. Here we only used the tra-
ditional Chinese news to train the language model.
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogld
=LDC2005T14

7CC-CEDICT, which is a free dictionary, is released
by Creative Commons Attribution-Share Alike 3.0 License.
http://www.mdbg.net/chindict/chindict.php?page=cedict

Submission | LocAcc | CorAcc | CorPrec
NAIST-Runl | 0.508 0.467 0.5765
NAIST-Run2 | 0.261 0.254 0.653
NAIST-Run3 | 0.487 0.453 0.6155

Table 2: Final results on sub-task 2. LocAcc,
CorAcc and CorPrec denote location accuracy,
correction accuracy and correction precision re-
spectively.

3. NAIST-Run3: Only use the output of the
language model and then reranked by SVM.

Here, we assume that union of the candidates
might get a higher recall (NAIST-Run1), while the
intersection of the candidates might get a higher
precision (NAIST-Run2).

4.3 Experimental Results

In the final test, there are two data sets. Each task
corpus contains 1000 sentences.

As shown in Table 1, NAIST-Runl obtained
the highest detection recall and NAIST-Run2 got
the highest detection precision. However, NAIST-
Run3 obtained the highest error location recall, the
highest detection F-score and the error location F-
score. We think the main reason is that the rate
of sentences with error characters is much lower,
around 5%, while NAIST-Run1 tends to find more
correction candidates.

The final results of the error correction sub task
are shown in Table 2. As we expect in Section
4.2, NAIST-Run2 obtained the correction preci-
sion, while NAIST-Run1 obtained both the highest
location accuracy and the highest correction accu-
racy.

To evaluate the importance of the SVM rerank-
ing, we do another set of experiments on the 700
sample sentences with 5-fold cross-validation. We
could obtain 34.7% of the error location precision
and 69.1% of the error location recall using the
language model based approach. After the rerank-
ing by the SVM, the error location precision in-
creased to 70.2%, while the error location recall
dropped to 67.0%. From this observation, the
SVM reranking plays a crucial role for detection
and correction of Chinese spelling errors.

5 Conclusion

We proposed a hybrid system which combines the
language model and the statistical machine trans-



Submission FAR ‘ DAcc ‘ DPr ‘ DRe ‘ DF-score | ELAcc | ELPr | ELRe | ELF-score
NAIST-Runl | 0.2929 | 0.746 | 0.5504 | 0.8367 0.664 0.645 | 0.3289 0.5 0.3968
NAIST-Run2 | 0.0543 | 0.812 | 0.7979 0.5 0.6148 0.764 | 0.5426 | 0.34 0.418
NAIST-Run3 | 0.2243 | 0.777 | 0.5985 | 0.78 0.6773 0.698 | 0.3964 | 0.5167 0.4486

Table 1: Final results on sub-task 1. FAR denotes the false-alarm rate. DAcc, DPr, Dre and DF-score in-
dicate detection accuracy, detection precision, detection recall and detection f-score respectively. ELAcc,
ELPr, ELRe and ELF-score denote error location accuracy, error location precision, error location recall

and error location f-score respectively.

lation model to generate almost all the correction
candidates. To improve the precision of the Chi-
nese spelling check, we employ SVM to rerank
the correction candidates, where we could obtain
a higher precision with a little recall dropping. We
also proposed a simple approach to generate many
artificial samples, which improved the recall of the
statistical machine translation model. Our final
test results reveal that our approach is competitive
to other systems.
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