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Preface

Welcome to the Seventh SIGHAN Workshop on Chinese Language Processing! Sponsored by the
Association for Computational Linguistics (ACL) Special Interest Group on Chinese Language
Processing (SIGHAN), this year’s SIGHAN-7 workshop is being held in Nagoya, Japan, on October 14,
2013, and is co-located with IJCNLP 2013. The workshop program includes a keynote speech, research
paper presentations and a Chinese Spelling Check Bake-off. We hope that these events will encourage
the participation of researchers and bring them together to share ideas and developments in various
aspects of Chinese language processing.

We are honored to welcome as our distinguished speaker Dr. Keh-Jiann Chen (Research Fellow,
Academia Sinica, Taiwan). Dr. Chen will be speaking on “Lexical Semantics of Chinese Language”.
We would also like to thank Shih-Hung Wu, Chao-Lin Liu and Lung-Hao Lee for their great efforts in
organizing the Chinese Spelling Check Bake-off which will feature seventeen teams from China, Japan,
Singapore, Taiwan and United Kingdom, and is expected to further the development of more accurate
Chinese spelling checkers.

Finally, we would like to thank all authors for their submissions. We appreciate your active
participation and support to ensure a smooth and successful conference. The publication of these papers
represents the joint effort of many researchers, and we are grateful to the efforts of the review committee
for their work, and to the SIGHAN committee for their continuing support.

We wish all a rewarding and eye-opening time at the workshop.

Liang-Chih Yu
Yuen-Hsien Tseng
Jingbo Zhu
Fuji Ren
SIGHAN-7 Workshop Co-Chairs

vi



Organizers

SIGHAN Committee:

Hsin-Hsi Chen, National Taiwan University
Chengqing Zhong, Chinese Academy of Science
Gina-Anne Levow, University of Washington
Ming Zhou, Microsoft Research Asia

Workshop Co-Organizers:

Liang-Chih Yu, Yuan Ze University
Yuen-Hsien Tseng, National Taiwan Normal University
Jingbo Zhu, Northeastern University
Fuji Ren, The University of Tokoshima

Bake-off Co-Organizers:

Shih-Hung Wu, Chaoyang University of Technology
Chao-Lin Liu, National Chengchi University
Lung-Hao Lee, National Taiwan University

Steering Committee:

Berlin Chen, National Taiwan Normal University
Keh-Jiann Chen, Academia Sinica
Sin-Horng Chen, National Chiao Tung University
Eduard Hovy, Carnegie Mellon University
Haizhou Li, Institute for Infocomm Research
Chao-Lin Liu, National Chengchi University
Hwee Tou Ng, National University of Singapore
Jianyun Nie, University of Montreal
Wen-Lian Hsu, Academia Sinica
Martha Palmer, University of Colorado Boulder
Jian Su, Institute for Infocomm Research
Keh-Yih Su, Behavior Design Corporation
Hsin-Min Wang, Academia Sinica
Kam Fai Wong, Chinese University of Hong Kong
Chung-Hsien Wu, National Chen Kung University
Guodong Zhou, Soochow University

Program Committee:

Chia-Hui Chang, National Central University
Chien-Liang Chen, Academia Sinica
Kuan-hua Chen, National Taiwan University
Minghui Dong, Institute of Infocomm Research
Donghui Feng, Google Inc.
Zhao-Ming Gao, National Taiwan University
Xungjing Huang, Fudan University
Chunyu Kit, City University of Hong Kong

vii



Olivia Kwong, City University of Hong Kong
Lung-Hao Lee, National Taiwan University
Jun-Lin Lin, Yuan-Ze University
Chao-Hong Liu, National Chen Kung University
Cheng-Jye Luh, Yuan-Ze University
Weiyun Ma, Columbia University
Houfeng Wang, Peking University
Jia-Ching Wang, National Central University
Xiangli Wang, Japan Patent Information Organization
Derek F. Wong, University of Macau
Nianwen Xue, Brandeis University
Chin-Sheng Yang, Yuan-Ze University
Jui-Feng Yeh, National ChiaYi University
Min Zhang, Tsinghua University

viii



Table of Contents

Keynote Speech: Lexical Semantics of Chinese Language
Keh-Jiann Chen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Can MDL Improve Unsupervised Chinese Word Segmentation?
Pierre Magistry and Benoît Sagot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Deep Context-Free Grammar for Chinese with Broad-Coverage
Xiangli Wang, Yi Zhang, Yusuke Miyao, Takuya Matsuzaki and Junichi Tsujii . . . . . . . . . . . . . . . . 11

Lexical Representation and Classification of Eventive Verbs - Polarity and Interaction between Process
and State

Shu-Ling Huang, Yu-Ming Hsieh, Su-Chu Lin and Keh-Jiann Chen . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Response Generation Based on Hierarchical Semantic Structure with POMDP Re-ranking for Conver-
sational Dialogue Systems

Jui-Feng Yeh and Yuan-Cheng Chu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

Chinese Spelling Check Evaluation at SIGHAN Bake-off 2013
Shih-Hung Wu, Chao-Lin Liu and Lung-Hao Lee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Chinese Word Spelling Correction Based on N-gram Ranked Inverted Index List
Jui-Feng Yeh, Sheng-Feng Li, Mei-Rong Wu, Wen-Yi Chen and Mao-Chuan Su . . . . . . . . . . . . . . 43

Chinese Spelling Checker Based on Statistical Machine Translation
Hsun-wen Chiu, Jian-cheng Wu and Jason S. Chang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

A Hybrid Chinese Spelling Correction Using Language Model and Statistical Machine Translation with
Reranking

Xiaodong Liu, Kevin Cheng, Yanyan Luo, Kevin Duh and Yuji Matsumoto . . . . . . . . . . . . . . . . . . . 54

Introduction to CKIP Chinese Spelling Check System for SIGHAN Bakeoff 2013 Evaluation
Yu-Ming Hsieh, Ming-Hong Bai and Keh-JIann Chen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Automatic Chinese Confusion Words Extraction Using Conditional Random Fields and the Web
Chun-Hung Wang, Jason S. Chang and Jian-Cheng Wu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Conditional Random Field-based Parser and Language Model for Tradi-tional Chinese Spelling Checker
Yih-Ru Wang, Yuan-Fu Liao, Yeh-Kuang Wu and Liang-Chun Chang . . . . . . . . . . . . . . . . . . . . . . . . 69

A Maximum Entropy Approach to Chinese Spelling Check
Dongxu Han and Baobao Chang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

A Study of Language Modeling for Chinese Spelling Check
Kuan-Yu Chen, Hung-Shin Lee, Chung-Han Lee, Hsin-Min Wang and Hsin-Hsi Chen . . . . . . . . . 79

Description of HLJU Chinese Spelling Checker for SIGHAN Bakeoff 2013
Yu He and Guohong Fu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

Graph Model for Chinese Spell Checking
Zhongye Jia, Peilu Wang and Hai Zhao . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

ix



Sinica-IASL Chinese spelling check system at Sighan-7
Ting-Hao Yang, Yu-Lun Hsieh, Yu-Hsuan Chen, Michael Tsang, Cheng-Wei Shih and Wen-lian

Hsu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

Automatic Detection and Correction for Chinese Misspelled Words Using Phonological and Ortho-
graphic Similarities

Tao-Hsing Chang, Hsueh-Chih Chen, Yuen-Hsien Tseng and Jian-Liang Zheng . . . . . . . . . . . . . . . 97

NTOU Chinese Spelling Check System in SIGHAN Bake-off 2013
Chuan-Jie Lin and Wei-Cheng Chu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

Candidate Scoring Using Web-Based Measure for Chinese Spelling Error Correction
Liang-Chih Yu, Chao-Hong Liu and Chung-Hsien Wu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .108

x



Workshop Program

Monday, October 14, 2013

09:30 09:40 Opening

09:40 10:30 Keynote Speech: Lexical Semantics of Chinese Language
Keh-Jiann Chen

10:30 10:50 Break

Oral Session 1: Chinese Language Processing

10:50 11:15 Can MDL Improve Unsupervised Chinese Word Segmentation?
Pierre Magistry and Benoît Sagot

11:15 11:40 Deep Context-Free Grammar for Chinese with Broad-Coverage
Xiangli Wang, Yi Zhang, Yusuke Miyao, Takuya Matsuzaki and Junichi Tsujii

11:40 12:05 Lexical Representation and Classification of Eventive Verbs - Polarity and Interac-
tion between Process and State
Shu-Ling Huang, Yu-Ming Hsieh, Su-Chu Lin and Keh-Jiann Chen

12:05 12:30 Response Generation Based on Hierarchical Semantic Structure with POMDP Re-
ranking for Conversational Dialogue Systems
Jui-Feng Yeh and Yuan-Cheng Chu

12:30 13:30 Lunch

Oral Session 2: Chinese Spelling Check Bake-off

13:30 13:50 Chinese Spelling Check Evaluation at SIGHAN Bake-off 2013
Shih-Hung Wu, Chao-Lin Liu and Lung-Hao Lee

13:50 14:10 Chinese Word Spelling Correction Based on N-gram Ranked Inverted Index List
Jui-Feng Yeh, Sheng-Feng Li, Mei-Rong Wu, Wen-Yi Chen and Mao-Chuan Su

14:10 14:30 Chinese Spelling Checker Based on Statistical Machine Translation
Hsun-wen Chiu, Jian-cheng Wu and Jason S. Chang

xi



Monday, October 14, 2013 (continued)

14:30 14:50 A Hybrid Chinese Spelling Correction Using Language Model and Statistical Machine
Translation with Reranking
Xiaodong Liu, Kevin Cheng, Yanyan Luo, Kevin Duh and Yuji Matsumoto

14:50 15:10 Introduction to CKIP Chinese Spelling Check System for SIGHAN Bakeoff 2013 Evalua-
tion
Yu-Ming Hsieh, Ming-Hong Bai and Keh-JIann Chen

15:10 15:30 Break

15:30 16:20 Poster Session

Automatic Chinese Confusion Words Extraction Using Conditional Random Fields and the
Web
Chun-Hung Wang, Jason S. Chang and Jian-Cheng Wu

Conditional Random Field-based Parser and Language Model for Tradi-tional Chinese
Spelling Checker
Yih-Ru Wang, Yuan-Fu Liao, Yeh-Kuang Wu and Liang-Chun Chang

A Maximum Entropy Approach to Chinese Spelling Check
Dongxu Han and Baobao Chang

A Study of Language Modeling for Chinese Spelling Check
Kuan-Yu Chen, Hung-Shin Lee, Chung-Han Lee, Hsin-Min Wang and Hsin-Hsi Chen

Description of HLJU Chinese Spelling Checker for SIGHAN Bakeoff 2013
Yu He and Guohong Fu

Graph Model for Chinese Spell Checking
Zhongye Jia, Peilu Wang and Hai Zhao

Sinica-IASL Chinese spelling check system at Sighan-7
Ting-Hao Yang, Yu-Lun Hsieh, Yu-Hsuan Chen, Michael Tsang, Cheng-Wei Shih and
Wen-lian Hsu

Automatic Detection and Correction for Chinese Misspelled Words Using Phonological
and Orthographic Similarities
Tao-Hsing Chang, Hsueh-Chih Chen, Yuen-Hsien Tseng and Jian-Liang Zheng

NTOU Chinese Spelling Check System in SIGHAN Bake-off 2013
Chuan-Jie Lin and Wei-Cheng Chu

xii



Monday, October 14, 2013 (continued)

Candidate Scoring Using Web-Based Measure for Chinese Spelling Error Correction
Liang-Chih Yu, Chao-Hong Liu and Chung-Hsien Wu

16:20 16:30 Closing

xiii





Proceedings of the Seventh SIGHAN Workshop on Chinese Language Processing (SIGHAN-7), page 1,
Nagoya, Japan, 14 October 2013.

Keynote Speech: Lexical Semantics of Chinese Language 

 
 

Dr. Keh-Jiann Chen 
Institute of Information Science, Academic Sinica, Taiwan 

kchen@iis.sinica.edu.tw 
 

  
 

Abstract 

In this talk, we are going to give a systematic view of lexical semantics of Chinese language. 
From macro perspective point of view, lexical conceptual meanings are classified into hierar-
chical semantic types and each type plays some particular semantic functions of Host, Attrib-
ute, and Value to form a semantic compositional system. Lexical senses and their composi-
tional functions will be exemplified by the semantic expressions of E-HowNet. Entities and 
relations are two major semantic types of the compositional system. Lexical senses and 
phrasal senses are compositions of these two types. From micro perspective point of view, 
each lexical word has individual idiosyncratic semantic contents, focuses and features. Hence 
words of same semantic type may have various different syntactic properties which make au-
tomatic language processing very difficult. On the other hand lexical syntactic properties are 
strongly influenced by lexical semantic structures. Morpho-semantic structures may systemat-
ically lead the way to derive lexical senses and syntactic behaviors of lexemes. It was ob-
served that allowable alternations of sentence-patterns for verbs are mainly determined by 
their lexical semantic structures. It follows that senses and syntactic properties of out-of-
vocabulary words become predictable and lexical compositional properties do shed light on 
automatic Chinese language understanding. Supporting evidences and logical interpretations 
of semantic and syntactic interactions will be presented in this talk. 
 

Vita 

Keh-Jiann Chen obtained a B.S. in mathematics from National Cheng Kung University in 
1972. He received a Ph.D. in computer science from the State University of New York at Buf-
falo in 1981. Since then he joined the Institute of Information Science as an associate research 
fellow and became a research fellow in 1989. He was the deputy director of the institute from 
August 1991 to July 1994. His research interests include Chinese language processing, lexical 
semantics, lexical knowledge representation, and corpus linguistics. He had been and contin-
ued in developing the research environments for Chinese natural language processing includ-
ing Chinese lexical databases, corpora, Treebank, lexical analyzer and parsers. Dr. Chen is 
one of the founding members of the Association of Computational Linguistic and Chinese 
Language Processing Society (also known as ROCLING). He had served as 2nd term presi-
dent of the society from 1991 to 1993. Currently he is the board member of the Chinese Lan-
guage Computer Society, the advisory board member of the International Journal of Compu-
tational Linguistics and Chinese Language Processing, the editor of journal of Computer Pro-
cessing of Oriental Language. 
 

1



Proceedings of the Seventh SIGHAN Workshop on Chinese Language Processing (SIGHAN-7), pages 2–10,
Nagoya, Japan, 14 October 2013.

Can MDL Improve Unsupervised Chinese Word Segmentation?

Pierre Magistry
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75013 Paris, France
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Benoît Sagot
Alpage, INRIA & Univ. Paris 7,

75013 Paris, France
benoit.sagot@inria.fr

Abstract
It is often assumed that Minimum Descrip-
tion Length (MDL) is a good criterion for
unsupervised word segmentation. In this
paper, we introduce a new approach to
unsupervised word segmentation of Man-
darin Chinese, that leads to segmentations
whose Description Length is lower than
what can be obtained using other algo-
rithms previously proposed in the litera-
ture. Suprisingly, we show that this lower
Description Length does not necessarily
corresponds to better segmentation results.
Finally, we show that we can use very basic
linguistic knowledge to coerce the MDL
towards a linguistically plausible hypoth-
esis and obtain better results than any pre-
viously proposed method for unsupervised
Chinese word segmentation with minimal
human effort.

1 Introduction
In Chinese script, very few symbols can be con-
sidered as word boundary markers. The only
easily identifiable boundaries are sentence begin-
nings and endings, as well as positions before
and after punctuation marks. Although the script
doesn't rely on typography to define (orthographic)
“words”, a word-level segmentation is often re-
quired for further natural language processing.
This level corresponds to minimal syntactic units
that can be POS-tagged or used as input for pars-
ing.

Without word-boundary characters, like whites-
pace in Latin script, there is no trivial tokenization
method that can yield a good enough approxima-
tion for further processing. Therefore, the first step
of many NLP systems for written Chinese is the
Chinese word segmentation task.

A great variety of methods have been proposed
in the literature, mostly in supervised machine

learning settings. Our work addresses the ques-
tion of unsupervised segmentation, i.e., without
any manually segmented training data. Although
supervised learning typically performs better than
unsupervised learning, we believe that unsuper-
vised systems are worth investigating as they re-
quire less human labour and are likely to be more
easily adaptable to various genres, domains and
time periods. They can also provide more valuable
insight for linguistic studies.

Amongst the unsupervised segmentation sys-
tems described in the literature, two paradigms are
often used: Branching Entropy (BE) and Mini-
mum Description Length (MDL). The system we
describe in this paper relies on both. We introduce
a new algorithm which searches in a larger hy-
pothesis space using the MDL criterion, thus lead-
ing to lower Description Lengths than other previ-
ously published systems. Still, this improvement
concerning the Description Length does not come
with better results on the Chinese word segmenta-
tion task, which raises interesting issues. However,
it turns out that it is possible to add very simple
constraints to our algorithm in order to adapt it to
the specificities of Mandarin Chinese in a way that
leads to results better than the state-of-the-art on
the Chinese word segmentation task.

This paper is organized as follows. Section 2
describes the role of Branching Entropy in various
previous works on Chinese word segmentation, in-
cluding the algorithm we use as an initialisation
step in this paper. In Section 3 we explain how
the MDL paradigm is used amongst different Chi-
nese word segmentation systems in the literature.
We describe in Section 4 the way we use MDL for
trying and improving the results of the initialisa-
tion step. A first evaluation and the error analysis
given in Section 5 allow us to refine the algorithm
and achieve our best results, as shown in Section 6.
Finally, we discuss our findings and their implica-
tions for our futur work in Section 7.
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2 Branching Entropy and Word
Segmentation

2.1 The Harrissian hypothesis

Branching Entropy and its discrete counterpart,
Accessor Variety are commonly used indicators of
linguistically relevant boundaries.

Accessors Variety (hereafter AV) is simply the
number of distinct contexts (right or left) in which
a given string occurs in a corpus. Branching En-
tropy (hereafter BE) can be seen as a continuous
version of AV that takes into account the probabil-
ity distribution of cooccurrences. It is the entropy
of the probability distribution of the contexts oc-
curring on the right or on the left of a given string.
Both measure the diversity of the contexts in which
a string can occur.

The main idea behind the use of AV for unsu-
pervised word segmentation was first introduced
by Harris (1955) as a procedure from morpheme
segmentation in phonemic transcription of speech.
In 1955, Harris did not use a corpus to estimate the
AV but asked native speakers of various languages
how many phonemes they can think of that can fol-
low or precede a given phoneme sequence. Har-
ris made the hypothesis that linguistic boundaries
relate with the variation of the AV and proposed
algorithms to perform segmentation based on the
data collected from native speakers. The under-
lying idea is the following: when given a prefix
of a morpheme as input, we have a certain knowl-
edge of what may be the next phoneme; the vari-
ety of possible continuations decreases as we add
phonemes to the input string, but when reaching a
linguistic boundary, the variety of what may come
next suddenly increase.

2.2 Variation of Branching Entropy

Kempe (1999) adapted the method proposed by
Harris to corpus linguistics and did the switch from
variation of AV to variation of BE (hereafter VBE)
which is a better estimation of uncertainty.

Branching Entropy (Right and Left) can be
defined as follows: given an n-gram x0..n =
x0..1 x1..2 . . . xn−1..n with a left context χ→, its
Right Branching Entropy (RBE) h→(x0..n) writes
as

h→(x0..n) = H(χ→ | x0..n)

= −
∑

x∈χ→

P (x | x0..n) log P (x | x0..n).

The Left Branching Entropy (LBE) is defined
symetrically: if we call χ← the right context of
x0..n, its LBE is defined as:

h←(x0..n) = H(χ← | x0..n).

From h→(x0..n) and h→(x0..n−1) on the one
hand, and from h←(x0..n) and h←(x1..n) on
the other hand, we can defined the Variation of
Branching Entropy (VBE) in both directions:

δh→(x0..n) = h→(x0..n) − h→(x0..n−1)

δh←(x0..n) = h←(x0..n) − h←(x1..n).

2.3 Previous work on VBE-based
segmentation

Several unsupervised segmentation algorithms and
systems in the literature are based on BE or VBE.

Cohen et al. (2002) use BE as an indicator in
their Voting Experts system. They point the need
for normalisation but use BE directly, not VBE.

Jin and Tanaka-Ishii (2006) propose a system for
unsupervised Chinese word segmentation based on
the VBE and evaluate it against a manually seg-
mented corpus in Mandarin Chinese.

Zhikov et al. (2010) use BE to get an initial
segmentation. They put a boundary at each po-
sition that exceeds a threshold. This threshold is
determined by an unsupervised procedure based
on MDL. They refine this initial segmentation us-
ing two different procedures, also based on BE,
which aim at minimizing the Description Length
(see next section).

Wang et al. (2011) propose ESA (Evaluation,
Selection, and Adjustment), a more complex sys-
tem combining two measures of cohesion and non-
cohesion iteratively. The Branching Entropy is
also at the root of their calculations. They achieve
best published results but rely on a parameter used
to balance the two measures that can be difficult to
set without training data.

In Magistry and Sagot (2012), we use a nor-
malized VBE to define a measure of the auton-
omy of a string (word candidate). The auton-
omy of a word candidate x is defined as a(x) =
δ̃h←(x)+ δ̃h→(x) where δ̃h(x) denotes VBE nor-
malized in order to reduce the bias related to the
variation of word lengths. This autonomy function
is then used in a segmentation algorithm that max-
imize the autonomy of all the words in a sentence.
The segmentation choosen for a given sentence s
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is then chosen among all possible segmentations
w ∈ Seg(s) as being

arg max
W∈Seg(s)

∑
wi∈W

a(wi) · len(wi),

Our results were slightly below ESA, but the
system is simpler to implement and improve on;
moreover, it does not rely on any parameter for
which a value must be chosen.1

The system presented in this paper extends both
the work of Zhikov et al. (2010) and of Magistry
and Sagot (2012): we rely on the notion of au-
tonomy introduced by the latter and use it both for
computing an initial segmentation and for guiding
the MDL in a way inspired by the former.

3 MDL and Word Segmentation

The Minimum Description Length was introduced
by Rissanen (1978). It can be considered as an
approximation of the Kolmogorov complexity or
as the formalisation of the principle of least ef-
fort (Zipf, 1949) by a compression model. The
underlying idea behind the use of MDL for Word
Segmentation is the following: once a corpus is
segmented, it can be recoded as a lexicon and a
sequence of references to the lexicon. A good seg-
mentation should result in a more compact rep-
resentation of the data. Probability distributions
of lexical items in the corpus and Shannon en-
tropy are used to determine the theoretically op-
timal compression rate we could achieve with a
given segmentation.

A segmented corpus is therefore considered as
a sequence of words encoded using a lexicon, or
word model, Mw, which represent each word using
a code that depends on its frequency: a frequent
word is to be represented by a shorter code. The
description length L(C) of a corpus C can then
be computed as the length L(Mw) of the lexicon
plus the length L(D|Mw) of the sequence of word
codes:

L(C) = L(D,Mw) = L(Mw) + L(D|Mw).

1With the current impletation of our algorithm presented
in (Magistry and Sagot, 2012), the results are not as good as
those from the previous paper. This is due to a bug in nor-
malisation which used to include values of sentence initial and
final dummy tokens. This was creating a biais in favor of one-
character units and yields better scores. Our latest version of
the system, which is used in this paper sticks to the definitions
and is thus cleaner but does not perform as well.

The content of the lexicon can be further encoded
as a sequence of characters, using a model Mc ac-
counting for characters probability distributions in
the lexicon. As a result,

L(Mw) = L(Dw,Mc) = L(Mc) + L(Dw|Mc).

L(D|M) is given by:

L(D|M) = −
|M |∑
i=1

#wi log
#wi

N

As shown for example by Zhikov et al. (2010), it
is possible to decompose this formula to allow fast
update of the DL value when we change the seg-
mentation and avoid the total computation at each
step of the minimization.

MDL is often used in unsupervised segmenta-
tion systems, where it mostly plays one of the two
following roles: (i) it can help selecting an optimal
parameter value in an unsupervised way (Hewlett
and Cohen, 2011), and (ii) it can drive the search
for a more compact solution in the set of all possi-
ble segmentations.

When an unsupervised segmentation model re-
lies on parameters, one needs a way to assign them
adequate values. In a fully unsupervised setup,
we cannot make use of a manually segmented cor-
pus to compute these values. Hewlett and Cohen
(2011) address this issue by choosing the set of pa-
rameters that yields the segmentation associated
with the smallest DL. They show that the output
corresponding to the smallest DL almost always
corresponds to the best segmentation in terms of
word-based f-score. In the system by Zhikov et al.
(2010), the initial segmentation algorithm requires
to chose a threshold: for a given position in the cor-
pus, they mark the position as a word boundary if
the BE is greater than the threshold. The value of
this threshold is unsupervisingly discovered with a
bisection search algorithm that looks for the small-
est DL.

However, the main issue with MDL is that there
is no tractable search algorithm for the whole hy-
pothesis space. One has to rely on heuristic proce-
dures to generate hypotheses before checking their
DL. (Zhikov et al., 2010) propose two distinct pro-
cedures that they combine sequentially. The first
one operate on the whole corpus. They begin by
ordering all possible word-boundary positions us-
ing BE and then try to add word boundaries check-
ing each position sorted by decreasing BE, and to
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remove word boundaries checking each position by
increasing order of BE. They accept any modifi-
cation that will result in a smaller DL. The ratio-
nale behind this strategy is simple: for a given po-
sition, the higher the BE, the more likely it is to
be a word-boundary. They process the more likely
cases first. The main limitation of this procedure
is that it is unable to change more than one posi-
tion at a time. It will miss any optimisation that
would require to change many occurrences of the
same string, e.g., if the same mistake is repeated
in many similar places, which is likely to happen
given their initial segmentation algorithm.
To overcome this limitation, Zhikov et al. (2010)
propose a second procedure that focuses on the lex-
icon rather than on the corpus. This procedure al-
gorithm tries (i) to split each word of the lexicon
(at each position within each word type) and re-
produce this split on all occurrences of the word,
and (ii) to merge all occurrences of each bi-gram in
the corpus provided the merge results in an already
existing word type. This strategy allows them to
change multiple positions at the same time but their
merging procedure is unable to discover new long
types that are absent from the initial lexicon.

4 A new segmentation Algorithm based
on MDL and nVBE

We propose a new strategy to reduce the DL.
We use the algorithm introduced in Magistry and
Sagot (2012) as an initialisation procedure fol-
lowed by a DL reduction step. This step relies
on an autonomy-driven algorithm that explores a
larger part of the hypothesis space, which we shall
now describe.

Given an initial segmentation of the corpus, we
define a scoring function for boundary positions.
As our initial procedure is based on the maxi-
mization of autonomy, any change at any position
will result in a lower autonomy of the sequence.
Our scoring function evaluates this loss of auton-
omy whenever a segmentation decision is changed.
This can be viewed as similar to the ordered n-best
solutions from Magistry's procedure.

The context of a boundary position is defined as
a triple containing:

a position state between two characters, i.e., a
boolean set to true if the position is a word
boundary,

a prefix which is the sequence of characters run-

ning from the previous word boundary to the
position,

a suffix which is the sequence of characters run-
ning from the position to the next word
boundary.

When scoring a position, there are two possibili-
ties:

• the position is currently a word boundary (we
evaluate a merge),

• the position is currently not a word boundary
(we evaluate a split).

In order to compute the difference in autonomy
scores between the current segmentation and the
one which is obtained only by performing a merge
at one particular position, we simply have to sub-
tract the autonomy of the prefix and suffix and to
add the autonomy of the concatenation of the two
strings.

Similarly, to evaluate a splitting decision we
have to add the autonomy of the prefix and suffix
and to subtract the autonomy of the concatenation
of the two strings.

Note that with this scoring method and this def-
inition of a context as a tuple, all occurrences of
a context type will have the same score, and can
therefore be grouped. We can thus evaluate the ef-
fect of changing the segmentation decision for a set
of identical positions in the corpus in just one step.

Like the lexicon cleaning procedure by Zhikov
et al. (2010), we can evaluate the effect of a large
number of changes at the same time. But contra-
trily to Zhikov et al. (2010), because we process
the whole corpus and not the lexicon, we have a
broader search space which allows for the creation
of large words even if they were previously absent
from the lexicon.

A remaining issue is that changing a segmenta-
tion decision at a particular position should result
in a change of the scores of all the neighbouring
positions inside its prefix and its suffix and require
to rebuild the whole agenda, which is a costly oper-
ation. To make our algorithm faster, we use a sim-
plified treatment that freezes the affected positions
and prevent further modification (they are simply
removed from the agenda). As the agenda is sorted
to test the more promising positions first (in terms
of autonomy), this trade-off between exhaustive-
ness for speed is acceptable. Indeed, it turns out
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Algorithm 4.1: algorithm1(Corpus)

seg ← MagistrySagot2012(Corpus)
DL← DescriptionLength(seg)
MinDL←∞
Agenda← SortBoundaries(Corpus, seg)
while DL < MinDL

do



MinDL← DL
for each changes ∈ Agenda

do



changes← removeFrozen(changes)
newDL = Score(changes)
if newDL < MinDL
then

do


seg ← ApplyChange(changes)
freeze(changes)
DL← newDL
break

Figure 1: DL minimization

that we still reach lower description length than
Zhikov et al. (2010).

The details of our minimization of DL algorithm
using this scoring method are presented in figure 4.
As we shall see, this system can be further im-
proved. We shall therefore refer to it as the base
system.

5 Evaluation of the base system

5.1 Reference corpora
The evaluation presented here uses the corpora
from the 2005 Chinese Word Segmentation Bake-
off (Emerson, 2005). These corpora are available
from the bakeoff website and many previous works
use them for evaluation, results are therefore eas-
ily comparable. This dataset also has the advan-
tage of providing corpora that are segmented man-
ually following four different guidelines. Given
the lack of consensus on the definition of the min-
imal segmentation unit, it is interesting to evalu-
ate unsupervised systems against multiple guide-
lines and data sources: since an unsupervised sys-
tem is not trained to mimic a specific guideline,
its output may be closer to one or another. The
dataset includes data from the Peking University
Corpus (PKU), from the LIVAC Corpus by Hong-
Kong City-University (City-U), from Microsoft
Research (MSR) and from the Balanced Corpus of
the Academia Sinica (AS). It was initially intended
for supervised segmentation so each corpus is di-
vided between a training and a test set, the latter be-
ing smaller. We retain these splits in order to pro-
vide results comparable with other studies and to

Corpus Words Characters
Tokens Types Tokens Types

AS 5 449 698 141 340 8 368 050 6 117

CITYU 1 455 629 69 085 2 403 355 4 923

PKU 1 109 947 55 303 1 826 448 4 698

MSR 2 368 391 88 119 4 050 469 5 167

Table 1: Size of the different corpora

have an idea of the effect of the size of the training
data. All the scores we provide are computed on
the test set of each corpus. As our task is unsuper-
vised segmentation, all whitespaces were of course
removed from the training sets. Details about the
size of the various corpora are given in Table 1.

5.2 Evaluation Metrics
The metric used for all following evaluations is a
standard f-score on words. It is the harmonic mean
of the word recall

Rw =
#correct words in the results
#words in the gold corpus

and the word precision

Pw =
#correct words in the result

#words in the result
,

which leads to the following:

Fw =
2 × Rw × Pw

Rw + Pw

For each corpus and method, we also present the
Description Length of each segmentation.

Note that, as mentioned by several studies
(Huang and Zhao, 2007; Magistry and Sagot,
2012; Sproat and Shih, 1990), the agreement be-
tween the different guidelines and even between
untrained native speakers is not high. Using cross-
trained supervized systems or inter-human agree-
ment, these studies suggest that the topline for
unsupervised segmentation is beetween 0.76 and
0.85. As a result, not only the output of an un-
supervised system cannot be expected to perfectly
mimic a given “gold” segmented corpus, but per-
formances around 0.80 against multiple “gold”
segmented corpora using different guidelines can
be regarded as satisfying.

5.3 Results
The results of our base system, without and with
our MDL step, are presented in Table 2. We also
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Figure 2: f-score on words as a function of description length for the three algorithms

provide results for our re-implementation of the al-
gorithm by Zhikov et al. (2010), without and with
their own MDL step. Our initialisation (without
our MDL step) obtains very good results; on the
MSR corpus, they are even as high as the results of
Zhikov et al.'s full algorithm, including their MDL
step. However, at a first sight, the results we get
when using our MDL procedure are disappointing:
it sometimes worsen the results of the initisalisa-
tion step. However, we observe that our MDL step
succesfully decreases the Description Lengths ob-
tained after the initialisation step, and leads to De-
scription Lengths lower than Zhikov et al.'s sys-
tem although with lower f-scores. This tackles the
common idea that lower Description Length yields
better segmentation, and calls for further analysis.

5.4 Step-by-step MDL results

In both systems, ours and Zhikov et al.'s, the MDL
algorithm is iterative. We therefore decided to
dump intermediary results at each iteration to ob-
serve the evolution of the segmentation quality as
the DL gets smaller. Figure 5.3 shows the resulting
f-scores as a function of the DL at different stages,
on the PKU corpus (results on other corpora be-
have similarly). Each iteration of one MDL algo-
rithm or the other reduces the DL, which means

that a given curve on this graphic are followed by
the corresponding system step after step from right
to left. The leftmost dot on each curve corresponds
to the point when the corresponding system de-
cides to stop and produce its final output.

This graphic shows that our system produces
better segmentation at some point, outperforming
Zhikov et al.'s system. But it doesn't stop at that
point and the f-score drops as the DL continue to
decrease. This seems to mean that our algorithm,
because it explores a larger search space, manages
to find segmentations that are optimal as far as DL
is concerned, but that do not constitute optimal
word-level segmentation.

In order to better understand what is going on,
we have added a logging functionality to our im-
plementations, so we can check which operations
are made when the f-score decreases. We shall
now discuss several typical examples thereof.

5.5 Error analysis

A sample of the latest modifications made by our
system while the f-score is falling is given in Ta-
ble 3. We show the modification that are applied
to the largest numbers of occurrences. The type
of operation is either a merge (suppression of a
boundary) or a split (adding a boundary). We pro-
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Method f-score DL
(Mb)

PKU corpus

Zhikov et al. (no MDL) 0.719 17.9
Zhikov et al. (with their MDL) 0.808 15.6
This paper (no MDL) 0.786 16.1
This paper (with our base MDL) 0.729 15.2
Gold 1.0 15.0

City-U corpus

Zhikov et al. (no MDL) 0.652 23.2
Zhikov et al. (with their MDL) 0.787 19.8
This paper (no MDL) 0.744 20.3
This paper (with our base MDL) 0.754 19.3
Gold 1.0 19.0

MSR corpus

Zhikov et al. (no MDL) 0.690 37.1
Zhikov et al. (with their MDL) 0.782 31.9
This paper (no MDL) 0.782 33.0
This paper (with our base MDL) 0.690 31.1
Gold 1.0 30.8

AS Corpus

Zhikov et al. (no MDL) 0.614 80.8
Zhikov et al. (with their MDL) 0.762 67.1
This paper (no MDL) 0.758 68.9
This paper (with our base MDL) 0.711 65.7
Gold 1.0 65.3

Table 2: Scores on different Corpora for Zhikov
et al.'s (2010) algorithm (without and with their
MDL-based improvement step) and for our base
system (without MDL and with our base MDL al-
gorithm). Final results are displayed in Table 6

vide the prefix and suffix, whether the merge or
split is an error or not, as well as English glosses.

The first observation we make is that amongst
highly frequent items, our system only performs
merges. Splits are indeed performed on a large
number of rare types for which both the prefix and
the suffix exist in the lexicon. We note that for bi-
grams, such splits are almost always an erroneous
decision.

Merge operations include valid decisions, erro-
neous decisions producing multi-word expression
units (MWE), and erroneous decisions that merge
a grammatical word to one of its collocations.

6 Description and evaluation of our
constrained system

Given this error analysis, there are three main types
of common mistakes that we would like to avoid:

• merging MWEs such as named entities;

• merging function words with content words
when the co-occurrence is frequent;

Operation String Evaluation

merge 的 . 发展 error
DE - development

merge 据 . 新华社 error
According to - Xinhua Agency

merge 新华社 . 北京 error
Xinhua Agency - Peking

merge 经济 . 发展 error (MWE)
economic - growth

merge 进行 . 了 error
conduct - LE (-ed)

merge 和 . 发展 error
AND - development

merge 在 . 北京 error
AT - Peking

merge 邓小平 . 理论 error (MWE)
Deng Xiaoping - Theories

merge 领导 . 干部 error (MWE)
leading - cadre

merge 常 . 委会 error (MWE)
standing - committee

merge 改革 . 开放 error (MWE)
reform and opening

merge 反 . 腐败 correct
anti - corruption

merge 节 . 日 correct
holi-day

merge 党 . 中央 correct
central committee

merge 金融 . 危机 error (MWE)
finance - crisis

merge 新 . 世纪 error
new - century

merge 副 . 总理 correct
vice - premier

merge 国民 . 经济 error (MWE)
national - economy

merge 北京 . 市 no
Peking - city

merge 基础 . 上 error
basis - postposition (=basically)

merge 副 . 主席 correct
vice-chairman

merge 结构 . 调整 error (MWE)
structural adjustment

merge 产业 . 化 correct
industrial - ize

merge 现代化 . 建设 error (MWE)
modernization - drive

merge 人 . 大 correct
Acronym for Renmin University

Table 3: Modification made (sorted by number of
occurrences)
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Method f-score DL
(Mb)

PKU corpus

Zhikov et al. (with their MDL) 0.808 15.6
This paper (with constrained MDL) 0.832 15.6
Gold 1.0 15.0

City-U corpus

Zhikov et al. (with their MDL) 0.787 19.8
This paper (with constrained MDL) 0.801 19.8
Gold 1.0 19.0

MSR corpus

Zhikov et al. (with their MDL) 0.782 31.9
This paper (with constrained MDL) 0.809 32.1
Gold 1.0 30.8

AS Corpus

Zhikov et al. (with their MDL) 0.762 67.1
This paper (with constrained MDL) 0.795 67.3
Gold 1.0 65.3

Table 4: Final results

• splitting bigrams that were correct in the ini-
tial segmentation.

If we give up on having a strictly language-
independent system and focus on Mandarin Chi-
nese segmentation, these three issues are easy to
address with a fairly low amount of human work
to add some basic linguistic knowledge about Chi-
nese to the system.

The first issue can be dealt with by limiting the
length of a merge's output. A MWE will be larger
than a typical Chinese word that very rarely ex-
ceeds 3 characters. With the exception of phonetic
loans for foreign languages, larger units typically
correspond to MWE that are segmented in the var-
ious gold corpora.2 The question whether it is a
good thing to do or not will be raised in the dis-
cussion section, but for a higher f-score on word
segmentation, leaving them segmented does help.

The second issue can be addressed using a
closed list of function words such as aspectual
markers and pre/post-positions. As those are a
closed list of items, listing all of them is an easily
manually tractable task. Here is the list we used in
our experiments:
的、了、上、在、下、中、是、有、和、与、
和、就、多、于、很、才、跟

As for the third issue, since Chinese is known to
favour bigram words, we simply prevent our sys-
tem to split those.

2A noticeable exception are the 4-characters idioms
(chengyu) but they seem less frequent than 2+2 multiword
expressions.

We implemented these three constraints to re-
strict the search space for our minimization of the
Description Length an re-run the experiments. Re-
sults are presented in the next section.

6.1 Evaluation of the constrained system

The scores obtained by our second system are
given in Table 6. They show a large improvement
on our initial segmentation and outperform previ-
ously reported results.

7 Discussion and futur work

The results presented in this paper invite for dis-
cussion. It is well accepted in the literature that
MDL is a good indicator to find better segmen-
tation but our results show that it is possible to
reach a lower description length without improv-
ing the segmentation score. However, this paper
also demonstrates that MDL can still be a relevant
criterion when its application is constrained using
very simple and almost zero-cost linguistic infor-
mation.

The constraints we use reflect two underlying
linguistic phenomena. The first one is related to
what would be called “multi-word expressions”
(MWE) in other scripts. It is unclear whether it is a
limitation of the segmentation system or a problem
with the definition of the task. There is a growing
interest for MWE in the NLP community. Their
detection is still challenging for all languages, but
has already been proven useful for deeper analysis
such as parsing. It is somewhat frustrating to have
to prevent the detection of multi-words expressions
to achieve better segmentation results.

The second restriction concerns the distinction
between content words and grammatical words. It
is not so surprising that open and closed classes
of words show different distributions and deserve
specific treatments. From a practical point of view,
it is worth noting that MDL is useful for open
classes where manual annotation or rule-based
processing are costly if even possible. On the other
hand, rules are helpful for small closed classes and
represent a task that is tractable for human, even
when facing the need to process a large variety of
sources, genres or topics. This division of labour
is acceptable for real-world applications when no
training data is available for supervised systems.
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Abstract 

The accuracy of Chinese parsers trained on Penn 

Chinese Treebank is evidently lower than that of 

the English parsers trained on Penn Treebank. It is 

plausible that the essential reason is the lack of 

surface syntactic constraints in Chinese. In this 

paper, we present evidences to show that strict 

deep syntactic constraints exist in Chinese sen-

tences and such constraints cannot be effectively 

described with context-free phrase structure rules 

as in the Penn Chinese Treebank annotation; we 

show that such constraints may be described pre-

cisely by the idea of Sentence Structure Grammar; 

we introduce how to develop a broad-coverage 

rule-based grammar for Chinese based on this 

idea; we evaluated the grammar and the evaluation 

results show that the coverage of the current 

grammar is 94.2%. 

1 Introduction 

Penn Treebank (PTB) was built based on the idea 

of context-free PSG (Marcus et al., 1993). It is 

now a common practice to develop data-driven 

English parsers using PTB annotation and en-

couraging performances have been reported 

(Collins, 2000; Charniak, 2000). 

Following the success of PTB, Xue et al. 2000 

built Penn Chinese Treebank (CTB). CTB is also 

based on context-free PSG. Since CTB provides 

training data for Chinese parsing, researchers 

attempted to train Chinese parsing with CTB 

(Bikel and Chiang, 2000; Chiang and Bikel, 

2002; Levy and Manning, 2003; Bikel, 2004; 

Wang et al., 2006; Zhang and Clark, 2009; 

Huang et al., 2009). However, these works 

showed that the performances of Chinese parsing 

were significantly worse than English. 

Such inferior performances can be the result of 

several factors. One of them being that Chinese 

is an isolating language. Verbs and nouns of 

Chinese have little morphological paradigms so 

that the surface syntactic constraints of Chinese 

sentences less than English sentences. For exam-

ple, the word “process” acts as different roles in 

English sentences 1a), 1b) and 1c). The mor-

phologies of the word provide constraints for the 

roles that it acts as. As a contrast, “处理/process” 

acts as different roles also in Chinese sentences 

2a), 2b) and 2c), but there is no morphology 

change of the word. Either English PSG rules of 

PTB or Chinese PSG rules of CTB describe sur-

face syntactic structures of sentences. The lack of 

surface syntactic constraints of Chinese causes 

that PSG rules of CTB for Chinese sentences are 

looser than PSG rules of PTB for English sen-

tences. Therefore, we speculate that the lack of 

surface syntactic constraints of Chinese sentenc-

es is the essential reason why the performances 

of Chinese PSG parsing are lower than English 

obviously. 

 
1a. Students process data  

1b. Data processing system 

1c. Data was processed 

 

2a. 学生      处理     数据 

Student process data 

      Students process data  

2b. 数据       处理         系统 

      Data    process    system 

      Data processing system 
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2c. 数据    处理      了 

      Data    process   le 

      Data was processed 

 

There is another question: are there strict deep 

syntactic constraints in Chinese sentences? If 

there were strict deep syntactic constraints in 

Chinese sentences, and there was grammar for-

mulism capable of describing such constraints 

precisely, then it would be possible to further 

improve the performances of Chinese parsing. 

 In this paper, we present evidences to show that 

there are strict deep syntactic constraints in Chi-

nese sentences, which are constraints of co-

occurrence between deep sentence structures and 

predicate verbs, but such constraints cannot be 

described with PSG rules of CTB (section 2); we 

present examples to show that the idea of Sen-

tence Structure Grammar (SSG) can describe 

such deep syntactic constraints so that SSG rules 

can analyze Chinese sentences deeper and more 

precisely than PSG rules of CTB (section 3);we 

also show  how a broad-coverage Chinese 

grammar was developed based on SSG (section 

4); we evaluate the coverage of the grammar and 

the results show that  its coverage is satisfactory 

(section 5). 

2 Deep Syntactic Constraints in Chinese 

Sentences 

 There are plenty of evidences showing that strict 

deep syntactic constraints exist in Chinese sen-

tences. These are constraints of co-occurrence 

between deep sentence structures and predicate 

verbs. We present some examples here. 

Sentences (3a-3c) and (4a-4c) can be abstracted 

into two deep structures: 5a) and 5b). Since the 

structures like 5a) and 5b) describe the relations 

between the predicate and its semantic-related 

constituents like “Agent” and “Direction”, we 

call such structures as deep sentence structures. 

The deep sentence structures 5a) and 5b) accept 

“飞/fly” as their predicates but not “吃/eat”, and 

“喜欢/like”. Therefore, 3a) and 4a) are gram-

matical sentences but 3b), 3c), 4b) and 4c) are 

ungrammatical. 

 
3a. 鸟儿   向         南方    飞 

      Bird towards south     fly 

      Birds fly towards the south  

3b. *鸟儿   向        南方     吃 

Bird towards south      eat 

      Birds eat towards the south  

3c. *鸟儿   向       南方    喜欢 

Bird towards south     like 

      Birds like towards the south  

4a. 鸟儿  飞    向         南方 

      Bird  fly towards   south  

      Birds fly towards the south  

4b. *鸟儿 吃    向       南方 

      Bird  eat towards   south  

      Birds eat towards the south  

4c. *鸟儿 喜欢   向       南方 

      Bird   like  towards  south  

      Birds like towards the south  

5a. Agent  Direction  V 

5b. Agent  V  xiang4  Direction 
 

Sentences (6a-6c) and (7a-7c) can be abstracted 

into two deep sentence structures: 8a) and 8b). 

8a) and 8b) accept “吃/eat” as their predicates 

but not “飞/fly” and “喜欢/like”. That is why 

6a) and 7a) are grammatical sentences but 6b), 

6c), 7b) and 7c) are ungrammatical. 

 
6a. 鸟儿 把  种子 吃  了 

      Bird  ba  seed  eat  le 

      Birds ate the seeds   

6b. *鸟儿 把 种子 飞 了 

      Bird    ba  seed  fly  le 

      Birds fly the seeds 

6c. *鸟儿 把 种子 喜欢 了 

      Bird    ba  seed   like  le 

      Birds liked the seeds 

7a. 种子 被 鸟儿  吃 了 

      Seed bei bird  eat  le 

      Seeds were eaten by birds  

7b. *种子 被 鸟儿 飞 了 

      Seed  bei  bird  fly  le 

      Seeds were flied by birds 

7c. *种子 被 鸟儿 喜欢 了 

      Seed   bei bird  like    le 

      Seeds were liked by birds 

 

8a. Agent  ba  Object  V  le  

8b. Object bei  Agent  V  le 

 

Sentences (9a-9c) and (10a-10c) can be abstract-

ed into two deep sentence structures: 11a) and 

11b). 11a) and 11b) accept “喜欢/like” as their 

predicates but not “吃/eat” and “飞/fly”. For this 

reason, the sentences 9a) and 10a) are grammati-

cal but 9b), 9c), 10b) and 10c) are ungrammatical 

sentences. 

 
9a. 鸟儿 比  狗儿 喜欢 种子 

      bird  than dog  like  seed 

      Birds like seeds than dogs 

9b. *鸟儿 比 狗儿 飞   种子 

      bird  than dog  fly  seed 

      Birds fly seeds than dogs 

9c. *鸟儿 比  狗儿 吃  种子 

      bird   than dog  eat  seed 

      Birds eat seeds than dogs 

10a. 鸟儿 喜欢 狗儿  偷  种子 

        Bird   like  dog  steal seed 

        Birds like that dogs steal seeds 
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10b. *鸟儿 飞 狗儿    偷    种子 

        Bird   fly  dogs  steal  seed 

        Birds fly that dogs steal seeds 

10c. *鸟儿 吃 狗儿  偷  种子 

        Bird  eat  dog  steal seed 

        Birds eat that dogs steal seeds 

 

11a. Agent  Comparison  V  Object 

11b. Agent  V  Objects  

 

The above examples provide evidences that 

deep sentence structures and predicate verbs 

choose each other. In another words, constraints 

of co-occurrence between deep sentence struc-

tures and predicate verbs exist widely in Chinese 

sentences. 

Deep sentence structures choose predicates ac-

cording to their deep syntactic properties. “飞

/fly” accepts a direction constituent but not an 

object or a comparison constituent, so it can ap-

pear 5a) and 5b) but not 8a), 8b), 11a) and 11b). 

“吃/eat” accepts an object but not a direction 

constituent or a comparison constituent, thus it 

chooses 8a) and 8b) but not 5a), 5b), 11a) and 

11b); “喜欢/like” accepts an object, an senten-

tial object or a comparison constituent but not a 

direction constituent so that it can be predicates 

of 11a) and 11b) but not 5a), 5b), 8a) and 8b). 

 Constraints of co-occurrence between deep sen-

tence structures and predicate verbs exist in Chi-

nese sentences commonly. Obviously, CTB rules 

that describe sentences with context-free phrase 

structures cannot describe such deep syntactic 

constraints in Chinese sentences so that distin-

guish the grammatical sentences from ungram-

matical sentences in the above sentences. The 

rule set of CTB are written to cover the gram-

matical sentences 3a), 4a), 6a), 7a), 9a), and 10a), 

but they also cover all ungrammatical sentences 

above. 

 
12a. IP NP-SBJ VP 

        IP-OBJ NP-SBJ VP 

        VP BA IP-OBJ 

        VP LB IP-OBJ 

VP PP VP 

VP VP PP 

VP VV 

VP VV NP-OBJ 

VP VV IP-OBJ 

PP P NP 

3 Describing Deep Syntactic Con-

straints with SSG Rules 

Sentence Structure Grammar (SSG) is an idea for 

grammar formulism (Wang and Miyazaki, 2007; 

Wang et al., 2012a). SSG focus on describing 

constraints of co-occurrence between deep sen-

tence structures and predicate verbs that are dis-

cussed in section 2.  Deep sentence structures in 

section 2 are treated as rules based on SSG ideas 

(figure 2); predicate verbs are classified accord-

ing to their deep syntactic properties (as shown 

in figure 3); for each type of predicate verbs, on-

ly the deep sentence structures that co-occur with 

them are treated as SSG rules (figure 4). SSG 

rules not only present deeper information but 

avoid effectively covering ungrammatical sen-

tences that are covered by CTB rules. 

We show how SSG rules present deeper infor-

mation than CTB rules. SSG is a kind of context-

free grammar, but its idea to analyze language is 

different from context-free PSG. Rather than 

PSG rules describing a sentence with phrases, 

SSG rules treat a sentence as a whole that con-

sists of a predicate and its semantic-related con-

stituents. For example, PSG rules of CTB ana-

lyze 4a) as shown in figure 1 but SSG rules ana-

lyze the same sentence as shown in figure 2. SSG 

rules present semantic role information like 

“Agent” and “Direction” besides phrase infor-

mation such noun phrase, while CTB rules pre-

sent phrase information and syntactic role like 

“SBJ”.  

 

 
Figure 1: the CTB tree of 4a) 

 

 
Figure 2: the SSG tree of 4a) 

 

We show how SSG rules avoid covering un-

grammatical sentences in section 2, which are 

covered by CTB rules. Predicate verbs would be 

classified according to their deep syntactic prop-

erties based on SSG ideas. The verbs “飞/fly” 

belongs to a type that accept an agent and a di-

rection constituent; “吃/eat” belongs to the type 
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that accept an agent and an object but not a direc-

tion constituent and a comparison constituent; 

“喜欢/like” is in a type that accept an agent, an 

object, a comparison constituent, and a sentential 

constituent (figure 3). 

 

 
Figure 3: how to classify the predicate verbs based on SSG 

 

For each type of predicate verbs, only deep 

sentence structures that co-occur with them are 

treated as rules. As shown in figure 4, for the 

verbs like “飞/fly”, only 5a) and 5b) are the deep 

sentence structures that co-occur with them, but 

8a), 8b), 11a) and 11b) are not, so only 5a) and 

5b) are described as the SSG rules 13a) and 13b) 

for this type of predicate verbs. In the same way, 

the deep sentence structures 8a) and 8b) are 

treated as the SSG rules 14a) and 14b) for the 

type of predicate verbs like “吃/eat”; the deep 

sentence structures 11a) and 11b) are written as 

the SSG rules 15a) and 15b) for the type of pred-

icate verbs like “喜欢/like”. In this way, the 

SSG rules 13a) and 13b) only cover the gram-

matical sentences 3a) and 4a) but not cover the 

ungrammatical sentences 3b), 3c), 4b) and 4c); 

the SSG rules 14a) and 14b) cover the grammati-

cal sentences 6a) and 7a) but not cover ungram-

matical sentences 6b, 6c), 7b) and 7c); the SSG 

rules 15a) and 15b) cover the grammatical sen-

tences 9a) and 10a) but not cover the ungram-

matical sentences 9b), 9c), 10b) and 10c). The 

constraints of co-occurrence between deep sen-

tence structures and predicate verbs are described 

precisely by SSG rules by this way.  

 
13a. s Agent  V1  xiang4  Direction 

        Agent np 

        Direction sp 

 

13b. s  Agent Direction V1 

        Agent np 

        Direction xiang4 sp 

 

14a. s Agent ba Object V2 le 

        Agent np 

        Object np 

14b. s Object bei Agent V2 le 

        Agent np 

        Object np 

 

15a. s Agent Comparison V3 Object 

        Agent np 

        Object np 

        Comparison bi3 np 

 

15b. s Agent V3 Objects 

        Agent np 

        Objects s 

        s Agent V2 Object 

 

 
Figure 4: how to develop the SSG rules 

4 Grammar Development for Chinese 

Based on SSG 

A broad-coverage grammar for Chinese, named 

Chinese Sentence Structure Grammar (CSSG), 

had been developed based on SSG (Wang et al., 

2012b). 

The idea of SSG is helpful for developing 

broad-coverage grammar. The predicate verbs of 

Chinese are classified into 52 types according to 

their deep syntactic properties. Such classifica-

tion of predicate verbs provides a clear goal for 

the developer to develop a broad-coverage 

grammar. It is to cover all deep sentence struc-

tures that co-occur with each type of predicate 

verbs (shown in fig. 4). For example, for the type 

of predicate verbs like “吃/eat”, the deep sen-

tence structures (16a-16l) are covered by the 

SSG rules (17a-17l) in CSSG. (16a-16l) include 

various constructions wide-discussed in linguis-

tic literatures like ba-construction, bei-

construction, topic-construction and so on. Fig-

ure 5 shows the SSG trees of (16a-16l).  

 
16a. 约翰  吃   苹果  皮 

        John eat apple skin 

        John eats apple skin 

16b. 约翰  把   苹果  皮   吃  了 

        John  ba apple skin eat le 

        John ate the apple skin 

16c. 苹果     皮  被 约翰   吃 了 

        apple skin bei John eat  le 
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        The apple skin was eaten by John 

16d. 苹果    皮  约翰   吃 了 

        apple skin John eat le 

        The apple skin was eaten by John 

16e. 约翰 把  苹果  吃  了  皮 

        John ba apple eat le skin 

        John eats the skin of the apple 

16f.  苹果    被  约翰  吃 了  皮 

        Apple bei John eat le skin 

        The skin of the apple was eaten by John 

16g. 苹果 约翰    吃 了 皮 

        apple John eat le skin 

        The skin of the apple was eaten by John 

16h.苹果   被   约翰 把   皮   吃 了 

        Apple bei John ba skin eat le 

        The apple skin was eaten by John 

16i. 苹果    约翰 把   皮   吃  了 

       Apple John ba skin eat le 
      The apples, John ate their skin 

16j.  苹果    皮   被 吃 了 

        Apple skin bei eat le 

        The apple skin was eaten 

16k.  苹果   被 吃 了 皮 

         Apple bei eat le skin 

        The apples, their skin was eaten  

16l.  苹果   被 把   皮  吃 了 

        Apple bei ba skin eat le 

       The apples, their skin was eaten 

 

17a.  s Agent V2 Object  

17b.  s Agent ba Object V2 le 

17c.  s Object bei Agent V2 le 

17d.  s Object Agent V2 le 

17e.  s Agent ba Object-of0 V2 le Object-of1 

17f.  s Object-of0 bei Agent V2 le Object-of1 

17g. s Object-of0 Agent V2 le Object-of1 

17h. s Object-of0 bei Agent ba Object-of1 V2 le 

17i. s Object-of0 Agent ba Object-of1 V2 le 

17j.  s Object bei  V2 le 

17k.  s Object-of0 bei V2 le Object-of1 

17l.  s Object-of0  bei  ba Object-of1 V2 le 
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Figure 5: the SSG trees for (16a-16l) 

 

There is a practical issue when developing a 

broad-coverage grammar based on the SSG idea. 

It is that the number of SSG rules covering a 

kind of language would be huge. Wang and 

Miyazaki 2007 proposed a method to avoid de-

veloping a huge number of rules. They divide 

constituents of a sentence into indispensable 

parts and dispensable parts. Indispensable con-

stituents must appear while dispensable constitu-

ents may or may not appear in a sentence. For 

example, in the SSG rule set 18a), the asterisked 

constituents “advp”, “AS” and “y” are dispensa-

ble constituents, while “Agent”, “Object” and 

“V2” are indispensable constituents. By this way, 

one SSG rule set 18a) can cover a lot of struc-

tures, like (19a-19i) (shown in figure 6).  

 
18a.  s advp* Agent advp* V2  AS* Object y* 

Agent np 

Object np 

AS le 

AS zhe 

AS guo 

advp tp 

advp pp-loc 

19a.   约翰 吃  了  苹果  皮 

         John eat  le  apple skin 

John ate the apple skin 

19b.   约翰  吃   过   苹果  皮 

John eat guo apple skin 

John has ever eaten apple skin 

19c.   约翰   也  吃  苹果   皮  

John also eat apple skin 

John eats apple skin also  

19d.   约翰   吃   苹果 皮  吗 

John eat apple skin ma 

Does John eat apple skin 

19e.   今天   约翰  吃   苹果 皮 

Today John eat  apple skin 

John eat apple skin today 

19f.   约翰    在  家   吃  苹果 皮 

Johan at home eat apple skin 

John eats apple skin at home 

19g.   今天   约翰  在  家   吃   苹果  皮 

Today John at home eat  apple skin 

John eats apple skin at home today 

19h.   今天     约翰   也  在 家   吃   苹果  皮 

Today John also at home eat apple skin 

John also eats apple skin at home today  

19i.   今天      约翰  也 在  家   吃  苹果   皮    吗 

Today John also at home eat apple skin ma 

Does John also eat apple skin at home today  
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Figure 6: the SSG trees for (19a-19i) 

5  Evaluation and Discussion 

5.1   Evaluation Results 

We evaluated the coverage of CSSG. We chose 

the first 200 sentences from CTB development 

data as the test set. We convert the CTB trees of 

the test data into the CSSG trees semi-

automatically with heuristics and some manual 

correction. Then we evaluate how many con-

structions of the test data are covered by the 

CSSG rules. 

  5,333 construction instances are exacted from 

the test data (table 1). These may be divided into 

3 types:  

1) Sentential constructions: the constructions of 

simple sentences and complex sentences; 

2) Semantic roles: the constructions of semantic 

roles like “Agent”, “Object” and  “Direc-

tion”; 

3) Phrase constructions: the constructions of 

phrase like “np”, “advp” and “tp”. 

Among these constructions, 19.1% are the sen-

tential constructions; 14.4% are the semantic 

roles; 62.9% are the phrase constructions.  

 
Sen. Constr. Sem. Role Phr. Constr. Total 

1,014(19.1%) 770(14.4%) 3549(66.5%) 5,333(100%) 

Table 1: the contents of the constructions of the test data 

 

 Total Matched Unmatched 
Sen. Constr. 1014(100%) 905(89.3%) 109(10.7%) 
Sem. Role 770(100%) 764(99.2%) 6(0.8%) 

Phr. Constr. 3549(100%) 3355(94.5%) 194(5.5%) 
Total 5333(100%) 5024(94.2%) 309(5.8%) 

Table 2: coverage of the CSSG 

 

Table 2 shows that the coverage of CSSG.  

94.2% of the total constructions of the test data 

are covered by CSSG: 89.3% of sentences con-

structions; 99.2% of semantic roles; 94.5% of 

phrase constructions. 
Unmatched Sen. 

Constr. 

Unmatched for 

simple Sen. 

Unmatched for 

complex Sen. 

109(100%) 13(11.9%) 96(88.1%) 

Table 3: contents of unmatched sentential constructions 

 

Since the coverage of the sentential construc-

tions of the CSSG is lower than the other types, 

we analyze the unmatched sentential construc-

tions further. As shown in table 3, 88.1% of un-

matched sentential constructions are for complex 

sentences, only 11.9% for simple sentences. 

90.5% of the sentential constructions are for 

simple sentences (table 4) and 98.6% of the con-

structions for simple sentences are covered by 

the CSSG (table 5).  
 

Sen. Constr. Constr.  

for simple Sen. 

Constr.  

for complex Sen. 

1014(100%) 918(90.5%) 96(9.5%) 

Table 4: contents of sentential constructions of the test data 

 

Constr. 

for simple Sen. 

Matched Unmatched 

918(100%) 905(98.6%) 13(1.4%) 

Table 5: coverage of the simple sentential constructions of 

CSSG 

 

We analyzed the type of the unmatched con-

structions for simple sentences. These may be 

divided into 3 types: 

1) The constructions for special structures; 

2) The constructions for common structures; 

3) The constructions for new types of predicate 

verbs. 

Table 6 summarizes the contents of the un-

matched constructions for simple sentences. 

 
the type of unmatched constr. Number 

Special structure 2 

Common structure 9 

New type of verbs 2 

 13 

Table 6: analysis of the unmatched constructions for simple 

sentence 

5.2   Discussion 

The evaluation results show that the coverage of 

the sentential constructions of the CSSG is lower 

than the coverage of the total rules (table 2), but 

88.1% of the unmatched constructions are for 

complex sentences (table 3). As the discussion in 

section 2 and section 3, the CSSG rules focus on 

covering the deep sentence structures of simple 

sentences. The rules for complex sentences are 

still not included by the current version of the 

CSSG.  

Table 4 shows that 90.5% of the sentential con-

structions are for simple sentences, and the cov-

erage of the constructions of simple sentences of 

CSSG is 98.6% (table 5). The results verified 

that the CSSG rules cover the deep sentence 

structures of Chinese widely.  

  There are 13 deep sentence structures that failed 

to be covered by CSSG (table 5). As shown in 
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table 6, most of them appear commonly but 

CSSG failed to cover these constructions; two of 

them are special structures like 20a) and 20b), 

these structures need to be described with special 

rules; two of them are not covered because their 

predicate verbs are not covered by the current 

version of the CSSG. The two verbs are “获悉

/know from” and “符合/be in accord with”. “获

悉/know from” accept a sentential object and a 

source constituent; “符合/be in accord with” ac-

cept a nominal subject, a sentential subject and 

an object (figure 7). These two types of verbs are 

still not included by the predicate classification 

of CSSG. It is possible to improve the coverage 

of CSSG by adding such new types of verbs to 

the predicate classification of CSSG and describ-

ing the SSG rules for them. For example, the 

predicate verb of 21a) is “获悉/know from”, and 

22a) is the deep sentence structure of 21a); the 

predicate verbs of 23a) and 23b) are  “符合/be in 

accord with”. 24a) and 24b) are the deep sen-

tence structures of 23a) and 23b). We can add the 

new types of predicates like “获悉/know from” 

and “符合/be in accord with” to the predicate 

classification of CSSG, then describe SSG rules 

for the deep sentence structures 22a), 24a) and 

24b). In this way, the coverage of CSSG can be 

further improved.  

 

 
Figure 7: the new types of predicate verbs 

 
20a.   中国   的 友好城市  以  日本   为   最     多 

          China de sister city  yi3 Japan wei2 most few  

          Japan has most of the sister cities of China 

20b.  他    给     人    以      挑战者  的  印象 

         He give people yi3 challenger de impression 

         He gives people an impression of a challenger 

21a.  他   从      记者   获悉  日本  发生     地震 

         He from reporter learn Japan happen earthquake   

         He learned from reporters that there was an earthquake 

in Japan 

 

22a.  Agent  Source  Vi  Object_sentential 

 

23a.  他             符合              雇用条件 

         He be in accord with  employment condition 

         He is in accord with the employment condition 

23b. 减少        工资             符合              公司利益 

        Decrease salary  be in accord with   company’s benefit  

        It is in accord with company’s benefit to decrease sala-

ries 

 

24a. Subject _nominal  Vj  Object 

24b. Subject_ sentential  Vj  Object 

6 Conclusion and Future Work 

In this paper, we argued that the lack of surface 

syntactic constraints of Chinese is the essential 

reason of the lower performances of the Chinese 

parsing trained on CTB than the English parsing 

trained on PTB. We gave examples to show that 

surface syntactic constraints of Chinese are less 

than English. We presented evidences to show 

that there exist strict deep syntactic constraints in 

Chinese sentences but CTB rules cannot effec-

tively describe such constraints. We showed how 

to describe such deep syntactic constraints pre-

cisely based on SSG and how to develop a 

broad-coverage SSG-based Chinese grammar. 

The evaluating experiment was done and the re-

sults showed that the coverage of the Chinese 

grammar is 94.2%. 

  The CSSG rules analyze Chinese sentences 

deeper and more precisely than the CTB rules, so 

we will attempt to use it for Chinese parsing in 

the future. 
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Abstract 

 

Event classification is one of the most crucial 
tasks in lexical semantic representation. Tradi-
tionally, researchers regarded process and state 
as two top level events and discriminated them 
by semantic and syntactic characteristics. In 
this paper, we add cause-result relativity as an 
auxiliary criterion to discriminate between 
process and state by structuring about 40,000 
Chinese verbs to the two correspondent event 
hierarchies in E-HowNet. All verbs are classi-
fied according to their semantic similarity with 
the corresponding conceptual types of the on-
tology. As a consequence, we discover defi-
ciencies of the dichotomy approach and point 
out that any discrete event classification sys-
tem is insufficient to make a clear cut classifi-
cation for synonyms with slightly different 
semantic focuses. We then propose a solution 
to remedy the deficiencies of the dichotomy 
approach. For the process or state type mis-
matched verbs, their inherited semantic prop-
erties will be adjusted according to their POS 
and semantic expressions to preserve their true 
semantic and syntactic information. Further-
more, cause-result relations will be linked be-
tween corresponding processes and states to 
bridge the gaps of the dichotomy approach. 

1 Introduction 

Clarifying the nature of verb classes is a crucial 
issue in lexical semantic research, being of great 
interest to both theoretical and computational 
linguistics. Many classification and representa-
tion theories have already been presented includ-
ing the widely cited theories proposed by 
Vendler (1967), Dowty (1979), Bach (1986), 
Parsons (1990), Levin (1993), Pustejovsky (1995) 
and Rosen (2003). Additionally, several online 

verb classification systems, such as WordNet 
(Fellbaum 1998), VerbNet (Kipper-Schuler 
2006), FrameNet (Fillmore et al. 2003) and Lev-
in’s verb classification are also available. Each 
approach views events from a different perspec-
tive, and each approach clarifies a different part 
of the overall problem of understanding the lin-
guistic representation of events. Overall, they can 
be divided into two main schools, one is seman-
tic classification, such as Vendler’s approach; 
and the other is syntactic classification, such as 
Levin’s approach. 

Since different event classifications pinpoint 
the basic features of events that need to be repre-
sented, we need to clarify the goal we want to 
achieve before adopting or proposing an event 
classification. In this paper, we aim to achieve a 
better lexical semantic representation framework 
for E-HowNet (Chen et al. 2003), and we adopt 
the typologies of process and state as the two top 
level event types. However, since verbs may ex-
press different aspects or viewpoints of concep-
tual events, is difficult in some cases to make a 
clear-cut difference between process and state 
verbs. Verb-result compounds, such as 購妥 gou-
tuo ‘to complete procurement’, are obvious ex-
amples which are either pure process or state. 
Furthermore their semantic interactions also need 
to be clarified. Consider, for example, the syno-
nym words (strictly speaking near synonyms and 
hyponyms) of 記得 ji-de ‘remember’ in Manda-
rin Chinese: (a) 想起 xiang-qi ‘call to mind’, 記
取 ji-qu ‘keep in mind’, 背起來 bei-qi-lai ‘mem-
orize’, (b) 念念不忘 nian-nian-bu-wang ‘memo-
rable’, 刻骨銘心 ke-gu-ming-xin ‘be remem-
bered with deep gratitude’; although these words 
are near synonyms, their senses shift slightly ac-
cording to different semantic focuses and often 
resulting in different grammatical behavior. If we 
classify group (a) as a process type, and group (b) 
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as a state type by their fine-grained semantic fo-
cuses, we may lose the important information of 
they are actually near synonyms and denote the 
same event type. Therefore, in order to design a 
better semantic and syntactic representational 
framework for verbs, we try to clarify the polari-
ty and interaction between process and state. 

The remainder of this article is organized as 
follows. In the next section, we begin with a re-
view of past research. Section 3 clarifies the po-
larity between process and state, and then diffi-
culties of the dichotomy approach will be ad-
dressed. In Section 4 we describe the interaction 
between process and state, and propose solutions 
to overcome the difficulties mentioned in the 
previous section. Finally, we conclude our find-
ings and possible future research in Section 5. 

2 Backgrounds 

Over 2300 years ago, Aristotle (1984) proposed 
the first event-based classification of verbs. His 
main insight was the distinction between states 
and events (called ‘processes’ in this paper). 
From the late 1960’s, a large number of event 
classifications, variously based on temporal crite-
ria (such as tense, aspect, time point, time inter-
val), syntactic behavior (such as transitivity, ob-
ject case, event structure), or event arguments 
(such as thematic role mapping, agent type, verb 
valence) have been suggested and have aroused 
many heated discussions. These representations 
can be roughly divided into the two main schools 
of semantic classification and syntactic classifi-
cation. In the following discussion, we take 
Vendler and Levin as representatives for the two 
respective schools, and we will find that both 
schools treat process and state as two obviously 
different event types. 

2.1 Vendler’s Classification 

Vendler’s classification (1967) is the most influ-
ential and representative system in terms of the 
semantic classification approach. He classified 
verbs into four categories “to describe the most 
common time schemata implied by the use of 
English verbs” (pp. 98-99). The four categories 
are given in (1): 

(1) a. States: non-actions that hold for some peri-
od of time but lack continuous tenses. 
b. Activities: events that go on for a time, but do 
not necessarily terminate at any given point. 
c. Accomplishments: events that proceed toward 
a logically necessary terminus. 

d. Achievements: events that occur at a single 
moment, and therefore lack continuous tenses 
(e.g., the progressive). 

Distinctly, states denote a non-action condi-
tion and are irrelevant to temporal properties, 
while the other three denote an event process or a 
time point in an event process. Vendler’s succes-
sors, such as Verkuyl (1993), Carlson (1981), 
Moens (1987), Hoeksema (1983), extended this 
discussion without changing Vendler’s basic 
framework. According to Rosen (2003), the suc-
cessors all pointed out that state and process are 
two major event types. Ter Meulen (1983, 1995) 
thus suggested a redefinition of the Vendler clas-
ses. She defined states have no internal structure 
or change, while events, i.e., the processes dealt 
with in our paper and consisting in Vendler’s 
other three event types, are defined on the basis 
of their parts. 

2.2 Levin’s Classification 

Levin (1993) believes that identifying verbs with 
similar syntactic behavior provides an effective 
means of distinguishing semantically coherent 
verb classes. She proposed a coarse-grained clas-
sification for verbs based on two observations: 
the first is many result verbs lexicalize results 
that are conventionally associated with particular 
manners, and vice versa, many manner verbs 
lexicalize manners that are conventionally asso-
ciated with particular results. The examples she 
gave are listed in (2): 

(2) The pervasiveness of the dichotomy (Levin 
2011) 
 Manner 

verbs 
vs. Result 

verbs 
Verbs of damaging: hit vs. break 
Verbs of putting—2-dim smear vs. cover 
Verbs of putting—3-dim pour vs. fill 
Verbs of removal shovel vs. empty 
Verbs of combining shake vs. combine 
Verbs of killing stab vs. kill 
 

Levin argued the origins of the dichotomy 
arises from a lexicalization constraint that re-
stricts manner and result meaning components to 
fit in a complementary distribution: a verb lexi-
calizes only one type; and those components of a 
verb’s meaning are specified and entailed in all 
uses of the verb, regardless of context. Further, 
not only do manner and result verbs differ sys-
tematically in meaning, but they differ in their 
argument realization options (Rappaport and 
Levin 1998, 2005). For example, result verbs 
show a causative alternation, but manner verbs 
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do not, as shown in example (3); and, manner 
verbs show considerably more and different ar-
gument realization options than result verbs 
(Rappaport and Levin 1998), such as those de-
scribed in (4). 

(3) a. Kim broke the window./The window broke. 
b. Kim wiped the window./*The window wiped. 

(4) a. Terry wiped. (activity) 
b. Terry wiped the table. (activity) 
c. Terry wiped the crumbs off the table. (remov-
ing) 
d. Terry wiped the crumbs into the sink. (putting) 
e. Terry wiped the slate clean. (change of state) 
f. Terry wiped the crumbs into a pile. (creation) 

Levin’s manner verb and result verb dichot-
omy characterizes semantic and syntactic inter-
actions between verbs. Specifically, this syntac-
tic dichotomy is caused by the semantic charac-
teristics of the language. We consider a similar 
semantic relation of cause-result between process 
verbs and state verbs to show the dichotomy and 
interactions between them. In fact, Levin’s result 
verbs are verb-result compounds in Chinese and 
our result verbs refer to pure states. The above 
cited verbs pairs, such as stab and kill in (2), are 
both process verbs. By our notion of process and 
state dichotomy wounded and die are result states 
of stab and kill, respectively.  

2.3 E-HowNet’s Classification 

E-HowNet (Chen et al. 2005) is a frame-based 
entity-relation model that constructs events, ob-
jects and relations in a hierarchically-structured 
ontology. By following the conventional event 
classification theories, verbs are partitioned into 
process and state first, which is a higher priority 
dichotomous classification criterion than the syn-
tactic classification in E-HowNet, since E-
HowNet is a primarily semantic classification 
system. Furthermore, semantic classification is 
more intuitive, and more in line with the general 

view of the real world. Based on this criterion, 
the top-level E-HowNet ontology is established 
as depicted in Figure 1. 

3 The Polarity and Interaction between 
Process and State  

Process and state have long been treated as two 
top classes of events. Semantically, their distinc-
tions are evident and intuitive, such as the obvi-
ous difference between the process verb 取悅 qu-
yue ‘please’ and the state verb 喜悅 xi-yue ‘joy-
ful’. With respect to syntax, process and state 
verbs also have their own individual characteris-
tics; for example, 取悅 qu-yue ‘please’ must 
have a patient object but 喜悅 xi-yue ‘joyful’ 
does not. Differentiating them is considered ob-
vious in theoretic and practical linguistic re-
search areas. However, from the perspective of a 
fine-grained lexical analysis, researchers have 
also found that it is difficult to make clear cut 
differences between process and state. Take the 
following as examples. The state verb 生氣 
sheng-qi ‘angry’ may accept an object goal in 
Mandarin and can be hardly differentiated from 
the process verb 發脾氣 fa-pi-qi ‘get angry’ in 
semantics. In this paper, we do not aim to strictly 
partition 生氣 sheng-qi ‘angry’ and 發脾氣 fa-pi-
qi ‘get angry’ into state and process type. Instead, 
our objective is to discriminate processes from 
states with an emphasis on why we encounter 
difficulties of discriminating them, and what are 
better representations that may preserve as much 
semantic and syntactic information as possible. 
For example, the verb 遇害 yu-hai ‘be murdered’ 
can be either classified as a process of kill or a 
state of die, with neither classification being ab-
solute. A better solution might be that even if the 
verb is misclassified into either type, we can still 
recognize that the experiencer of 遇害 yu-hai ‘be 
murdered’ is killed and dead. In this section, we 
emphasize the general distinction between pro-

TopNode

entity|事物 relation|關聯

event|事件

state|狀態 (result)process|行動 (cause)

object|物體 …… ……

AlterRelation|變關係 AlterState|變狀態

AlterPossession|變領屬 AlterIsa|變是非 ……

corelation|關連 ChangeState|改變狀態 ……

take|取 give|給 ……

OwnOrOwnNot|領屬 ……

own|有 BelongTo|屬於 ……

be|是
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Figure 1. The Architecture of E-HowNet 
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cess and state, and then in the next section, we 
introduce several approaches we adopted while 
encountering difficulties of process-state dichot-
omy. 

The differentiating characteristics between 
process and state verbs, other than semantic dif-
ferences, are not obvious. Summarizing the pre-
viously mentioned theories in Section 2, the po-
larities between process and state can be general-
ized as below: 

(5)  The polarities and interactions between pro-
cess and state 
Processes: cause of states, dynamism (i.e., rele-
vant to temporal properties), object domination 
States: result of processes, stasis (i.e., irrelevant 
to temporal properties), object modification 

The polarity of dynamism and stasis is a se-
mantic-based distinction, whereas the domina-
tion of objects or their modification is a syntax-
based distinction. They are both common but 
coarse-grained event classification criteria and 
most verbs can be distinguished by these coarse-
grained classification criteria. However some 
verbs like 發脾氣 fa-pi-qi ‘get angry’ and 遇害 
yu-hai ‘be murdered’ are not easily classified. In 
our study, we propose an interaction between 
cause and result as an auxiliary criterion, which 
asserts that processes are the cause of states and 
they denote an event process or a time point on 
an event process. On the other hand, states are 
the result of processes and they denote a non-
action condition and are thus irrelevant to tem-
poral properties, i.e., they have no internal struc-
ture or change. Although it would appear that 
cause-result is a natural differentiation criterion 
between processes and states, it may not be a 
one-to-one relation and some of verb types may 
not have obvious cause-result counterparts. For 
instance, the concept of causative process {earn|
賺} may achieve several resultant states such as 
{obtain|得到} and {rich|富}, though the process 
of {swim|游} does not have an obvious result 
state. Nonetheless if we can use the characteris-
tics of (5) to differentiate all verbs into process 
and state types, which may help us achieve the 
first step towards a lexical semantic classification 
for verbs. We then use semantic expressions, 
part-of-speech (POS) features, and relational 
links such as cause-result relationship between 
process types and state types to make a better 
lexical semantic representation. Regarding the 
verb type classification, the following questions 
may be raised. Is the process-state dichotomy 

approach feasible? How are the verbs denoting 
complex event structures, such as verb-result 
compounds, classified? Is it true that all states 
have causing processes and all processes have 
result states? The following observations will 
provide the answers to these questions. 

3.1 Observations and Difficulties of the 
Process-State Dichotomy in E-HowNet 

In order to develop the lexical semantic represen-
tation system E-HowNet, we classified all Chi-
nese verbs into a process and state type-hierarchy, 
as illustrated in Figure 1. We use the characteris-
tics (5) of dynamism and stasis as a semantic-
based distinction; the domination and modifica-
tion of objects as a syntax-based supporting cri-
terion; as well as the cause-result relation as a 
complementary criterion to distinguish process 
from state. It is interesting that with the excep-
tion of general acts, almost all top-level Chinese 
verb types; whether of process or state types, 
necessarily have their cause-result counterpart. 
However for the fine-grained lower level types 
or lexical level verbs, there are three different 
cases of lexical realizations of cause-result di-
chotomy, which are listed in the following. 

Case 1: Process types have result states and vice 
versa. An example of cause-result mapping be-
tween process and state is given in (6).  

(6) Causative process type {brighten|使亮}: e.g., 
磨光 mo-guang ‘burnish’, 擦亮 ca-liang ‘polish’ 
etc.   
Resultant state type {bright|明}: e.g., 水亮 shui-
liang ‘bright as water’, 光燦 guang-can ‘shining’ 
etc.  

For this case, the process and state are two dif-
ferent types and can be differentiated by the fun-
damental differences between dynamic and static 
types or by the cause-result relation. However, 
lexemes may shift their senses due to different 
compounding, resulting in a classification di-
lemma of semantic similarity first or dichotomy 
of process and state first. As was mentioned in 
the above example, the causative process type 
{kill|殺害}, e.g., 弔死 diao-si ‘hang by the neck’, 
has a resultant state type {die|死}, e.g., 往生 
wang-sheng ‘pass away’. Then, how about the 
result-state verb 遇害 yu-hai ‘be murdered’? 
Should we classify 遇害 yu-hai ‘be murdered’ as 
a process type {kill|殺害}? Or, as a state type 
{die|死}? The verb 遇害 yu-hai ‘be murdered’ 
seems to be the resultant state {die|死} in terms 
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of stativity, but from the perspective of a seman-
tic focus, it is more akin to a causative process 
{kill|殺害}. This classification difficulty always 
occurs when we analyze verbs denoting different 
aspect situations, such as passive or achieved 
situations. As a result, near synonyms of same 
event type could be separated apart for denoting 
different aspectual situations. 

In terms of the E-HowNet ontology, the 
cause-result matching between processes and 
states almost reaches 100% respecting 
hypernymy concepts as shown in Figure 2. How-
ever, at the hyponym or lexical level, we found 
that the correspondent rate was not as high as in 
top-level concepts. This results in Case 2 below. 

Case 2: Process types neither have nodes of re-
sult states nor do state types have nodes of caus-
ing processes in the E-HowNet ontology, which 
means the result states or causal processes are 
either vague or they are not lexicalized common 
concepts. (7), (8) are typical examples. 

(7) The causative process type {punish|處罰}, 
such as 行刑 xing-xing ‘execute’ or 處決 chu-jue 

‘put to death’, have the corresponding aspectual 
resultant states, such as 受刑 shou-xing ‘be put 
to torture’ and 伏法 fu-fa ‘be executed’, but no 
lexicalized concept in common to denote being 
punished or being tortured in Chinese. Therefore, 
there is no proper node of state type to which the 
above two stative verbs belong in E-HowNet. 

(8) There is no lexicalized concept in common to 
denote causative processes, such as 板起 (臉 ) 
ban-qu-(lian) ‘put on a stern expression’ and 正
色 zheng-se ‘with a stern countenance’ in Chi-
nese, and which are the cause of the resultant 
state type {austere|冷峻}, e.g., 凝重 ning-zhong 
‘serious’, 不苟言笑 bu-gou-yan-xiao ‘serious in 
speech and manner’. That is, there is no proper 
node of the process type to which the above two 
process verbs 板起臉 ban-qu-lian ‘put on a stern 
expression’ and 正色  zheng-se ‘with a stern 
countenance’ belong.  

For lexemes of Case 2, the characteristics of 
process and state of (5) can still differentiate the 
lexemes on the process and state types, but there 
are no actual corresponding conceptual nodes in 
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the ontology. This means that some stative verbs 
must be attached to the process type node and 
some of process verbs should be attached to 
stative type node in the ontology for the sake of 
keeping reasonable semantic consistency. 

Case 3: Some processes and respective states co-
exist concurrently and are not in the cause-result 
temporal sequence. We call such concurrent pro-
cess and state a dual process-state. There are 26 
dual process-state type primitives in the E-
HowNet ontology, with example (9) describing 
one of them. 

(9) the dual process-state {living|生活} includes: 
(a) 求生 qiu-sheng ‘seek to survive’, 度日 du-ri 
‘subsist’, and (b) 生存 sheng-cun ‘exist’, 在世 
zai-shi ‘be living’, 一息尚存 yi-xi-shang-cun ‘be 
still alive’. The semantic focus of group (a) indi-
cates a process of making a living or to live, 
while group (b) indicates the state of being alive 
or be living. The two types of process and state 
coexist and they are not cause-result relation. 

For the dual process-state type, we encounter 
the similar dilemma of the previous two cases. If 
we choose the bipartite process and state ap-
proach, near synonyms will belong to two nodes 
far apart in the ontology. If we adopt the ap-
proach of a unified conceptual node for each dual 
process-state type, the result will be the same 
problem as in Case 2, i.e., stative verbs and pro-
cess verbs are of the same type.   

Furthermore, in Mandarin Chinese we have 
many verb-result compounds (VR), such as 累病 
lei-bing ‘sick from overwork’, 驚退  jing-tui 
‘frighten off’ and 購妥  gou-tuo ‘to complete 
procurement’. Since causative process and re-
sultant state are contained in the same verb, how 
should we classify them? 

4 Knowledge Representation for Pro-
cess and State Verbs  

The difficulties of the dichotomous approach are 
caused by the semantic interaction between state 
and process. We thus propose the classification 
criterion (5) and a representational scheme ac-
cording to the above observations, and try to 
solve the corresponding difficulties without 
changing the framework of the dichotomy struc-
ture. The idea is that all verbs are classified ac-
cording to their semantic similarity with the con-
ceptual types of the ontology. The process or 
state type mismatched verbs will have their types 

adjusted by their POS or semantic expressions. 
Such an approach is functional insofar as, for 
example, using the feature of ‘don’t fly’ to adjust 
the flying property for penguins as bird type and 
still maintaining the inherent properties. Fur-
thermore, cause-result relations will be linked 
between corresponding processes and states to 
bridge the gaps of the dichotomy approach. This 
proposal is put forward to interpret the semantic 
and syntactic consistency and differences of 
verbs with respect to lexical representation. 

4.1 Lexical Semantic Representation for 
Verbs that are Attached to Process or 
State Primitives 

For the Case 1 verbs, every process has the cor-
responding result state, and every state has the 
corresponding causal processes. For synonym 
verbs with a process and state dichotomy, each 
verb is placed under its corresponding conceptual 
nodes. In addition, cause-result relation links will 
be established between corresponding process 
types and state types, as exemplified in the Fig-
ures 2 and 4. In real implementation, there are 
310 corresponding cause-result pairs established.  
However from a practical point of view, all se-
mantic representation systems are discrete sys-
tems. Given that they use a limited number of 
primitive concepts to express complex concepts, 
the result is that some words are forced to be 
classified to the most similar concept node but 
with a mismatched major type, such as 遇害 yu-
hai ‘be murdered’ possibly being classified as the 
process type {kill|殺害} instead of the state type 
{die|死}. We will resolve such kind of problem 
by the following method for Case 2. 

As shown in the observation of Case 2, some 
of the cause-result corresponding concepts are 
vague and some are not lexicalized, neither of 
which occur as conceptual type nodes in the on-
tology. As a result, for verbs whose potential 
hypernyms are missing, we will classify these 
verbs to their cause-result counterpart conceptual 
nodes instead. After this, we use the part-of-
speech to distinguish the state or process, as il-
lustrated in (10). 

(10) causative process: {FondOf| 喜 歡 } 
there is no corresponding resultant state 
lexicons: 看中 kan-zhong ‘take fancy to’, 喜愛

xi-ai ‘love’, 酷愛 ku-ai ‘ardently love’, 熱衷 re-
zhong ‘be addicted to’. Since these verbs in E-
HowNet are tagged with active POS, they are 
classified to {FondOf|喜歡}. 
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The verbs of 癡情 chi-qing ‘be infatuated’, 興致

盎然  xing-zhi-ang-ran ‘full of interest’ in E-
HowNet are tagged with stative POS, but there is 
no lexicalized state primitive to place these verbs, 
and as such, they are classified to the corre-
sponding existing hypernym process node, i.e., 
{FondOf|喜歡}. 

With part-of-speech tags, we have no prob-
lem discriminating state verbs that are attached 
to a process primitive. In fact, we can define 
state verbs in {result(process)} format; or pro-
cess verbs in {cause(state)} format in order to 
make both semantic distinctions and link rela-
tions. Example (11) lists the expressions of verbs 
in (10). 

(11) 看中 kan-zhong ‘take fancy to’, 喜愛 xi-ai 
‘love’, 酷愛 ku-ai ‘ardently love’, 熱衷 re-zhong 
‘be addicted to’ are defined as {FondOf|喜歡}; 
癡情 chi-qing ‘be infatuated’, 興致盎然 xing-
zhi-ang-ran ‘full of interest’ are defined as {re-
sult({FondOf|喜歡})}. 

Moreover, fine-grained part-of-speech tags 
also provide syntactic constraint information for 
each verb; this solves the difficulty in Case 2 and 
effectively makes a semantic and syntactic dis-
tinction for synonyms. 

4.2 Lexical Representation for Verbs that 
are Attached to Dual Process-State 
Primitives 

For Case 3 dual process-state verbs, the bipartite 
nodes for state and process are not needed for 
two reasons. Firstly, it is hard to make distinction 
between process and state for the dual types, and 
secondly, state and process are just two different 
viewpoints of same events. A single dual pro-
cess-state conceptual type may contain both pro-
cess and stative verbs of same event type of dif-
ferent viewpoints. We use part-of-speech tags to 
tell the difference between semantic focus and 
the syntactic behavior of each verb. In addition, 

the dual process-state type also indicates that the 
process and state coexist at the same time.  

4.3 Lexical Semantic Representation for 
Verb-Result Compounds 

In addition to the verbs belonging to Cases 1-3, 
we also wanted to address the solution for classi-
fication difficulty of VR compounds. Take as 
examples the verbs with VR structure in example 
(12); no matter which event type we classified 
them to, no difference was caused with respect to 
lexical representation. 

(12) 累病 lei-bing ‘sick from overwork’ def:{ill|
病態: cause={tired|疲乏}}  
驚退  jing-tui ‘frighten off’ def:{frighten|嚇唬: 
patient={x}, result={leave|離開:theme={x}}} 
購 妥  gou-tuo ‘to complete procurement’ 
def:{buy|買: aspect={Vachieve|達成}} 

The semantic expressions provide infor-
mation to clarify the accurate word meaning and 
relation between V1 and V2, as well as to con-
strain the syntactic behaviors in the Verb-Result 
structure. Although it is controversial to recog-
nize the semantic focus of these verbs, i.e., to 
determine whether they are more state-like or 
more process-like, it is not an important issue in 
making a semantic and syntactic distinction in 
lexical representation. We built explicit links of 
cause-result relations between sub-events in the 
LESRE framework of E-HowNet (Chen et al. 
2013), such as {ill|病態} and {tired|疲乏} of the 
verb 累病  lei-bing ‘sick from overwork’. We 
also encoded the co-indexed arguments for all 
related event pairs, e.g., the patient of {frighten|
嚇唬} is the agent of {leave|離開} in (12). 

5 Discussion and Conclusion 

Levin (2010) had pointed out that different stud-
ies support positing verb classes of varying 
grain-sizes, including (a) coarse-grained classifi-
cation discriminating manner verb, result verb; 
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(b) medium-grained classification discriminating 
motion verbs, speaking verbs etc., with Fill-
more’s verb classification being regarded as a 
representative of medium-grained classification; 
and (c) fine-grained classification discriminating 
run, which lexicalizes a manner of motion that 
causes directed displacement towards a goal. 
Nevertheless, while these classifications are dif-
ferent in grain-size, they are not contradictory for 
the classification criteria.  

In E-HowNet, we carry this viewpoint 
through the whole construction by firstly classi-
fying events into causative processes and their 
corresponding resultant states, i.e., the top two 
levels of events we mainly discussed in this pa-
per; we then further subdivided more than 1200 
generic events (i.e., primitives) into a semantic 
hierarchy framework as a medium-grained event 
classification. Finally, the near synonyms were 
attached to each primitive and discriminated by 
fine-grained features that were integrated in the 
lexical event structure representation of E-
HowNet (abbreviated as LESRE; see Chen et al. 
2013). The content and formation of LESRE is 
shown in Figure 3. 

We believe the varying grain-sizes classifica-
tions provide different semantic and syntactic 
realization options, such as the coarse-grained 
classification in which process verbs show con-
siderably more and different argument options 
than state verbs; further, the idiosyncrasy of each 
grain-size classification, as well as their interac-
tion, will provide us with advanced knowledge in 
lexical representation. We will, therefore, con-
tinue to complete the LESRE theory in the near 
future, with the ultimate objective being to estab-
lish a completed event classification system 
which can be applied to both theoretical and 
computational linguistics. The sketch of different 

grain-sized event classification in the E-HowNet 
construction is detailed in Figure 4. 

Event classification is one of the most crucial 
tasks in lexical semantic representation. Tradi-
tionally, researchers have regarded process and 
state as two top level events and defined them by 
counter temporal features and syntactic rules. In 
this paper, we added cause-result relativity as an 
auxiliary criterion to discriminate between pro-
cess and state, and structured about 40,000 Chi-
nese verbs to the two correspondent event classes. 
All verbs were classified according to their se-
mantic similarity with the conceptual types of the 
ontology. The process or state type mismatched 
verbs would have their types be adjusted by their 
POS or semantic expressions. Furthermore 
cause-result relations would be linked between 
corresponding processes and states to bridge the 
gaps of the dichotomy approach.  

We not only aimed to claim the deficiency of 
dichotomy approach, but also to point out that 
any discrete event classification system is insuf-
ficient to make a clear cut classification for all 
verbs, such as synonyms with slightly different 
semantic focuses. Although misclassification 
maybe unavoidable, under our framework of 
event classification, we proposed the remedy of 
using fine-grained feature expressions to recover 
erroneous information inherited from the mis-
matched classification and differentiated the fi-
ne-grained semantic differences for near syno-
nyms. The E-HowNet feature expression system 
is an incremental system, i.e., fine-grain features 
can be added gradually without side effects. Cur-
rently we have resolved the medium-grained 
classification among 1200 generic event types 
for about 40,000 Chinese verbs. In the future, we 
will improve their fine-grained feature expres-
sions to achieve better lexical semantic and syn-
tactic representations. 

(cause) act|行動 

AlterRelation|變關係

AlterPossession|變領屬

take|取

earn|賺
Active verbs

  掙錢 to gain money, 
  撈本 to recover one's capital (in a risky adventure),
  賺到 have earned,
Stative verbs

  大發 make big money,
  穩賺 earn without doubt, 
  ……

(result) state|狀態

corelation|關連

OwnOrOwnNot|領屬

own|有

obtain|得到

Stative verbs

  受惠 receive benefit,
  中彩 win prize,
  不勞而獲 reap without sowing,
Active verbs

  贏得 to gain, 
  趨利 approach to profit,
  ……

coarse-grained classification

medium-grained classification

fine-grained classification(LESRE)

Figure 4. Three Grain-sizes of Event Classification in E-HowNet Construction 
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Abstract 

Conversational spoken dialogue systems can 

assist individuals to communicate with ma-

chine to obtain relevant information to their 

problems efficiently and effectively. By refer-

ring to relevant response, individuals can un-

derstand how to interact with an intelligent 

system according to recommendations of dia-

logue systems. This work presents a response 

generation based on hierarchical semantic 

structure with POMDP Re-ranking for conver-

sational dialogue systems to achieve this aim. 

The hierarchical semantic structure incorpo-

rates the historical information according to 

dialogue discourse to keep more than one pos-

sible values for each slot. According to the sta-

tus of concept graph, the candidate sentences 

are generated. The near optimal response se-

lected by POMDP Re-ranking strategy to 

achieve human-like communication. The MOS 

and recall/precision rates are considered as the 

criterion for evaluations. Finally, the proposed 

method is adopted for dialogue system in trav-

el domain, and indicates its superiority in in-

formation retrieval over traditional approaches. 

1 Introduction 

Intelligent space is one of the new trends about 

computing environment construction. From 

providing the natural intelligent human machine 

interaction, conversational dialogue systems play 

an essential role in iterative communication. Let 

us now attempt to extend the observation into the 

frameworks of spoken dialogue systems, in 

viewpoints of input and output aspects, speech 

recognition and speech synthesis provide the 

main acoustic interfaces between users and dia-

logue management. However, the semantic ex-

traction and generating of natural language pro-

cessing plays more essential roles for human ma-

chine interactions. As shown in Figure 1, a spo-

ken dialogue system is composed of three com-

ponents: speech recognition and natural language 

processing, dialogue management, and response 

generating and text to speech. Actually, we 

should now look more carefully into the results 

obtained in speech recognition and natural lan-

guage processing. Since the accuracy of speech 

recognition is not near to perfect, it will cause the 

natural language misunderstanding.  

 

Input speech

User

Speech 

Recognition/

Natural Language 

Understanding

User action

Dialogue 

Management

Response 

Generation/Speech 

to Text
System actionResponse sentence

Figure 1. Overview of spoken dialogue systems. 

 

That is to say, it is hard for conversational dia-

logue systems to fill the values in the semantic 

slots perfectly. Dialogue management with only 

limited information about semantic slots is una-

ble to decide the correct system actions. Based 

on the incorrect system actions, the indisposed 

response generated by the system will make the 

system unfriendly. In the latest decades, some 

research efforts on response generating are in-

vested for improving the quality of conversation-

al dialogue systems.  

 

The goal of natural language generating is aimed 

at obtaining the sentence that is suitable to un-

derstand for users. Herein, there are three catego-

ries of sentence generating: template-based, rule-

based and statistics-based approaches. Template-

based approaches were first developed for gener-

ating the sentence in natural language processing 

(Lemon 2011; Bauer 2009; Zhan 2010). Fang et 
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al. used the mixed template for constructing the 

declarative sentences. The declarative sentences 

were further converted into interrogative sen-

tences by changing the word order and verb 

forms (Fang et al. 2006). Compared to template-

based approaches, rule-based approaches were 

designed to provide more flexibility and desired 

sentences (Reiter and Dale 2000; Reiter 1996). 

Three main modules are included here in rule-

based approaches: content determination and text 

planning, sentence planning and surface realiza-

tion. Content determination and text planning are 

designed to decide the on the information com-

municated in a generated text. Dialogue man-

agement plays essential roles in content determi-

nation in conversational dialogue systems.  Ac-

cording to the results of content determination, 

sentence planning selects and organizes the 

propositions, events and states to generating the 

sentence which usually contain one issue. Its 

main function is to select and adapt linguistic 

forms so that the generated sentences are suitable 

for the local context in which they are to appear. 

Surface realization is designed to create a syntac-

tic representation in the form of a generated sen-

tence given the semantic concepts. The overall 

flow of the rule-based approach is illustrated in 

Figure 2. 

 

The third category about sentence generation 

is statistics-based approaches. The statistics-

based approaches are also called as trainable 

generation. Instead of the predefined templates 

and rules, trainable approaches build the models 

and the corresponding parameters using the gath-

ered corpus. Branavan et al. used the reinforce-

ment learning to predict causal relationship be-

tween content and event, the causal relationship 

was further adapted to derive the higher level 

content determination (Branavan et al. 2012). 

Walker et al. proposed trainable sentence planner, 

DSyntS, to enhance the variousness of generated 

sentences (Walker et al. 2001; Walker et al. 2002; 

Melcuk 1988). Stent et al. added the rhetorical 

knowledge into the sentence planner to form the 

system, SPaRKy (Stent et al. 2004).  

Since the response generating plays an essential 

role in conversational dialogue systems, the ex-

cellent response generating will cause the system 

more practical. For avoiding the limitation of 

human labeling, this paper invests a statistical 

approach based on hierarchical semantic struc-

ture with partially observable Markov decision 

process (POMDP) re-ranking strategy to produce 

the more spontaneous speaking style output. 

 

Content Selection

/Text Planning

Text plan

 tree

Sentence 

Planning

Surface 

Realization

SentenceCommunicative 

Goal

Response 

Sentence

 
Figure 2. The flow chart of rule-based sentence 

generation that composed three modules. 

 

The rest of this paper is organized as follows. 

Section 2 describes the proposed method and the 

related important modules in conversational dia-

logue system. Next, Section 3 presents the detail 

description about the proposed method especially 

in hierarchical semantic structure and partial ob-

servable Markov decision process (POMDP) re-

ranking strategy. Experiments to evaluate the 

proposed approach and the related discussion are 

presented in Section 4. Concluding remarks are 

finally made in Section 5. 

2 The proposed system framework 

With this investment, we want to generate the 

human-like response of conversational dialogue 

systems by statistical approach. Herein, the sys-

tem framework is divided into two phases: train-

ing and generation as described in Section 2.1 

and 2.2 respectively. 

2.1 Training phase  

Human to human conversations are gathered as 

the training corpus. The utterance obtained from 

the corpus is first as the seed sentence for 

equivalent utterance expansion. The keywords 

and corresponding sentence pattern are extracted 

from the utterance and are fed into a web search 

engine by API to gather the expanding utterances. 

Basically, the utterance with the near-meaning 

will be recalled as the candidates for further pro-

cessing. For each candidate utterance, the seman-

tic objects embedded here will be extracted as 

the values and filled into semantic slots defined 

in conceptual graph. Due to the hypernym (su-

perordinate) plays an essential role in infor-

mation retrieval and dialogue management, 

eHownet, developed by academia Sinica, Taiwan, 

is used as the knowledge based to provide rela-

tive information. The expanded utterances and 

the original one are all ranked. The ranking can 

be composed of system pre-ranking and human 

adjustment. According the results of ranking and 

the status of concept graph, the POMDP parame-

ters are estimated for generation phase. One of 

the most important issues is the reward function 

training.  
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Figure 3. The system flow of training phase in proposed approach 

 

 

2.2 Generation phase 

As described in previous sections, response gen-

eration can be divided into content determination, 

sentence planning and surface realization. Herein, 

we combined the sentence planning and surface 

realization. That is to say, the proposed genera-

tion phase consists of two models: content selec-

tion and sentence planning and surface realiza-

tion.  

 

Semantic objects are first extracted from user’s 

input utterance and fed into corresponding se-

mantic slots defined in concept graph. According 

to the absent information in concept graph, the 

proposed method will decide the response con-

tents. The results of the response content deci-

sion will be further fed into sentence planning 

and equivalent utterance expansion. Sentence 

planning will form the basic word set and sen-

tence patterns for surface realization. The 

equivalent utterance expansion will gather the 

relevant sentence from the internet and the select 

candidate sentence with potential for surface re-

alization. Open data contain many sentences is fit 

for the response generation. After the surface 

realization, the acceptable spoken utterances are 

obtained. A POMDP reward function is used to 

rank the spoken utterances according the 

POMDP model obtained in the training phase. 

According to the result of POMDP re-ranking, 

the generated response is obtained.  

 

 

 

Open Data

Sentence Planning and Surface Realization

POMDP

Re-Ranking

Generated 

Response

POMDP 

Model

Sentence 

Planning

Semantic 

Object 

Extraction

Content Selection

Response 

Content

Decision

eHowNet
Concept 

Graph
Semantic 

Object

User Input

Utterance
Surface 

realization

Equivalent 

Utterance 

Expansion 

 

Figure 4. The system flow of generation phase in proposed approach 
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3 The proposed hierarchical semantic 

structure with POMDP re-ranking 

This investment proposed a various response 

generation method for conversational dialogue 

systems. Actually, it is important for the practi-

cability of spoken conversation interface how to 

increase adoption in response generation. Con-

text determination decides which meaning would 

be carried in response. Realization strategies for 

dialogue responses depend on communicative 

confidence levels and interaction management 

goals. However, the only one value kept for each 

semantic slot in traditional dialogue management 

makes some information lost resulting in the per-

secution of users. Enrich the number of the re-

sponse utterances and their sentence will increase 

users’ delight. Some sentence patterns and lin-

guistics material will enrich the natural language 

generation significantly. In fact, these issues 

connect to the conversational dialogue system 

practice or not. In this section, we may consider 

the subject under the following heads: conceptual 

graph and hierarchical semantic structure and 

POMDP re-ranking strategy. It seems reasonable 

to consider response generation through two 

types of organization. 

3.1 Hierarchical semantic structure 

Thinking ways about speech is very essential 

because it provides insight into the utility of hu-

man communication. In other words, that human 

uses communication as a tool to further their own 

ends not merely in human to human communica-

tion but also in human machine interactions. Ig-

noring semantic relations among semantic ob-

jects causes the exactly extracting the values 

from spoken utterance hard in traditional spoken 

dialogue systems. Conceptual graph is adopted 

as the knowledge representation for describing 

the semantic relations in this paper. Compared to 

the semantic slot with only one value, this in-

vestment proposed a hierarchical semantic struc-

ture to store the potential values for correspond-

ing semantic slot by a linked list.  

 

Concept graph is one of formalisms for 

knowledge representation. Herein, we used them 

to represent the conceptual schemas used in con-

versational dialogue systems. An example of 

conceptual graph for speech act, 訂票 (booking 

ticket for the train), is illustrated in Figure 5. 

Speech act “訂票 (booking ticket for the train)” 

is the centre in the conceptual graph. Some non-

terminal nodes denote the concepts. Here, the 

item concept refers to the relationship between 

certain symbols and signifiers such as semantic 

objects. Semantic objects are regarded as the 

possible values for some semantic slots. For 

example, the non-terminal concept “ 旅 程
(journey)”, in the top left of Figure 5, is com-

posed of two semantic slots “起點(departure)” 

and “終點(destination)” and their relation. When 

talking about the “終點(destination),” users say "

台北 (Taipei)" and the dialogue management 

imagines "台北(Taipei)" is the potential value of 

the semantic slot “終點(destination)”. Then you 

have just used a signifier (the word " 台北

(Taipei)") to indicate a semantic slot “終點

(destination). A large part of semantics is lan-

guage, which uses words to symbolize things. 

Signifiers may be ideas, nouns, places, objects or 

feelings corresponding to semantic slots defined 

in conversational dialogue system.  

 

Speech Act:

訂票 旅程

起點

?
終點

?

SCGt-1

票價

?

艙等

自由座

艙等

座位

排

X
位

X

時間

日期

04/01
時段

13:51

 

Figure 5. An example of conceptual graph for the 

speech act “booking train tickets” 

 

This paper proposed a linked list based semantic 

slot for keeping more than one possible values 

for each semantic slot. In other word, the pro-

posed system will extract all possible semantic 

objects from discourse. This structure provides 

more flexible combinations for the response gen-

eration. According to these combinations, the 

response utterances will be re-ranked by POMDP 

strategy. 

3.2 POMDP re-ranking strategy 

Response utterances can be further divided into 

two source categories. The first category comes 

from sentence planning and surface realization 

by the system according to the concept graph and 

eHownet. The second category comes from in-

ternet data from the equivalent utterance expan-

sion. Finally, POMDP is adopted as the re-

ranking process to select the near optimal utter-

ance to be the generated response.  
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Due to the conversational dialogue is an interac-

tive process. Considering the current user utter-

ance and predicting the next user utterance, gen-

erated responses are re-ranked by POMDP. The 

POMDP adopted as the response generation op-

erates as follows. At each time-step, that is to say, 

one turn in dialogue the state on the discourse 

record is in some unobserved state st. Due to the 

values in semantic slot is not exactly sure, the 

concept graph is partially observable.  Since st is 

not known exactly, a distribution over possible 

states called a belief state bt is maintained where 

bt(st) indicates the probability of being in a par-

ticular state st. Based on both, the dialogue man-

agement selects an action at, generating the re-

sponse to user, receives a reward Rt, and transi-

tions to next unobserved state, the corresponding 

concept graph at t+1. Here, syntactic and seman-

tic scores are used to calculate the reward. We 

call it as st+1, where st+1 depends only on st and at. 

The dialogue system then receives an observa-

tion ot+1, which is dependent on st+1 and at. Here-

in, ot+1 means the speech act and the semantic 

object carried in user utterance at turn t+1.This 

process is represented graphically as an influence 

diagram in Figure 6. 

Concept

Graph

St

Candidate 

Sentences

at

Semantic

Score

Syntactic 

Score

Selected 

Response

a*t

Speech Act

Ot

t t+1

Concept

Graph

St+1

Speech Act

Ot+1rt

Figure 6. Illustration about the proposed POMDP 

re-ranking strategy 

 

Given an existing belief state bt, the last system 

action at, and a new observation ot+1, the new 

updated belief state bt+1 is given by 

           
                                       

(1) 

Where   denotes the normalization factor. It can 

be calculated as equation (2). 

                (2) 

The standard optimizing process of POMDP is 

used for estimating of the action policy. 

4 Experimental results  

For evaluating the performance of the proposed 

method, a corpus contains 243 dialogues with 

7,445 sentences are used for training. A conver-

sational dialogue system using mandarin in travel 

domain is developed for assessing dynamically. 

Ignore of the error resulted from speech recogni-

tion engine, five dialogues for each individual to 

obtain the statistics.  

 

To evaluate the performance of the proposed 

method, the subjective evaluation, the mean 

opinion score (MOS), is used to measure the 

qualities of the voice transformation approaches. 

The opinion score was r is expressed in one 

number, from 1 to 5 (1 means bad and 5 denotes 

excellent). MOS is quite subjective, as it is based 

figures that results from what is perceived by 

people during tests. Twenty two individuals are 

asked to be the users using the conversation dia-

logue system developed in travel domain in this 

paper. Five dialogues with MOS scores for each 

individual during two weeks are recorded for 

further evaluation. Another system based on 

template response generation is also developed 

for comparison (Lee et al. 2009). Four aspects, 

variety, naturalness, suitability, intelligibility, are 

used to appraise the response systems. The ex-

perimental results are shown in Figure 7.  

 
Figure 7. Evaluation results about template-based 

and the proposed approaches 

 

According to the results, the suitability of these 

two approaches is high enough. Due to either 

template approach or the proposed approach are 

both able to provide the right information for 

users. The proposed approach outperforms the 

template approach significantly in variety and 

naturalness. These results show the concept 

graph and POMDP re-ranking ability to obtain 

improvement. 
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5 Conclusions  

A new approach to generate responses for con-

versational dialogue systems has been presented 

in this study. The algorithm is based on the idea 

of hierarchical semantic structure of concept 

graph and POMDP re-ranking strategy. Linked 

list based semantic slot is applied to extract the 

values of semantic objects from input utterance. 

The two sentence generation sources: natural 

language generation and gathering open data 

from the internet are used to keep the variety of 

generated responses. POMDP re-ranking further 

selects near optimal utterance considering of the 

status of concept graph. The experimental results 

verified that the proposed approach results in 

keeping more information in concept graph and 

various responses generated especially in varia-

tion and naturalness. The future works include 

applying more precise estimation for POMDP. 
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Abstract 

This paper introduces an overview of Chinese 
Spelling Check task at SIGHAN Bake-off 
2013. We describe all aspects of the task for 
Chinese spelling check, consisting of task de-
scription, data preparation, performance met-
rics, and evaluation results. This bake-off con-
tains two subtasks, i.e., error detection and er-
ror correction. We evaluate the systems that 
can automatically point out the spelling errors 
and provide the corresponding corrections in 
students’ essays, summarize the performance 
of all participants’ submitted results, and dis-
cuss some advanced issues. The hope is that 
through such evaluation campaigns, more ad-
vanced Chinese spelling check techniques will 
be emerged.  

1 Introduction 

Spelling check is a common task in every written 
language, which is an automatic mechanism to 
detect and correct human errors. A spelling 
checker should have both capabilities consisting 
of error detection and error correction. Spelling 
error detection is to indicate the various types of 
spelling errors in the text. Spelling error correc-
tion is further to suggest the correct characters of 
detected errors. Spelling check must be done 
within a context, say a sentence or a long phrase 
with a certain meaning, and cannot be done with-
in one word (Mays et al., 1991).  

However, spelling check in Chinese is very 
different from that in English or other alphabetic 
languages. There are no word delimiters between 
words and the length of each word is very short. 
There are several previous studies addressing the 
Chinese spelling check problem. Chang (1995) 
has proposed a bi-gram language model to sub-
stitute the confusing character for error detection 
and correction. Zhang et al. (2000) have pre-
sented an approximate word-matching algorithm 
to detect and correct Chinese spelling errors us-

ing operations of character substitution, insertion, 
and deletion. Ren et al. (2001) have proposed a 
hybrid approach that combines a rule-based 
method and a probability-based method to auto-
matic Chinese spelling checking. Huang et al. 
(2007) have proposed a learning model based on 
Chinese phonemic alphabet for spelling check. 
Most of the Chinese spelling errors were origi-
nated from phonologically similar, visually simi-
lar, and semantically confusing characters (Liu et 
al., 2011). Empirically, there were only 2 errors 
per student essay on average in a learners’ corpus 
(Chen et al., 2011). How to evaluate the false-
alarm rate of a spelling check system with nor-
mal corpus was also a hard task (Wu et al., 2010). 
Up to date, there are no commonly available data 
sets for spelling check for Chinese. This moti-
vates us to develop such data sets as benchmarks 
for fairly evaluating the performance of state-of-
the-art Chinese spelling checkers.   

At SIGHAN Bake-off 2013, we organize the 
Chinese Spelling Check task that provides an 
evaluation platform for developing and imple-
menting automatic Chinese spelling checkers.  
Two subtasks, i.e., error detection and error cor-
rection, are designed to evaluate complete func-
tion of a spelling checker. The first subtask fo-
cuses on the ability of error detection. Given a 
complete sentence, the checker should detect if 
there are errors in the input, and point out the 
error locations of incorrect characters. The 
second subtask aims at the quality of error cor-
rection. In addition to indicating the error loca-
tions, the checker should suggest the correct 
characters. The hope is that, through such eval-
uation campaigns, more advanced Chinese 
spelling check techniques will be emerged.   

We give an overview of Chinese Spelling task 
at SIGHAN Bake-off 2013. The rest of this arti-
cle is organized as the follows. Section 2 details 
the designed task, consisting of two subtasks, i.e., 
error detection and error correction. Section 3 
introduces the data sets provided in this eval-
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uation. Section 4 proposes the evaluation metrics 
for both subtasks. Section 5 presents the results 
of participants’ approaches for performance 
comparison. Section 6 elaborates on the semantic 
and pragmatic aspects of automatic correction of 
Chinese text. Finally, we conclude this paper 
with the findings and future research direction in 
the Section 7. 

2 Task Description 

The goal of this task is to evaluate the ability of a 
system on Chinese spelling check. The task can 
be further divided into two subtasks: error detec-
tion and error correction. We detail as the fol-
lows. 

2.1 Subtask 1: Error Detection 

For the error detection subtask, complete Chi-
nese sentences with/without spelling errors will 
be given as the input, the system should return 
the locations of the incorrect characters. Each 
character or punctuation occupies 1 spot for 
counting location. The error detection problem is 
a yes/no question plus the locations of errors. If 
the input sentence (each given a serial number 
NID) contains no spelling errors, the system 
should return: NID, 0. If the input contains at 
least one spelling errors, the output format is: 
NID, location [, location]*, where the symbol 
“*” indicates there is zero or more of the predict-
ing element “[, location]”. We give the following 
example for more information. In this example, 
the 27th character is wrong, the correct one 
should be “挫”. 
• Input:  (NID=99999) 在我的人生中沒有風

災大浪，但我看過許多勇敢的人，不怕

措折的奮鬥，這種精神值得我們學習。 
• Output: 99999, 27 

2.2 Subtask 2: Error Correction 

For the error correction subtask, the input texts 
are complete Chinese sentences with spelling 
errors. The system should return the locations of 
the incorrect characters, and must point out the 
correct characters. The error correction problem 
is a follow-up problem of error detection for 
checking spelling errors. Since the input sentence 
contains at least one spelling error, the output 
format is: NID [, location, correction]+, where 
“+” sign indicates there is one or more of the 
predicting element “[, location, correction]”. 
Take the following example as instance, the 16th 

and 29th characters are wrong, the correct ones 
are “徵” and “間”, respectively.  
• Input: (NID=88888) 擁有六百一十年歷史

的崇禮門，象微著南韓人的精神，在一

夕之門，被火燒得精光。 
• Output: 88888, 16, 徵 29, 間 

3 Data Preparation 

3.1 Sample Set and Similar Character Set  

We provided the Sample Set and Similar Charac-
ter Set as the linguistic resources for this evalua-
tion. The policy of our evaluation is an open test. 
Participants can employ any linguistic and com-
putational resources to do identification and cor-
rections. 

In Sample Set, there are 700 samples selected 
from students’ essays, which are represented in 
XML format shown in Figure 1. A half of these 
samples contain at least one error and the re-
maining samples do not contain any errors. 

 The set of Chinese characters with similar 
shapes, same pronunciations, and similar pro-
nunciations is especially useful for this task. De-
tails about these sets are described in the previ-
ous work (Liu et al., 2011). For example,  the set 
of similar shape of the character “可” and the set 
of similar pronunciation of the character “隔” are 
listed as follows: 
• Similar Shape: 可, 何呵坷奇河柯苛阿倚

寄崎荷蚵軻. 
• Similar Pronunciation: 隔, 郃革格咯骼閣

膈閤葛鬲鎘蛤. 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. A sample set in terms of XML format 

<DOC Nid=”00018”> 
<p>有些人會拿這次的教訓來勉勵自

己，好讓自己在打混摸魚時警悌，使

自己比以前更好、更進步。 
</p> 
<TEXT> 
<MISTAKE wrong_position=28> 
<wrong>警悌</wrong> 
<correct>警惕</correct> 
</MISTAKE> 
</TEXT> 
</DOC> 
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3.2 Test Set 

Table 1 shows the statistics of our prepared test 
sets. The sentences were collected from 13 to 14-
year-old students’ essays in formal written tests. 
The average length of sentences is about 70 
characters, which is a compromise to the writing 
style of the students. Most of the students cannot 
break their sentences into short and clear ones. 
To preserve the context, we kept the whole long 
sentences as they were written on the examina-
tion paper. The character-level error percentage 
is about 0.5% and 2% for subtask 1 and subtask 
2, respectively. The error rate is higher than it 
was in the original corpus, since we deleted most 
sentences without any error to reduce the test set 
size. 

There were 1,000 Chinese texts selected from 
students’ essays that covered various common 
errors for each subtask, respectively. The teach-
ers manually identified the errors embedded in 
Chinese sentences. There is some inconsistency 
between teachers on the standard of whether it is 
an error or not. There is no authority on the 
standard, which is an implicit consensus of the 
teachers. In our prepared test data set, 300 out of 
1,000 test sentences contain errors in subtask 1. 
In subtask 2, each of the 1,000 test sentences 
contains one or more errors.  

We found that there were some controversial 
cases, especially about the usage of Chinese idi-
oms. There are many ways to express an idiom 
and some of them might be considered as errors. 
We did our best to reduce the inconsistency 
manually during the preparation of the test set by 
deleting the controversial cases. On the other 
hand, we preserved as many errors as possible in 
the test set, such that system developers could 
find the kinds of errors that students actually 

produced. There are some common errors that 
occur with high frequencies, but we did not dele-
te them so that the distribution of errors can be 
kept and might be used for educational purposes. 

We met some difficult issues during test set 
preparation. The first difficulty is to ensure that 
there is no more error other than the pointed out 
ones. There is almost no question that errors 
pointed out by the teachers are errors. However, 
there are errors we detected but not pointed out 
by teachers. Maybe they are minor errors that 
some teachers omitted or did not think they are 
errors. We manually deleted several sentences 
with such cases. The second difficulty is not to 
modify the sentences too much while preserving 
the original context. Since the test set is selected 
from students’ essays, there are some ungram-
matical sentences. We modified them such that 
the only errors are spelling errors not other syn-
tactical errors or improper co-occurrences. 

4 Performance Metrics 

4.1 Metrics of Error Detection  

For error detection subtask, we adopt sentence-
level metrics for performance evaluation. Since 
the number of error characters is very small 
comparing to all the characters. It is not suitable 
to use the number of character to calculate accu-
racy. Therefore, in this bake-off, we adopt the 
numbers of sentences as the unit of performance 
metrics. The computation formulas are listed as 
follows: 
• False-Alarm Rate (FAR)= # of sentences 

with false positive errors / # of testing sen-
tences without errors 

• Detection Accuracy (DA)= # of sentences 
with correctly detected results / # of all test-
ing sentences 

• Detection Precision (DP)= # of sentences 
with correctly detected errors / # of sen-
tences the evaluated system reported to 
have errors 

• Detection Recall (DR)= # of sentences with 
correctly detected errors / # of testing sen-
tences with errors 

• Detection F1 (DF1)= 2*DP*DR / (DP+DR) 
• Error Location Accuracy (ELA)= # of sen-

tences with correct location detection  / # of 
all testing sentences 

• Error Location Precision (ELP)= # of sen-
tences with correct error locations  / # of 
sentences the evaluated system reported to 
have errors 

Test Set Subtask1 Subtask2 
# of sentences 1,000 1,000 

# of sentences with errors 300 1,000 
# of error characters 376 1265 

Average # of errors in sen-
tences with errors 1.253 1.265 

Average length of sentences 68.711 74.328 
Sentence-level  

error percentage (%) 30% 100% 

Character-level  
error percentage (%)  
(with punctuation) 

0.547% 1.702% 

Character-level  
error percentage (%)  
(without punctuation) 

0.611% 1.902% 

Table 1. Descriptive statistics of the test sets 
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• Error Location Recall (ELR)= # of sen-
tences with correct error locations / # of 
testing sentences with errors 

• Error Location F1 (ELF1)= 2*ELP*ELR / 
(ELP+ELR) 

The criterion for judging corrections is that the 
output should be completely identical with the 
gold standard. For example, give 5 testing inputs 
with gold standard shown as “0022, 43, 76”,  
“0023, 0”, “0024, 0”, “0025, 72, 79”, and “0026, 
103”.  The system may output the results shown 
as “0022, 43, 55, 80”, “0023, 10”, “0024, 0”, 
“0025, 72, 79”, and “0026, 103”. The evaluated 
tool will yield the following performance metrics: 
• FAR=0.5 (=1/2)  

Notes: #{“0023”}/ #{“0023”, “0024”} 
• DA=0.75  (=4/5) 

Notes: #{“0022”, “0024”, “0025”, “0026”}/ 
#{“0022”, “0023”, “0024”, “0025”, “0026”} 

• DP=0.75 (=3/4) 
Notes: #{“0022”, “0025”, “0026”}/ 
#{“0022”, “0023”, “0025”, “0026”} 

• DR=1 (=3/3) 
Notes: #{“0022”, “0025”, “0026”}/ 
#{“0022”, “0025”, “0026”} 

• DF1= 0.8571 (=2*0.75*1/(0.75+1)) 
• ELA=0.6 (=3/5) 

Notes: #{“0024, 0”, “0025, 72, 79”, “0026, 
103”}/ #{“0022, 43, 76”,  “0023, 0”, “0024, 
0”, “0025, 72, 79”, “0026, 103”} 

• ELP=0.5 (=2/4) 
Notes: #{“0025, 72, 79”, “0026, 103”}/ 
#{“0022, 43, 55, 80”, “0023, 10”, “0025, 

72, 79”, “0026, 103”} 
• ELR= 0.6667 (2/3) 

Notes: #{“0025, 72, 79”, “0026, 103”}/ 
#{“0022, 43, 76”,  “0025, 72, 79”, “0026, 
103”} 

• ELF1=0.5714 
(=2*0.5*0.6667/(0.5+0.6667)) 

4.2 Metrics of Error Correction  

For error correction subtask, we adopt the sim-
ilar metrics. The computations are formulated as 
follows:  
• Location Accuracy (LA)= # of sentences 

correctly detected the error location / # of 
all testing sentences  

• Correction Accuracy (CA)= # of sentences 
correctly corrected the error / # of all test-
ing sentences 

• Correction Precision (CP)= # of sentences 
correctly corrected the error / # of sentences 
the system returns corrections. 

The criterion for judging corrections is the 
same with subtask 1. Take a set of gold standard 
shown as {“00366, 1, 倘”, “00367, 10, 的”, 
“00368, 39, 嘩, 63, 葉, 89, 嫩”, “00369, 16, 炭, 
48, 作”, “00370, 49, 已”} for example, if the sys-
tem output the results: {“00366, 1, 趟”, “00367, 
10, 的”, “00368, 39, 嘩, 63, 葉”, “00369, 16, 炭, 
48, 作”} , the evaluated tool will yield the fol-
lows: 
• LA=0.6 (=3/5) 

Notes: #{“00366, 1”, “00367, 10”, “00369, 

Participant (Ordered by abbreviations of names) Subtask 1 Subtask2 
Agency for Science, Technology and Research (A*STAR) 0 0 
Heilongjiang University (HLJU) 3 3 
National Kaohsiung University of Applied Sciences  
& National Taiwan Normal University (KUAS & NTNU) 1 1 

Nara Institute of Science and Technology (NAIST) 3 3 
National Chiao Tung University  
& National Taipei University of Technology (NCTU & NTUT) 2 2 

National Chiayi University (NCYU) 3 3 
Nanjing University of Posts and Telecommunications (NJUPT) 0 0 
National Tsing Hua University (NTHU) 3 3 
National Taiwan Ocean University (NTOU) 3 3 
University of Oxford (OX) 0 0 
Peking University (PKU) 3 0 
Chinese Knowledge and Information Processing Group, IIS, Academia Sinica (SinicaCKIP) 3 3 
Intelligent Agent Systems Lab, IIS, Academia Sinica (SinicaIASL) 2 2 
Speech, Language and Music Processing Lab, IIS, Academia Sinica  
& National Taiwan University (SinicaSLMP & NTU) 3 3 

Shanghai Jiao Tong University (SJTU) 3 3 
University of Macau (UMAC) 0 0 
Yuan Ze University & National Cheng Kung University (YZU & NCKU) 1 1 

Total 33 30 

Table 2. Result submission statistics of all participants 
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16, 48”}/ #{“00366, 1”,  “00367, 10”, 
“00368, 39, 63, 89”, “00369, 16, 48”, 
“00370, 49”} 

• CA=0.4 (=2/5) 
Notes: #{“00367, 10, 的”, “00369, 16, 炭, 
48, 作”}/ #{“00366, 1, 倘”, “00367, 10, 
的”, “00368, 39, 嘩, 63, 葉, 89, 嫩”, 
“00369, 16, 炭, 48, 作”, “00370, 49, 已”} 

• CP=0.5 (=2/4) 
Notes: #{ “00367, 10, 的”,  “00369, 16, 炭, 
48, 作”}/ #{“00366, 1, 趟”, “00367, 10, 
的”, “00368, 39, 嘩, 63, 葉”, “00369, 16, 
炭, 48, 作”} 

5 Evaluation Results 

Table 2 shows the participant teams and their 
testing submission statistics. This task of bake-
off 2013 attracted 17 research teams. There are 9 

teams that come from Taiwan, i.e., KUAS & 
NTNU, NCTU & NTUT, NCYU, NTHU, NTOU, 
SinicaCKIP, SinicaIASL, SinicaSLMP & NTU, 
and YZU & NCKU. The other 5 teams originate 
from China, i.e., HLJU, NJUPT, PKU, SJTU, 
and UMAC. The remaining 3 ones are A*STAR 
from Singapore, NAIST from Japan, and OX 
from United Kingdom. 

Among 17 registered teams, 13 teams submit-
ted their testing results. For formal testing, each 
participant can submit at most three runs that use 
different models or parameter settings. Table 3 
summarizes the participants’ developed ap-
proaches and the usage of linguistic resources for 
this bake-off evaluation. We can observe that 
most of participants adopt statistical approaches 
such as n-gram model, language model, machine 
translation model, and topic model. In addition to 
the Sample Set and the Similar Character Set, 

Participant Approach Usage of Provided 
Corpus  Additional Resources 

HLJU N-gram Model Both Sinica Corpus 

KUAS & NTNU 
Phonological similarity, Ortho-
graphic similarity, Bi-gram Lin-
ear Regression, Rule base Model 

None 

Sinica Corpus, Sinica Treebank, 
Chinese Electronic Dictionary, 
and Chinese Orthography Data-
base 

NAIST 
Language Model + SVM, Lan-
guage Model + Statistical Ma-
chine Translation Model + SVM 

Both 
Chinese Gigaword, Sinica Cor-
pus of SIGHAN Bake-off 2005, 
and CC-CEDICT 

NCTU & NTUT CRF-based Chinese Parser, Tri-
gram Language Model 

Both 
Sinica Corpus, CIRB030, the 
Taiwan Panorama Magazine 4 
and the Wikipedia 

NCYU N-gram + Inverted Index Both E-HowNet, and Gathered corpus 
for training n-gram 

NTHU Machine Translation Language 
Model, Rule based model Both 

TWWaC, Sinica Corpus, Chi-
nese dictionary, and Chinese 
Idioms 

NTOU Language Model + Heuristic 
Rules Both Sinica Corpus  

PKU Maximum Entropy Model Both Chinese Gigaword 

SinicaCKIP 
Unknown Word Detection, 
Word Segmentation, Language 
Model 

Similar Character Set CKIP lexicon, Sinica Corpus, 
and Google 1T n-gram 

SinicaIASL 

Reliable Phonological Sequence 
Matcher, Word Segmentation, 
Homophone Dictionary + N-
gram Model, Shape Correction 
Module, Language Model 

 
Both 

Revised Chinese Dictionary, 
Xiaoxuetang Philology Database, 
LDC news corpus, Chinese In-
formation Retrieval Benchmark 
(CIRB), Frequent Errors List 
from the Web, and Google 1T n-
gram 

SinicaSLMP & NTU N-gram model, Topic model Both Chinese Gigaword, Sinica Cor-
pus, and Search Engine (Baidu) 

SJTU 
Shortest Path Word Segmenta-
tion Algorithm, Language Mod-
el, Mutual Information 

Both 
SogouW Dictionary, Sinica cor-
pus of SIGHAN Bake-off 2005, 
IRSTLM, and OpenCC 

YZU & NCKU Web-based Score Similar Character Set Chinese Gigaword, and Search 
Engine (Google) 

Table 3. A summary of participants’ developed systems 
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some linguistic resources are used popularly for 
this bake-off evaluation such as Chinese Giga-
word and Sinica Corpus.  

5.1 Results of Error Detection 

The goals of this subtask are to detect whether a 
sentence contains errors or not and to identify the 
locations of the errors in the input sentences. Ta-
ble 4 shows the testing results of subtask 1. In 
addition to achieving promising detection effects 
of error character, reducing the false-alarm rate, 
which is percentage of the correct sentences that 
are incorrectly reported containing error charac-
ters, is also important. The research teams, 
NTHU and SJTU, achieved very low false alarm 
rates, i.e., less than 0.05, while maintaining rela-
tively high detection recall rates, i.e., more than 
0.5. These results are what most of the previous 
studies did not accomplish. 

Accuracy is usually adopted to evaluate the 
performance, but it is affected by the distribution 
of testing instance. The baseline can be achieved 
easily by always guessing without errors. That is 

accuracy of 0.7 in this evaluation. Some systems 
achieved promising effects of more than 0.8, re-
gardless of detection accuracy or error location 
accuracy.   

Since each participated teams can submit up to 
three runs, several teams sent different runs that 
aimed at optimizing the recall or precision rates. 
These phenomena guide us to adopt F1 score to 
reflect the tradeoff between precision and recall. 
In the testing results, SinicaCKIP achieved the 
best error detection results, if Detection F1 was 
concerned. NTHU accomplished the best detec-
tion effects of indicating error locations, which 
resulted the best Error Location F1.   

In summary, different evaluation metrics were 
proposed to measure the performance of Chinese 
spelling checkers. It is difficult to find a perfect 
system that usually performs better than others, 
when different metrics are considered. In general, 
the systems implemented by NTHU, SJTU, and 
SinicaCKIP relatively outperform the others’ 
developed systems in subtask1 evaluation.  

Submission FAR DA DP DR DF1 ELA ELP ELR ELF1 
HLJU-Run1 0.6857 0.5140 0.3798 0.98 0.5474 0.3010 0.1047 0.2700 0.1509 
HLJU-Run2 0.6529 0.5290 0.3849 0.9533 0.5484 0.3390 0.1292 0.3200 0.1841 
HLJU-Run3 0.6929 0.5100 0.3782 0.9833 0.5463 0.2960 0.1038 0.2700 0.1500 

KUAS & NTNU-Run1 0.2257 0.7890 0.6099 0.8233 0.7007 0.6940 0.3753 0.5067 0.4312 
NAIST-Run1 0.2929 0.7460 0.5504 0.8367 0.664 0.6450 0.3289 0.5000 0.3968 
NAIST-Run2 0.0543 0.8120 0.7979 0.5000 0.6148 0.7640 0.5426 0.3400 0.4180 
NAIST-Run3 0.2243 0.7770 0.5985 0.7800 0.6773 0.6980 0.3964 0.5167 0.4486 

NCTU & NTUT-Run1 0.0243 0.7220 0.6964 0.1300 0.2191 0.7110 0.5000 0.0933 0.1573 
NCTU & NTUT-Run2 0.8329 0.4110 0.3352 0.9800 0.4995 0.2570 0.1596 0.4667 0.2379 

NCYU-Run1 0.2371 0.7380 0.5514 0.6800 0.609 0.6230 0.2405 0.2967 0.2657 
NCYU-Run2 0.2129 0.7610 0.5850 0.7000 0.6374 0.6520 0.2813 0.3367 0.3065 
NCYU-Run3 0.0929 0.8250 0.7451 0.6333 0.6847 0.7480 0.4431 0.3767 0.4072 
NTHU-Run1 0.0386 0.8480 0.8663 0.5833 0.6972 0.8090 0.6733 0.4533 0.5418 
NTHU-Run2 0.0471 0.8570 0.8520 0.6333 0.7265 0.8150 0.6637 0.4933 0.5660 
NTHU-Run3 0.0514 0.8610 0.8455 0.6567 0.7392 0.8200 0.6695 0.5200 0.5854 
NTOU-Run1 0.9800 0.3140 0.3043 1.0000 0.4666 0.1090 0.0963 0.3167 0.1477 
NTOU-Run2 0.9429 0.3380 0.3111 0.9933 0.4738 0.1490 0.1138 0.3633 0.1733 
NTOU-Run3 0.9257 0.3500 0.3150 0.9933 0.4783 0.1350 0.0877 0.2767 0.1332 
PKU-Run1 0.1486 0.7020 0.5048 0.3533 0.4157 0.6380 0.2000 0.1400 0.1647 
PKU-Run2 0.5286 0.5830 0.4061 0.8433 0.5482 0.3760 0.0738 0.1533 0.0996 
PKU-Run3 0.3986 0.6780 0.4795 0.8567 0.6149 0.5000 0.1474 0.2633 0.1890 

SinicaCKIP-Run1 0.1300 0.8400 0.7174 0.7700 0.7428 0.7730 0.5093 0.5467 0.5273 
SinicaCKIP-Run2 0.2257 0.8040 0.6238 0.8733 0.7278 0.7030 0.3833 0.5367 0.4472 
SinicaCKIP-Run3 0.1629 0.8420 0.6919 0.8533 0.7642 0.7710 0.5000 0.6167 0.5523 
SinicaIASL-Run1 0.3000 0.7130 0.5161 0.7467 0.6103 0.6050 0.2673 0.3867 0.3161 
SinicaIASL-Run2 0.1857 0.7540 0.5873 0.6167 0.6016 0.6860 0.3714 0.3900 0.3805 

SinicaSLMP & NTU-Run1 0.4471 0.6540 0.4603 0.8900 0.6068 0.5490 0.2793 0.5400 0.3682 
SinicaSLMP & NTU-Run2 0.1414 0.8350 0.7027 0.7800 0.7393 0.7460 0.4354 0.4833 0.4581 
SinicaSLMP & NTU-Run3 0.1414 0.8360 0.7036 0.7833 0.7413 0.7490 0.4431 0.4933 0.4669 

SJTU-Run1 0.4400 0.6620 0.4671 0.9000 0.6150 0.522 0.2249 0.4333 0.2961 
SJTU-Run2 0.0957 0.8560 0.7690 0.7433 0.7559 0.8050 0.5931 0.5733 0.5830 
SJTU-Run3 0.0229 0.8440 0.9091 0.5333 0.6722 0.8090 0.7102 0.4167 0.5252 

YZU & NCKU-Run1 0.0500 0.7290 0.6500 0.2167 0.3250 0.7050 0.4100 0.1367 0.2050 

Table 4. Testing results of error detection subtask 
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5.2 Results of Error Correction  

For subtask 2, the systems need to identify the 
locations of the errors in the sentences and indi-
cate the corresponding correct characters. Table 
5 shows the testing results. For indicating the 
locations of errors, the research team came from 
NCYU accomplished the best Location Accuracy. 
Its achievement of 0.6630 significantly outper-
formed than the other teams. To further consider 
correction effects, NCYU also achieved the best 
Correction Accuracy of 0.6250. However, if the 
Correction Precision is concerned, the spelling 
checker developed by SJTU is the best one, 
which accomplished the effect of 0.7050. 
   In summary, it is difficult to make the correc-
tion on all errors embedded in the input sentenc-
es, since there are many sentences that contain 
more than one error. The achievements of sys-
tems implemented by NCYU and SJTU are rela-
tively satisfactory for this subtask.  

6 Discussion 

The errors observed in everyday writings can be 
categorized into three different sources. The in-
correct words are similar to the correct words 
either in sound, shape, and/or meaning. Charac-
ters of similar pronunciations are the most com-
mon source of errors. Characters of similar 
shapes are not as frequent, but still exist with a 
significant proportion (Liu et al., 2011).  

The most challenging errors to detect and cor-
rect are those caused by semantically possible 
and contextually permissible words. This is a 
main cause for inter-annotator disagreement in 
preparing data sets. When a writer wrote “我用

槌子處理這一份中藥” (I used a wood hammer 
to handle this set of Chinese medicine.), a 
spelling checker cannot tell whether the write 
might want to use “鎚子” (a metal hammer) or 
“錘子” (a pendulum) in the place of “槌子” (a 
wood hammer). As a consequence, it may be dif-
ficult for the spelling checker to detect all errors 
in a text without false alarms. It might be a good 
strategy to just issue a reminder to the writers 
these possible alternatives and to ask for confir-
mations from the writers. 

There are confusing word pairs existing in 
everyday writings, e.g., “紀錄” (record) and “記

錄” (record). The basic principle is very clear: 
the former is a noun and the latter is a verb. 
However, not all contexts are clear as to which 
one should be used, e.g., the person who writes 
down the minutes of a meeting is a “記錄”. Oth-
er equally confusing word pairs are [“需要” 
(need, verb), “須要”(need, noun)] and [“計畫” 
(plan, noun), “計劃”(plan, verb)]. 

Sometimes the incorrect characters are very 
competitive for replacing the correct characters 
due to their similarity at the lexical level, e.g., 
[“蔓延” (spread), “漫延” (an incorrect spelling 
of “蔓延”)] and [“璀璨” (bright), “璀燦” (an 
incorrect spelling of “璀璨”)]. Some of these 
incorrect spellings are becoming so popular 
among the younger generations such that it might 
be controversial to define “correctness” in the 
first place, e.g., [“伎倆” (trick), “技倆” (an in-
correct spelling of “伎倆”)]. 

7 Conclusions and Future Work 

This paper describes the overview of Chinese 
spelling check evaluation at SIGHAN Bake-off 
2013. We introduce the task designing ideas, 

Submission LA CA CR 
HLJU-Run1 0.2650 0.2250 0.2432 
HLJU-Run2 0.3230 0.2770 0.3081 
HLJU-Run3 0.2640 0.2220 0.2403 

KUAS  
& NTNU-Run1 0.4440 0.3940 0.5058 

NAIST-Run1 0.5080 0.4670 0.5765 
NAIST-Run2 0.2610 0.2540 0.6530 
NAIST-Run3 0.4870 0.4530 0.6155 

NCTU  
& NTUT-Run1 0.0700 0.0650 0.5118 

NCTU  
& NTUT-Run2 0.4850 0.4040 0.4040 

NCYU-Run1 0.3690 0.3070 0.4850 
NCYU-Run2 0.6630 0.6250 0.7030 
NCYU-Run3 0.6630 0.6250 0.7030 
NTHU-Run1 0.4180 0.4090 0.6956 
NTHU-Run2 0.4420 0.4310 0.7020 
NTHU-Run3 0.4540 0.4430 0.6998 

SinicaCKIP-Run1 0.4820 0.4420 0.5854 
SinicaCKIP-Run2 0.4990 0.4620 0.5416 
SinicaCKIP-Run3 0.5590 0.5160 0.6158 
SinicaIASL-Run1 0.4680 0.4290 0.4286 
SinicaIASL-Run2 0.4900 0.4480 0.4476 

SinicaSLMP  
& NTU-Run1 0.5070 0.4670 0.4670 

SinicaSLMP  
& NTU-Run2 0.4890 0.4450 0.4450 

SinicaSLMP  
& NTU-Run3 0.4940 0.4500 0.4500 

SJTU-Run1 0.3720 0.3380 0.3828 

SJTU-Run2 0.4750 0.4420 0.6360 

SJTU-Run3 0.3700 0.3560 0.7050 
YZU 

& NCKU-Run1 0.1170 0.1090 0.4658 

Table 5. Results of error correction subtask 
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data preparation details, evaluation metrics, and 
the results of performance evaluation. 

This bake-off motivates us to build more Chi-
nese language resources for reuse in the future to 
possibly improve the state-of-the-art techniques 
for Chinese spelling checking. It also encourages 
researchers to bravely propose various ideas and 
implementations for possible breakthrough. No 
matter how well their implementations would 
perform, they contribute to the community by 
enriching the experience that some ideas or ap-
proaches are promising or impractical, as veri-
fied in this bake-off. Their reports in this pro-
ceeding will reveal the details of these various 
approaches and contribute to our knowledge and 
experience about Chinese language processing. 

We hope our prepared data sets in this bake-
off can serve as a benchmark to help developing 
better Chinese spelling checkers. More data sets 
that come from different Chinese learners will be 
investigated in the future to enrich this research 
topic for natural language processing and com-
puter-aided Chinese language learning. 
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Abstract 

Spelling correction can assist individuals to 

input text data with machine using written 

language to obtain relevant information effi-

ciently and effectively in. By referring to rele-

vant applications such as web search, writing 

systems, recommend systems, document min-

ing, typos checking before printing is very 

close to spelling correction. Individuals can 

input text, keyword, sentence how to interact 

with an intelligent system according to rec-

ommendations of spelling correction. This 

work presents a novel spelling error detection 

and correction method based on N-gram 

ranked inverted index is proposed to achieve 

this aim, spelling correction. According to the 

pronunciation and the shape similarity pattern, 

a dictionary is developed to help detect the 

possible spelling error detection.  The inverted 

index is used to map the potential spelling er-

ror character to the possible corresponding 

characters either in character or word level. 

According to the N-gram score, the ranking in 

the list corresponding to possible character is 

illustrated. Herein, E-How net is used to be the 

knowledge representation of tradition Chinese 

words. The data sets provided by SigHan 7 

bakeoff are used to evaluate the proposed 

method. Experimental results show the pro-

posed methods can achieve accepted perfor-

mance in subtask one, and outperform other 

approaches in subtask two.  

1 Introduction 

Language is one of the most important capabili-

ties of human for communication. Natural lan-

guage cannot be absent in human communication 

either spoken communication or written text. As 

we known, word is the fundamental semantic 

unit in the most languages; it plays an essential 

role in natural language processing. Since the 

word is the building block for natural language 

processing, the spelling error or typos usually 

cause negative effects in word for computer ap-

plications. 

 

 Intelligent communication is one of the new 

trends about computing environment construc-

tion. In providing the natural intelligent human 

machine interaction, natural language expres-

sions play an essential role. Let us now attempt 

to extend the observation into the frameworks of 

natural language processing, in viewpoints of 

input and output aspects, text input and sentence 

generation provide the main natural language 

interfaces between users and machines. There-

fore, the semantic extraction and generating of 

natural language processing plays more essential 

roles for human machine interactions. Actually, 

we should now look more carefully into the re-

sults obtained in text input and natural language 

generating. Since the accuracy of text input is not 

near to perfect, it will cause the natural language 

misunderstanding. The spelling correction is one 

of the most important modules for natural lan-

guage processing. The related applications in-

cluding web search query, writing systems, rec-

ommend systems, document mining and typos 

checking before printing are very close to 

spelling correction. 

 

There are many research effort developed for 

spelling error detection and correction recently. 

Sun et al. (2010) explore the phrase-based 

spelling error models from the clickthrough data 

by measuring the edit distance between an input 

query and the optimal spelling correction. Ah-

mad and Kondrak (2005) also have learned a 

spelling error model from search query logs to 

improve the quality of query. Li et al. (2006) ap-

plied distributional similarity based models for 

query spelling correction. Gao et al. (2010) Em-

ployed the ranker-based approach that contains a 

surface-form similarity, phonetic-form similarity, 
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entity, dictionary, and frequency features for 

large scale web search. Besides, Ahmad and 

Kondrak (2005) adopted EM algorithm to en-

hance the performance of spelling error detection. 

There are some works tried to build a transfor-

mation model like machine translation, the noisy 

channel model was one of the selected to de-

scribe the spelling error correction. Hidden Mar-

kov Models (HMMs) are used to correct Spelling 

errors for search queries and developed a system 

called as CloudSpeller (Li et al. 2011). Consider-

ing of the domain specific domain, Bao et al. 

(2011) employed graph theory to correct the er-

ror in word and query levels.  Cucerzan and Brill 

(2004) used domain knowledge to exploit the 

spelling correction as an iterative process. For 

single word, context-sensitive spelling correction 

and rich morphology are proposed by Ingason et 

al. (2009). Mitton (2010) survey the spelling 

checking algorithm and systems developed for 

writing systems in the past five decades. Huang 

et al. (2010) proposed a system framework inte-

grating n-gram models and internet knowledge 

resources to detect spelling errors in printer driv-

er module. Actually, some application interface 

(API), tools and knowledge bases are useful for 

spelling error detection and correction. Google 

(2010) has developed a Java API for Google 

spelling check service. Microsoft (2010) also 

provides Microsoft web n-gram services. An 

online keyword typo generates tool, Seobook 

(2010), was developed for generating the corpus. 

Considering of lexicon and ontology, WordNet 

and FrameNet are both the main knowledge rep-

resentations for English (Christiane 1998)). Cor-

respondingly, HowNet and E-Hownet are lexicon 

ontologies for simple and traditional Chinese 

separately (Li et al. 2011;Dong and Dong 2006). 

According to the word expression in E-Hownet, 

lexical senses are described as two aspects: enti-

ties and relations. Thus, all the taxonomic rela-

tions of lexical senses can be identified accord-

ing to their definitions in E-Hownet. 

Since Word spelling is the essential for natural 

language processing, spelling correction is a 

common an essential task in written language 

automatically to detect and correct human errors. 

However, spelling check in Chinese is very dif-

ferent from that in English or other alphabetic 

languages. Therefore, a novel spelling error de-

tection and correction method based on N-gram 

ranked inverted index is proposed in this paper. 

Considering of context information such as those 

in a sentence or long phrase with a certain mean-

ing, N-gram scores are used to arrange the rank 

of nodes in the inverted index linked list. Besides 

word N-gram, character frequencies are also 

used herein first for errors result phonologically 

similar or visually similar characters (Liu et al.  

2011). Both character and word information are 

used in the proposed approach to achieve the per-

formance of spelling correction. 

 

The rest of this paper is organized as follows. 

Section 2 describes the proposed method and the 

related important modules in spelling correction 

in system framework. Next, we also present the 

detail description about the proposed method 

especially in N-gram ranked inverted index list. 

Experiments to evaluate the proposed approach 

and the related discussion are presented in Sec-

tion 3. Concluding remarks and findings are fi-

nally made in Section 4. 

2 The proposed system framework 

In this section, we want to illustrate the proposed 

system framework to detect and correct the 

spelling errors. Our goal is to find the locations 

and correct the corresponding error character in 

input Chinese sentences. For more clear presen-

tation, herein, the system framework is divided 

into two parts: training and generation phases as 

described in Section 2.1 and 2.2 respectively. 

Actually, similar pronunciation and shape dic-

tionary and N-gram ranked inverted index list are 

constructed in the training phase and adopted in 

test phase. 

 
Figure 1. The proposed system framework 
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2.1 Training phase  

The aim of training phase is to construct the dic-

tionary containing similar pronunciation and 

shape information for each Chinese character. E-

Hownet and pre-trained N-gram models are fur-

ther used to be the ranking score construct the 

inverted index list.  Finally, the candidate outputs 

are generated according to the N-gram ranked 

inverted index list. More detail illustration is de-

scribed in the follows.  

 

As shown in Figure 1. First, we are going to pre-

process the sentences we got from the SIGHAN-

7 organizer. In this step, we have to remove each 

sentence NID number in the input file. Then we 

will have the sentences that without the NID 

number as our output according to the traditional 

Chinese parser that was developed by academia 

Sinica, Taiwan. The results are further fed into   

the tool, CKIP Autotag, to do word segmentation 

and part-of-speech tagging based on E-Hownet.  

Since the corresponding part-of-speech (POS) of 

each word is obtained in the sentences. Each 

word is given a part of speech at the end of a 

word in parentheses. In the second step, for con-

venience, we are going to remove unessential 

blank spaces and parentheses. This way will let 

us more conveniently in the following file opera-

tions. In fact, these processes are also adopted in 

test phase.  

 

For obtaining the correction of each possible 

spelling error, the similar pronunciation and 

shape dictionary are constructed here. Since ty-

pos usually resulted from similar pronunciation 

or character shape, we constructed the index for 

each work from its confusing set including simi-

lar pronunciation and character shape. Since the 

pronunciation of each Chinese character is com-

posed of syllable and tone. Four categories of 

pronunciation similar confusing set those are po-

tential correction in pronunciation, are gathered: 

same pronunciation, the same syllable with a dif-

ferent tone, similar syllable with the same tone 

and similar syllable with a different tone. The 

corresponding posterior probability is obtained 

by the confusing matrix used in speech recogni-

tion engine constructed by HTK. Considering of 

the corresponding characters, are called as poten-

tial correction in shape, those shapes are similar 

to that of possible spelling error character. 

Length based Cangjie code similarity measure is 

used to estimate the posterior probability for the 

shape confusing character set.  

 

Since the potential correction either in pronun-

ciation or shape are gathered and defined in the 

dictionary described in the previous paragraph, 

the competing candidates are obtained by replac-

ing the possible spelling error using potential 

correction. One inverted index list for each pos-

sible spelling error is constructed according to 

the corresponding potential correction. Consider-

ing of efficiency, the node order is arranged ac-

cording to the character frequency in initial state. 

Word based N-gram scoring is further used for 

re-sorting the node in the inverted index list. 

Herein, back off base tri-gram models are used to 

estimate the probability of the contextual infor-

mation.   

 

2.2 Test phase 

As described in previous sections, the inverted 

index lists with N-gram ranking are built in the 

training phase. The spelling correction problem 

is formulated as the ranking of the potential cor-

rections and original possible spelling error in 

the contextual score in the test phase. Since the 

word segmentation and part-of-speech (POS) 

labeling is the same as those in the training phase. 

Here, we begin the processes with the third step. 

Third, we are going to find the wrong word from 

the sentences. After we have the POS parsing 

result, we choose the word that consists of two 

characters from the POS result and find it with 

the words in E-HowNet. If we cannot find it in 

E-HowNet, then we regarded it as possible sus-

picious word and enumerate it in suspicious list. 

We saved its word and POS in a text file named 

find_wrong. E-HowNet is a lexical knowledge 

based evolved from HowNet and created by the 

CKIP group. Then we filter some words in this 

step in order to remove some words by mistake. 

Those filtered out words may be words consist of 

more than four characters with POS of VH …etc., 

words consist of more than three characters with 

POS of ‘Nb’, ‘VA’, ‘Nc’, ‘VE’ …etc and POS of 

‘Neu’, ‘Neqa’, ‘Nf’, ‘VB’, ‘Ncd’, ‘VK’, ‘Nh’, 

‘P’ …etc. And we also filter out the following 

words contain “ 到 ”(to), “ 過 ”(through), 

“亂 ”(disorder) and “年級 ”(grade) …etc. We 

show some of the suspicious word list.  

 

The fourth step, we are going to do the error cor-

rection on those incorrect words. We choose one 

of a character in the word that to the suspicious 

list and refer to the similar pronunciation and 
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similar shape dictionaries provided by the 

SIGHAN-7 organizer. For example, ‘挫’折 

(setback) and 挫‘折’(setback). We want to 

find out the pronunciation of the character. It 

may be same pronunciation with the same tone, 

same pronunciation without same tone, similar 

pronunciation with the same tone, similar pro-

nunciation without same tone and same radical 

with same strokes. And we combine the charac-

ter with a similar shape character into a new 

word. Then we find each new word in E-HowNet 

to verify if there is exist or not. If the new word 

was not found in E-HowNet, then we will save it 

into wrong dictionary. After fixing the error, we 

saved it into the correct dictionary. If the new 

word was found in E-HowNet, then we will skip 

to the next character combination word. And so 

on…. After finishing the word pronunciation part, 

then we do the same way in word shape part. 

Fifth, we have to remove the duplicate words in 

the wrong dictionary. And remove it in wrong 

and correct dictionary synchronously. As a result, 

we can prevent doing the same thing twice. Sixth, 

we use the words in the wrong dictionary to find 

in the sentences. If we found it, that is to say, the 

sentence contains this error. Then we replace the 

error with the corresponding correct word in the 

correct dictionary and calculate the error location 

in the output. Seventh, we have several different 

potential corrections and original possible 

spelling error, then re-ranking the order accord-

ing to the N-gram language models in the opti-

mization step. Finally, we can output the best 

result with the highest N-gram score to the out-

put file. 

 

3 Experimental results  

This goal of this study is spelling error detection 

and correction according Chinese spelling check 

competition in SigHan.  The aim of the subtask 1 

is to find out the location of the spelling error in 

the sentences. On the other hand, the subtask 2 

aims at finding out the error location and do the 

error correction. All sentences at least contain 

more than one error.  In this bake-off, the evalua-

tion includes two sub-tasks: error detection and 

error correction. The errors are collected from 

students’ written essays. Since there are less than 

2 errors per essay such as described in (Chen et 

al. 2011), in this bake-off the distribution of in-

correct characters will match the real world error 

distribution in the sub-task one. The first sub-

task aims at the evaluation of error detection. 

The input sentences might consist of no error to 

evaluate the false-alarm rate of a system (Wu et 

al. 2010). The second sub-task focuses on the 

evaluation of error correction. Each sentence in-

cludes at least one error. The ability to accom-

plish these two sub-tasks is the complete func-

tion of a spelling checker. 

 

3.1 Spelling Error Detection 

The training data and test data consist of 350 and 

1000 sentences separately. Both of them are pro-

vided by the SIGHAN-7 organizer. 

 

Table 1.  Performance evaluation of the proposed 

method in subtask 1. 

 

RUN 1 2 3 
False-Alarm Rate 0.2371 0.2129 0.0929 

Detection Accuracy 0.738 0.761 0.825 

Error Location Accuracy 0.623 0.652 0.748 

Detection Precision 0.5514 0.5850 0.7451 

Detection Recall 0.68 0.70 0.6333 

Detection F-score 0.609 0.6374 0.6847 

Error Location Precision 0.2405 0.2813 0.4431 

Error Location Recall 0.2967 0.3367 0.3767 

Error Location F-score 0.2657 0.3065 0.4271 

 

According to the results shown in Table 1, the 

suitability of the subtasks 1 is high enough. 

Compared to other approaches, we consider the 

mapping between the spelling error and correc-

tion more.  

3.2 Spelling Error Correction 

The training data is same as error detection. The 

test data consists of 1000 sentences those are not 

the same as the error detection subtask 1. 

 

Table 2.  Performance evaluation of the proposed 

method in subtask 2. 

 

RUN 1 2 3 
Location Accuracy 0.369 0.663 0.663 

Correction Accuracy 0.307 0.625 0.625 

Correction Precision 0.485 0.703 0.703 

 

According to the results shown in Table 2, the 

suitability of the subtasks 2 is excellent. Due to 

the proposed approach considers both character 

confusing set and word contextual information, 

the performance is able to provide the right in-

formation to detect and correct the spelling error 

for users. Especially, The proposed approach 
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outperforms the other approaches significantly in 

location accuracy and correction accuracy. These 

results show the N-gram ranked inverted index 

list  able to obtain improvement for spelling error 

correction. The performance of run 3 outper-

forms that of run 2 due to some pruning for the 

word with more than two characters.  According 

to the observations of the error pattern obtained 

from the training data, we know the spelling er-

ror usually appears with the word with less than 

three characters. By this, the performance is im-

proved significantly.  

4 Conclusions  

A novel approach to detect and correct the 

spelling error in traditional Chinese text are pro-

posed in this study. The algorithm is based on the 

idea of N-gram ranked inverted index list. For 

detecting the potential correction, the similar pat-

ters based on pronunciation and character shape 

are gathered in a dictionary. To capture the con-

textual information, the word based N-gram 

ranking is adopted to arrange the node order in 

the inverted index list. Finally, the optimal result 

is selected as the output.  The experimental re-

sults verified that the proposed approach results 

in keeping more information either in character 

or word levels. The performance about the 

spelling error detection is acceptable and that 

about correction outperforms other approaches. 

The experimental results show the proposed 

method is practice. 

 

Acknowledgments 

The authors would like to acknowledge the Na-

tional Science Council (NSC 100-2622-E-415-

001-CC3) and Ministry of Education  of Taiwan 

for financial support for this research.  

References  

 Sun, X., Micol, D., Gao, J., Quirk, C., 2010. Learning 

Phrase-Based Spelling Error Models from 

Clickthrough Data. Proceedings of ACL 2010. 

Ahmad, F., and Kondrak, G. 2005. Learning a 

spelling error model from search query logs. In 

HLT-EMNLP, pp 955-962. 

Li, M., Zhu, M., Zhang, Y., and Zhou, M. 2006. Ex-

ploring distributional similarity based models for 

query spelling correction. Proceedings of ACL 

2006, pp. 1025-1032. 

Gao, J., Li, X., Micol, D., Quirk, C., and Sun, X., 

2010. A Large Scale Ranker-Based System for 

Search Query Spelling Correction, The 23rd Inter-

national Conference on Computational Linguistics 

2010 (COLING 2010). Pp. 358–366. 

Ahmad, F., and Kondrak, G., 2005. Learning a 

Spelling Error Model from Search Query Logs, 

Proceedings of Human Language Technology Con-

ference and Conference on Empirical Methods in 

Natural Language Processing (HLT/EMNLP), pp. 

955–962. 

Li, Y., Duan, H., Zhai, C.X. . 2011. CloudSpeller: 

Spelling Correction for Search Queries by Using a 

Unified Hidden Markov Model with Web-scale 

Resources. Spelling Alteration for Web Search 

Workshop 2010, pp.10-14. 

Bao, Z., Kimelfeld, B., Li, Y., 2011. A Graph Ap-

proach to Spelling Correction in Domain-Centric 

Search, , Proceedings of the 49th Annual Meeting 

of the Association for Computational Linguis-

tics(ACL) 2011, pp. 905–914.  

Cucerzan, S., and Brill, E.. 2004. Spelling correction 

as an  that exploits the collective knowledge of 

Web users. Proceedging of Conference on Empiri-

cal Methods in Natural Language Processing 

EMNLP, pp. 293–300. 

Ingason, A.K., Johannsson, S.B., Rognvaldsson, E., 

 elgad ttir, S., Loftsson, H. 2009. Context-

Sensitive Spelling Correction and Rich Morpholo-

gy, NODALIDA 2009 Conference Proceedings, pp. 

231–234. 

Mitton, R. 2010. Fifty years of spellchecking. Wring 

Systems Research, 2:1–7. 

Huang, Y.-H., Yen M.-C., Wu, G.-H., Wang, Y.-Y., 

Yeh, J.-F. 2010. Print Pickets Combined Language 

Models and Knowledge Resources. ROCLING 

2010, pp.297-309. 

Google. 2010. A Java API for Google spelling check 

service.http://code.google.com/p/google-api-

spellingjava/. 

Microsoft Microsoft web n-gram services. 2010. 

http://research.microsoft.com/web-ngram 

Seobook. 2010. Keyword typo generator. 

http://tools.seobook.com/spelling/keywordstypos. 

Christiane F. 1998. WordNet: An Electronic Lexical 

Database (Language, Speech, and Communica-

tion). The MIT Press. 

Dong, Z.D., and Dong Q. 2006. HowNet and the 

Computation of Meaning. World Scientific Pub-

lishing  Co. Pte. Ltd. 

Liu, C.-L., Lai, M.-H., Tien, K.-W.,  Chuang, Y.-H., 

Wu, S.-H.,  and Lee, C.-Y. 2011. Visually and 

phonologically similar characters in incorrect Chi-

nese words: Analyses, identification, and applica-

tions, ACM Trans. Asian Lang. Inform. Process. 

Vol. 10, No. 2, Article 10 (June 2011), 39 pages. 

47



Chen, Y.-Z., Wu, S.-H.,  Yang, P.-C., Ku, T.,  and 

Chen, G.-D. 2011. Improve the detection of im-

properly used Chinese characters in students’ es-

says with error model. Int. J. Cont. Engineering 

Education and Life-Long Learning, Vol. 21, No. 1, 

pp.103-116, 2011. 

Wu, S.-H., Chen, Y.-Z., Yang, P.-C., Ku, T., and Liu, 

C.-L. 2010. Reducing the False Alarm Rate of 

Chinese Character Error Detection and Correction, 

Proceedings of CIPS-SIGHAN Joint Conference on 

Chinese Language Processing (CLP 2010), pages 

54–61, Beijing, 28-29 Aug., 2010. 

Chen, W.-T., Lin, S.-C., Huang, S.-L., Chung, Y.-S., 

and Chen, K.-J. 2010, E-HowNet and Automatic 

Construction of a Lexical Ontology, the 23rd In-

ternational Conference on Computational Linguis-

tics, Beijng, China. 

Bai, M.-H., Chen K.-J., and Chang, J. S. 2008, Im-

proving Word Alignment by Adjusting Chinese 

Word Segmentation, Proceedings of IJCNLP2008. 

 

48



Proceedings of the Seventh SIGHAN Workshop on Chinese Language Processing (SIGHAN-7), pages 49–53,
Nagoya, Japan, 14 October 2013.

Chinese Spelling Checker Based on Statistical Machine Translation 

 
 

Hsun-wen Chiu Jian-cheng Wu Jason S. Chang 
Department of Institute of Information Systems and Applications 

National Tsing Hua University 
{chiuhsunwen, wujc86, jason.jschang}@gmail.com 

 
  

 

Abstract 

Chinese spelling check is an important com-
ponent for many NLP applications, including 
word processor and search engines. However, 
compared to checkers for alphabetical lan-
guages (e.g., English or French), Chinese 
spelling checkers are more difficult to develop, 
because there are no word boundaries in Chi-
nese writing system, and errors may be caused 
by various Chinese input methods. In this pa-
per, we proposed a novel method to Chinese 
spelling checking. Our approach involves error 
detection and correction based on the phrasal 
statistical machine translation framework. The 
results show that the proposed system achieves 
significantly better accuracy in error detecting 
and more satisfactory performance in error 
correcting. 

1 Introduction 

Chinese spelling check is a task involving auto-
matically detecting and correcting typos, roughly 
corresponding to misspelled words in English. 
Liu et al. (2011) show that people tend to unin-
tentionally generate typos that sound similar (e.g., 
“*措折 cuo zhe” and “挫折 cuo zhe”), or look 
similar (e.g., “*固難 gu nan” and “困難 kun 
nan”). On the other hand, some typos found on 
the Web (such as forums or blogs) are used de-
liberately for the purpose of speed typing or just 
for fun. Therefore, spelling check is an important 
component for many applications such as com-
puter-aided writing and corpus cleanup.  

The methods of spelling check can be broadly 
classified into two types: rule-based methods 
(Ren et al., 2001; Jiang et al., 2012) and statisti-
cal methods (Hung and Wu, 2009; Chen and Wu, 
2010). Rule-based methods use knowledge re-
sources such as a dictionary to identify a word as 
a typo if the word is not in the dictionary, and 
provide similar words in the dictionary as sug-

gestions. However, simple rule-based methods 
have their limitations. Consider the sentence “心
是很重要的。 xin shi hen zhong yao de” which 
is correct. However, the two single-character 
words “心 xin” and “是 shi” are likely to be re-
garded as an error by a rule-based model for the 
longer word “心事 xin shi” with identical pro-
nunciation. 

Data driven, statistical spelling check ap-
proaches appear to be more robust and performs 
better. Statistical methods tend to use a large 
monolingual corpus to create a language model 
to validate the correction hypotheses. Consider-
ing “心是 xin shi”, the two characters “心 xin” 
and “是 shi” are a bigram which has high fre-
quency in a monolingual corpus, so we may de-
termine that “心是 xin shi” is not a typo after all. 

In this paper, we propose a model, which 
combines rule-based with statistical approaches 
to detect errors and generate the most appropriate 
corrections in Chinese text. Once, an error is 
identified by the rule-based detection model, we 
use statistic machine translation (SMT) model 
(Koehn, 2010) to provide the most appropriate 
correction. Rule-based models tend to ignore 
context, so that we use SMT to deal with this 
problem. Our model treats spelling correction as 
a kind of translation, where typos are translated 
into correctly spelled words according to the 
translation probability and language model prob-
ability. Consider the same case “心是很重要的。 
xin shi hen zhong yao de”. The string “心是 xin 
shi” will not be incorrectly replaced with “心事 
xin shi” because we would consider “心是 xin 
shi” is highly probable according to the language 
model. 

The rest of the paper is organized as follows. 
We present the related work in the next section. 
Then we describe the proposed model for auto-
matically detecting the spelling errors and cor-
recting the found errors in Section 3. Section 4 
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and Section 5 present the experimental data and 
evaluation results. And we conclude in Section 6. 

2 Related Work 

Chinese spelling check is a task involving auto-
matically detecting and correcting typos in a giv-
en Chinese sentence. Previous work typically 
takes the approach of combining a confusion set 
and a language model. Rule-based approach de-
pends on dictionary knowledge and a confusion 
set, a collection set of a certain character consists 
of visually and phonologically similar characters. 
On the other hand, statistical-based methods usu-
ally use a language model, which is generated 
from a reference corpus. Statistical language 
model assigns a probability to a sentence of 
words by means of ngram probability to compute 
the likelihood of a corrected sentence. 

Chang (1995) proposed a system that replaces 
each character in the sentence based on the con-
fusion set and estimates the probability of all 
modified sentences according to a bigram lan-
guage model built from a newspaper corpus, then 
comparing the probability before and after sub-
stitution. They used a confusion set consists of 
pairs of character with similar shape that are col-
lected by comparing the original text and its 
OCR results. Similarly, Zhuang et al. (2004) 
proposed an effective approach using OCR to 
recognize possible confusion set. In addition, 
Zhuang et al. (2004) also used a multi-
knowledge based statistical language model, the 
n-gram language model, and Latent Semantic 
Analysis. However, the experiments by Zhuang 
et al. (2004) seem to show that the simple n-gram 
model performs the best. 

In recent years, Chinese spelling checkers 
have incorporated word segmentation. The 
method proposed by Huang et al. (2007) incorpo-
rates Sinica Word Segmentation System (Ma and 
Chen, 2003) to detect typos. With a character-
based bigram language model and the rule-based 
methods of dictionary knowledge and confusion 
set, the method determines whether the word is a 
typo or not. There are many more systems that 
use word segmentation to detect errors. For ex-
ample, in Hung and Wu (2009), the given sen-
tence is segmented using a bigram language 
model. In addition, the method also uses confu-
sion set and common error templates manually 
edited and provided by Ministry of Education in 
Taiwan. Chen and Wu (2010) modified the sys-
tem proposed by Hung and Wu (2009), by com-
bining statistic-based methods and a template 

matching module generated automatically to de-
tect and correct typos based on language model. 

In a work closer to our method, Wu et al. 
(2010) adopts the noise channel model, a frame-
work used both in spell checkers and machine 
translation systems. The system combined statis-
tic-based method and template matching with the 
help of a dictionary and a confusion set. They 
also used word segmentation to detect errors, but 
they did not use an existing word segmentation 
as Huang et al. (2007) did, because it might re-
gard a typo as a new word. They used a back-
ward longest first approach to segment sentences 
with an online dictionary sponsored by MOE, 
and a templates with a confusion set. The system 
also treat Chinese spelling check as a kind of 
translation, they combine the template module 
and translation module to get a higher precision 
or recall. 

In our system, we also treat Chinese spelling 
checking problem as machine translation like Wu 
et al. (2010), with a different way of handling 
word segmentation to detect typos and transla-
tion model where typos are translated into cor-
rectly spelled words. 

3 Method 

In this section, we describe our solution to the 
problem of Chinese spelling check. In the error 
detection phase, the given Chinese sentence is 
segmented into words. (Section 3.1) The detec-
tion module then identifies and marks the words, 
which may be typos. (Section 3.2) In the error 
correction phase, we use a statistical machine 
translation (SMT) model to translate the sen-
tences containing typos into correct ones (Sec-
tion 3.3). In the rest of this section, we describe 
our solution to this problem in more details. 

3.1 Modified Chinese Word Segmentation 
System 

Unlike English text in which sentences are se-
quences of words delimited by spaces, Chinese 
texts are represented as strings of Chinese char-
acters (called Hanzi) with word delimiters. 
Therefore, word segmentation is a pre-processing 
step required for many Chinese NLP applications. 
In this study, we also perform word segment to 
reduce the search space and the probability of 
false alarm. After segmentation, sequences of 
two or more singleton words are considered like-
ly to contain an error. However, over-segmented 
might lead to falsely identified errors, which we 
will describe in Section 3.2. Considering the sen- 
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Replaced character 氣 份 
Translations 汽份   泣份 

器份   契份 
企份   憩份 

氣分   氣忿 
氣憤   氣糞 
氣奮   氣氛 

Table 1. Sample “translations” for “氣份 qi fen”. 
 

tence “除了要有超世之才，也要有堅定的意志 
chu le yao you chao shi zhi cai, ye yao you jian 
ding de yi zhi”, the sentence is segmented into 
“除了/要/有/超世/之/才/，/也/要/有/堅定/的/意
志.” The part “超世之才 chao shi zhi cai” of the 
sentence is over-segmented and runs the risk of 
being identified as containing a typo. To solve 
the problem of over-segmentation, we used addi-
tional lexicon items and reduce the chance of 
generating false alarms. 

3.2 Error Detection 

Motivated by the observation that a typo often 
causes over-segmentation in the form of a se-
quence of single-character words, so we target 
the sequences of single-character words as can-
didates for typos. To identify the points of typos, 
we take all n-grams consist of single-character 
words in the segmented sentence into considera-
tion. In addition to a Chinese dictionary, we also 
include a list of web-based ngrams to reduce the 
false alarm due to the limited coverage of the 
dictionary. 

When a sequence of singleton word is not 
found in the dictionary, or in the web-based 
character ngrams, we regard the ngram as con-
taining a typo. For example, “森林 的 芳 多 精 
sen lin de fang duo jing” is segmented into con-
secutive singleton words: bigrams such as “的 芳 
de fang”, and “芳 多 fang duo” and trigrams 
such as “的 芳 多 de fang duo” and “芳 多 精 
fang duo jing” are all considered as candidates 
for typos since those ngrams are not found in the 
reference list. 

3.3 Error Correction 

Once we generate a list of candidates of typos, 
we attempt to correct typos, using a statistical 
machine translation model to translate typos into 
correct word. When given a candidate, we first 
generate all correction hypotheses by replacing 
each character of the candidate typo with similar 
characters, one character at a time.  

Take the candidate “氣份 qi fen” as example, 
the model generates all translation hypotheses, 
according to a visually and phonologically conf- 

Translations Freq. LM prob. tp 
氣憤 
氣氛 

48 
473 

-4.96 
-3.22 

-1.20 
-1.11 

Table 2. Translations for “氣份 qi fen”. 
 
usion set. Table 1 shows some translation hy-
potheses. The translation hypotheses are then 
validated (or pruned from the viewpoint of SMT) 
using the dictionary. 

The translation probability tp is a probability 
indicates how likely a typo is translated into a 
correct word. tp of each correction translation is 
calculated using the following formula: 
 

𝑡𝑝 = log!"(
𝑓𝑟𝑒𝑞(𝑡𝑟𝑎𝑛𝑠)

𝑓𝑟𝑒𝑞(𝑡𝑟𝑎𝑛𝑠) − 𝑓𝑟𝑒𝑞(𝑐𝑎𝑛𝑑𝑖)
) ∗ 𝛾 

 
where freq(trans) and freq(candi) are the fre-
quency of the translation and the candidate cor-
respondingly, and γ is the weight of different 
error types: visual or phonological. tp is set to 0 
if freq(trans) = 0. 

Take “氣份 qi fen” from “不/一樣/的/氣/份 
bu/yi yang/de/qi/fen” for instance, the transla-
tions with non-zero tp after filtering are shown in 
Table 2. Only two translations are possible for 
this candidate: “氣憤 qi fen” and “氣氛 qi fen”. 

We use a simple, publicly available decoder 
written in Python to correct potential spelling 
errors found in the detection module. The de-
coder reads in a Chinese sentence at a time and 
attempts to “translate” the sentence into a cor-
rectly spelled one. The decoder translates mono-
tonically without reordering the Chinese words 
and phrases using two models — translation 
probability model and the language model. These 
two models read from a data directory containing 
two text files containing a translation model in 
GIZA++ (Och and Ney, 2003) format, and a lan-
guage model in SRILM (Stolcke et al., 2011) 
format. These two models are stored in memory 
for quick access. 

The decoder invokes the two modules to load 
the translation and language models and decodes 
the input sentences, storing the result in output. 
The decoder computes the probability of the out-
put sentences according to the models. It works 
by summing over all possible ways that the 
model could have generated the corrected sen-
tence from the input sentence. Although in gen-
eral covering all possible corrections in the trans-
lation and language models is intractable, but a 
majority of error instances can be “translated” 
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effectively by using the translation model and the 
language model. 

4 Experimental Setting 

To train our model, we used several corpora in-
cluding Sinica Chinese Balanced Corpus, 
TWWaC (Taiwan Web as Corpus), a Chinese 
dictionary, and a confusion set. We describe the 
data sets in more detail below. 

Sinica Corpus 
"Academia Sinica Balanced Corpus of Modern 
Chinese", or Sinica Corpus for short, is the first 
balanced Chinese corpus with part-of-speech 
tags (Huang et al., 1996). Current size of the cor-
pus is about 5 million words. Texts are seg-
mented according to the word segmentation 
standard proposed by the ROC Computational 
Linguistic Society. We use the corpus to generate 
the frequency of bigram, trigram and 4-gram for 
training translation model and to train the n-gram 
language model. 

TWWaC (Taiwan Web as Corpus) 
We use TWWaC for obtaining more language 
information. TWWaC is a corpus gathered from 
the Web under the .tw domain, containing 
1,817,260 Web pages, 30 billions Chinese char-
acters. We use the corpus to generate the fre-
quency of all character n-grams for n = 2, 3, 4 
(with frequency higher than 10). 

Words and Idioms in a Chinese Dictionary 
From the dictionaries and related books pub-
lished by Ministry of Education (MOE) of Tai-
wan, we obtained two lists, one is the list of 
64,326 distinct Chinese words1, and the other 
one is the list of 48,030 distinct Chinese idioms2. 
We combine the lists into a Chinese dictionary 
for validating words with lengths of 2 to 17 char-
acters. 

Confusion Set 
After analyzing erroneous Chinese word, Liu et 
al. (2011) found that more than 70% of typos 
were related to the phonologically similar char-
acter, about 50% are morphologically similar and 
almost 30% are both phonologically and mor-
phologically similar. We use the ratio as the 
weight for the translation probabilities. In this 
study, we used two confusion sets generated by 
Liu et al. (2011) and provided by SIGHAN 7 

                                                
1 Chinese Dictionary 
http://www.edu.tw/files/site_content/m0001/pin/yu7.htm?op
en 
2 Idioms http://dict.idioms.moe.edu.tw/cydic/index.htm 

Bake-off 2013: Chinese Spelling Check Shared 
Task as a full confusion set based on loosely 
similar relation. 

In order to improve the performance, we ex-
panded the sets slightly and also removed   some 
loosely similarly relations. For example, we re-
moved all relations based on non-identical pho-
nologically similarity. After that, we added the 
similar characters based on similar phonemes in 
Chinese phonetics, such as “ㄣ，ㄥ en, eng”, 
“ㄤ，ㄢ ang, an”, “ㄕ，ㄙ shi, si” and so on. 
We also modify the similar shape set to a more 
strongly similar set. The characters are checked 
automatically by comparing corresponding 
Cangjie code (倉頡碼). Two characters which 
differ from each other by at most one symbol in 
Cangjie code are considered as strongly similar 
and are retained. For example, the code of “徵 
zheng” and “微  wei” are strongly similar in 
shape, since in their corresponding codes “竹人
山土大” and “竹人山山大”, differ only in one 
place. 

5 Evaluation Results 

In Bake-off 2013, the evaluation includes two 
sub-tasks: error detection and error correction. 
For the error detection, sub-task1, there are 1000 
sentences with/without spelling errors. And sub-
task2 for the error correction, there are also con-
taining 1000 sentences but all with errors. The 
evaluation metrics, which computes false-alarm 
rate, accuracy, precision, recall, and F-Score is 
provided by SIGHAN 7 Bake-off 2013: Chinese 
Spelling Check Shared Task. In this paper, we 
describe Run3 system and results. 

On sub-task1, evaluation results as follows: 
 

Evaluation metrics Score 
False-Alarm Rate   
Detection Accuracy  
Detection Precision  
Detection Recall 
Detection F-Score  
Error Location Accuracy  
Error Location Precision  
Error Location Recall 
Error Location F-Score  

0.0514 
0.861 

0.8455 
0.6567 
0.7392 

0.82 
0.6695 

0.52 
0.5854 

Table 3. Evaluation metrics of Sub-task1. 
 

We obtain higher detection accuracy, error loca-
tion accuracy, and error location F-Score, which 
put our system in first place among 13 systems 
evaluated. On sub-task2, our system obtained 
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location accuracy, correction accuracy, and cor-
rection precision of 0.454, 0.443, and 0.6998, 
respectively. 

6 Conclusions and Future Work 

Many avenues exist for future research and im-
provement of our system. For example, new 
terms can be automatically discovered and added 
to the Chinese dictionary to improve both detec-
tion and correction performance. Part of speech 
tagging can be performed to provide more in-
formation for error detection. Named entities can 
be recognized in order to avoid false alarms. Su-
pervised statistical classifier can be used to 
model translation probability more accurately. 
Additionally, an interesting direction to explore 
is using Web ngrams in addition to a Chinese 
dictionary for correcting typos. Yet another di-
rection of research would be to consider errors 
related to a missing or redundant character.  

In summary, we have introduced in this paper, 
we proposed a novel method for Chinese spelling 
check. Our approach involves error detection and 
correction based on the phrasal statistical ma-
chine translation framework. The error detection 
module detects errors by segmenting words and 
checking word and phrase frequency based on a 
compiled dictionary and Web corpora. The pho-
nological or morphological spelling errors found 
are then corrected by running a decoder based on 
statistical machine translation model (SMT). The 
results show that the proposed system achieves 
significantly better accuracy in error detecting 
and the evaluation results show that the method 
outperforms other system in Chinese Spelling 
Check Shared Task. 
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Abstract
We describe the Nara Institute of Science
and Technology (NAIST) spelling check
system in the shared task. Our system con-
tains three components: a word segmenta-
tion based language model to generate cor-
rection candidates; a statistical machine
translation model to provide correction
candidates and a Support Vector Machine
(SVM) classifier to rerank the candidates
provided by the previous two components.
The experimental results show that the k-
best language model and the statistical ma-
chine translation model could generate al-
most all the correction candidates, while
the precision is very low. However, us-
ing the SVM classifier to rerank the can-
didates, we could obtain higher precision
with a little recall dropping. To address
the low resource problem of the Chinese
spelling check, we generate 2 million arti-
ficial training data by simply replacing the
character in the provided training sentence
with the character in the confusion set.

1 Introduction

Spelling check, which is an automatic mechanism
to detect and correct human spelling errors in ev-
ery written language, has been an active research
area in the field of Natural Language Processing
(NLP). However, spelling check in Chinese is very
different from that in English or other alphabet-
ical languages. First because there are no word
delimiters between the Chinese words; moreover,
the average length of a word is very short: usu-
ally one to four characters. Therefore, error de-
tection is a hard problem since it must be done
within a context, say a sentence or a long phrase
with a certain meaning, and cannot be done within
one word. For instance, in the words ”自已”(self-
control) and ”自己”(oneself), the character ”已”

or ”己” cannot be detected as an error without the
context. Other challenge in the Chinese spelling
check is that there is no commonly available data
set for this task and the related resource is scarce.

The SIGHAN 2013 shared task is to provide a
common evaluation data set to compare the error
detection and correction rates between different
systems. The evaluation includes two sub-tasks:
1) error detection and 2) error correction.

In this paper, we present a system that com-
bines the correction candidates produced by the
language model based method and the statistical
machine translation approach, and then uses an
SVM classifier to rerank the correction candidates.
To address the low resource problem, firstly, we
generate around 2 million artificial sentences fol-
lowing a simple rule, which replaces each charac-
ter in the provided 700 sentences with the charac-
ter in the confusion set to generate a new training
corpurs; secondly, we use unlabeled data corpus,
the Chinese Gigaword, to train a language model1

to estimate the real Chinese texts.
The paper is organized as follows. We first

briefly discuss the related work in Section 2 and
overview of our system structure in Section 3.
Subsections 3.1, 3.2 and 3.3 describe the compo-
nents of our system respectively. In Section 4, we
discuss the experiment setting and experimental
results. Finally, we give the conclusions in the fi-
nal section.

2 Related work

In Chinese spelling check, the confusion sets are
collections of candidate error characters, and play
a crucial role.

Chang (1995) manually edited confusion sets
from 4 viewpoints, i.e., shape, pronunciation,
meaning and input keystroke sequence. Then by

1We use the SRI Language Modeling Toolkit adopting the
interpolated Kneser-Ney smoothing method.
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substituting each character in the input sentence
with the characters in the corresponding confu-
sion set, they use a language model to generate
a plausibility score to evaluate each possible sub-
stituted sentence. Because of the importance of
confusion sets, some researchers attempted to au-
tomatically extend confusion sets by using differ-
ent Chinese input methods. Intuitively, the char-
acters with similar input key sequences are similar
in shape. Zhang (2000) proposed a method to au-
tomatically generate confusion sets based on the
Wubi method by replacing one key in the input key
sequences of a certain character. Lin et al. (2002)
used the Cangjie input method to extend confusion
sets automatically.

Over the last few years, more and more mod-
els using NLP techniques were introduced into the
Chinese spell check task. Huang et al. (2007) pro-
posed a method which used a word segmentation
tool to detect Chinese spelling errors. They used
CKIP word segmentation toolkit to generate cor-
rection candidates (CKIP, 1999). By incorporat-
ing a dictionary and confusion sets, the system
can detect whether a segmented word contains er-
ror or not. Hung et al. (2008) proposed a sys-
tem which was based on manually edited error
templates (short phrases with one error). For the
cost of editing error templates manually, Cheng et
al. (2008) proposed an automatic error template
generation system. The basic assumption is that
the frequency of a correct phrase is higher than
the corresponding error template. Wu et al. (2010)
proposed a system which implemented a translate
model and a template module. Then the system
merged the output of the two single models and
reached a balanced performance on precision and
recall.

3 System Architecture

Our system includes three components, as shown
in Figure 1. Given a sentence with or without
error characters, our procedure contains several
steps: 1) we simultaneously generate the correc-
tion character candidates using the word segmen-
tation based language model and the statistical ma-
chine translation model; and then 2) the SVM clas-
sifier reranks the candidates to output the most
probable sentence. Each component in our sys-
tem is described in Section 3.1, Section 3.2 and
Section 3.3.

Figure 1: System structure.

3.1 Language Model Based Method
To generate the correction candidates, firstly we
segment the sentence into words and then find all
possible corrections based on the confusion set
and a Chinese dictionary.

In this study, we use the character based Chi-
nese word segmentation model2 (Xue, 2003),
which outperforms the word based word segmen-
tation model in out-of-vocabulary recall. The
model is trained on the Academia Sinica corpus,
released under the Chinese word segmentation
bake-off 20053 and the feature templates are the
same in Sun (2011).

For example, given the following Chinese sen-
tence (here, the Chinese character in red indicates
an error character):

”我看過許多勇敢的人，不怕措折地奮
鬥。”.

Firstly, we segment the sentence into words sep-
arated by a slash as follows.

”我/看過/許多/勇敢/的/人/，/不怕/措折/的/
奮鬥/。” .

Secondly, we build a lattice, as shown in Fig-
ure 2, based on the following rules:

1. If a word only contains a single Chinese char-
acter, add all the candidates in the confusion
set.

2. If a word contains more than one Chinese
character and it is not in the dictionary, then

2The CRFsuite package is used in our experiment:
http://www.chokkan.org/software/crfsuite/

3http://www.sighan.org/bakeoff2005/
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Figure 2: An example of generated candidates lat-
tice.

replace all the characters in the word with
candidates in the confusion set. If the gen-
erated word is in the dictionary, add it as a
candidate.

3. If a word contains more than one Chinese
character and it is in the dictionary, do noth-
ing.

Finally, the forward algorithm (Rabiner, 1989)
is used to find the k-best sentences using the n-
gram language model.

3.2 Statistical Machine Translation Model

As an alternative, we also employ the statistical
machine translation model as a new way to de-
tect and correct character errors (Wu et al., 2010),
which is widely used by the statistical machine
translation community (Brown et al., 1993).

We treat each sentence with error as a source
language. Our goal is to find the best correction
sentence. Formally, given a sentence S which
might contain error characters in it as a source sen-
tence, the output is the sentence Ĉ in the target
language with the highest probability of different
replacement C. Symbolically, it is represent by:

Ĉ = arg max
c

p(C|S) (1)

Using Bayes Rule, we can rewrite Formula 1 as:

Ĉ = arg max
p(S|C)p(C)

p(S)

≈ arg max p(S|C)p(C) (2)

Here, p(S|C)4 is called ”error model”, which is
the chance that a correct Chinese character could
be written wrong, while p(C) is the n-gram lan-
guage model which evaluates the quality of the
corrected Chinese sentence.

4We use GIZA++ to train the error model and Moses to
decode.
https://code.google.com/p/giza-pp/
http://www.statmt.org/moses/

3.3 SVM Reranking
Support vector machines (SVMs) are supervised
learning models used for classification and regres-
sion analysis (Burges et al., 1998). The goal of the
Chinese spelling error detection task is to detect
whether there are any errors in a given sentence,
which we can treat as a binary classification prob-
lem: if the current character is an error character,
the result is 0, otherwise, the result is 1. The prob-
ability output of the SVM classifier 5 can also be
regarded as a confident score of how possible the
current character is an error.

Given the original input text and the outputs of
the other models, the system creates a candidate
list for each character in the input text. Each char-
acter in the candidate list will be reranked based on
the confidence score generated by the SVM clas-
sifier. The top character in the reranked candidate
list will be treated as the correct character of our
system. An example of SVM reranking is shown
in Figure 3.

We denote a character token c0 with a context
sequence: ...c−2c−1c0c+1c+2... and cs:e as a char-
acter sequence that starts at the position s and ends
at position e. Our system creates the following
features for each candidate.

• Character features: c−1, c0, c+1, c−1:0, c0:+1.

• The pointwise mutual information
(Gerlof, 2009) between two characters:
PMI(c−1; c0), PMI(c0; c+1).

• The identity of the character sequence if it ex-
ists in the dictionary and the n-gram word list.
For instance: 2-character window c−1:0, 3-
character window c−2:0, 4-character window
c−3:0, 5-character windows c−4:0

However, the Chinese spelling check shared
task provided a sample data with only 700 sen-
tences. We split 80% as training data and 20% as
test data and use 5-fold cross-validation to evalu-
ate the SVM reranking results.

4 Experiments

4.1 Data Sets
We used two data sets in our experiments. The
first data set is provided by the shared task, which

5LIBLINEAR with L2-regularized L2-loss support vec-
tor classification is used and optimized the cost param-
eter (C=3) on the sample data cross-validation result.
http://www.csie.ntu.edu.tw/ cjlin/liblinear/.
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Input text:          他 們 擁 有 不 怕 固 難 勇 与 面 對 的 心 。 

LM output:        他 們 擁 有 不 怕 困 難 勇 与 面 對 的 心 。 

MT output:        他 們 擁 由 不 怕 困 難 勇 於 面 對 的 心 。 

 

Candidates:        他 們 擁 有 不 怕 固 難 勇 与 面 對 的 心 。 

    由       困       於 

            

           有 0.82      固 0.55   与 0.2    

           由 0.31      困 0.92   於 0.65 

 

 
Output text:        他 們 擁 有 不 怕 困 難 勇 於 面 對 的 心 。 

 

SVM 
Reranking 

Figure 3: An example of SVM reranking.

includes similar shape confusion sets, similar pro-
nunciation confusion sets, 350 sentences with er-
ror characters and 350 sentences without error
characters. The second one includes the Chinese
Gigaword Second Edition6, the Chinese word seg-
mentation bake-off 2005 corpus and a free tradi-
tional Chinese dictionary7.

Since only 700 sample sentences are released,
it is hard to estimate the error model using For-
mula 2. A better way is to extend the training
corpus to estimate the translation probability. In
our experiments, we replace each character in the
provided sample sentence with the character in the
confusion set to generate a new training instance.
Guided by this procedure, around 2 million sen-
tences are generated to train the ”error model”.
However, it is too large for the SVM training. So
we limited the candidate samples selecting 20-best
sentences ranked by the language model.

4.2 Experiment Setting

For comparison, we combined the outputs of the
translation model component and the language
model component in three different ways:

1. NAIST-Run1: Union of the output candi-
dates of the language model and the statistical
machine translation model, and then reranked
by SVM.

2. NAIST-Run2: Intersection of the output can-
didates of the language model and the sta-
tistical machine translation model, and then
reranked by SVM.

6Released by LDC. Here we only used the tra-
ditional Chinese news to train the language model.
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId
=LDC2005T14

7CC-CEDICT, which is a free dictionary, is released
by Creative Commons Attribution-Share Alike 3.0 License.
http://www.mdbg.net/chindict/chindict.php?page=cedict

Submission LocAcc CorAcc CorPrec
NAIST-Run1 0.508 0.467 0.5765
NAIST-Run2 0.261 0.254 0.653
NAIST-Run3 0.487 0.453 0.6155

Table 2: Final results on sub-task 2. LocAcc,
CorAcc and CorPrec denote location accuracy,
correction accuracy and correction precision re-
spectively.

3. NAIST-Run3: Only use the output of the
language model and then reranked by SVM.

Here, we assume that union of the candidates
might get a higher recall (NAIST-Run1), while the
intersection of the candidates might get a higher
precision (NAIST-Run2).

4.3 Experimental Results

In the final test, there are two data sets. Each task
corpus contains 1000 sentences.

As shown in Table 1, NAIST-Run1 obtained
the highest detection recall and NAIST-Run2 got
the highest detection precision. However, NAIST-
Run3 obtained the highest error location recall, the
highest detection F-score and the error location F-
score. We think the main reason is that the rate
of sentences with error characters is much lower,
around 5%, while NAIST-Run1 tends to find more
correction candidates.

The final results of the error correction sub task
are shown in Table 2. As we expect in Section
4.2, NAIST-Run2 obtained the correction preci-
sion, while NAIST-Run1 obtained both the highest
location accuracy and the highest correction accu-
racy.

To evaluate the importance of the SVM rerank-
ing, we do another set of experiments on the 700
sample sentences with 5-fold cross-validation. We
could obtain 34.7% of the error location precision
and 69.1% of the error location recall using the
language model based approach. After the rerank-
ing by the SVM, the error location precision in-
creased to 70.2%, while the error location recall
dropped to 67.0%. From this observation, the
SVM reranking plays a crucial role for detection
and correction of Chinese spelling errors.

5 Conclusion

We proposed a hybrid system which combines the
language model and the statistical machine trans-

57



Submission FAR DAcc DPr DRe DF-score ELAcc ELPr ELRe ELF-score
NAIST-Run1 0.2929 0.746 0.5504 0.8367 0.664 0.645 0.3289 0.5 0.3968
NAIST-Run2 0.0543 0.812 0.7979 0.5 0.6148 0.764 0.5426 0.34 0.418
NAIST-Run3 0.2243 0.777 0.5985 0.78 0.6773 0.698 0.3964 0.5167 0.4486

Table 1: Final results on sub-task 1. FAR denotes the false-alarm rate. DAcc, DPr, Dre and DF-score in-
dicate detection accuracy, detection precision, detection recall and detection f-score respectively. ELAcc,
ELPr, ELRe and ELF-score denote error location accuracy, error location precision, error location recall
and error location f-score respectively.

lation model to generate almost all the correction
candidates. To improve the precision of the Chi-
nese spelling check, we employ SVM to rerank
the correction candidates, where we could obtain
a higher precision with a little recall dropping. We
also proposed a simple approach to generate many
artificial samples, which improved the recall of the
statistical machine translation model. Our final
test results reveal that our approach is competitive
to other systems.
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Abstract 

 

In order to accomplish the tasks of identifying 
incorrect characters and error correction, we 
developed two error detection systems with 
different dictionaries. First system, called 
CKIP-WS, adopted the CKIP word segmenta-
tion system which based on CKIP dictionary 
as its core detection procedure; another system, 
called G1-WS, used Google 1T uni-gram data 
to extract pairs of potential error word and cor-
rection candidates as dictionary. Both detec-
tion systems use the confusion character set 
provided by the bakeoff organizer to reduce 
the suggested correction candidates. A simple 
maximizing tri-gram frequency model based 
on Google 1T tri-gram was designed to vali-
date and select the correct answers. The CKIP 
group of Academia Sinica participated in both 
Sub-Task1 (Error Detection) and Sub-Task2 
(Error Correction) in 2013 SIGHAN bakeoff. 
The evaluation results show that the perfor-
mances of our systems are pretty good on both 
tasks. 

 

1 Introduction 

Spelling check, an automatic mechanism to de-
tect and correct document inputting errors, is a 
common task for every written languages. How 
to detect and correct error spellings in a docu-
ment is an important and difficult task in particu-
lar for Chinese language. Since many Chinese 
characters have similar shape and similar pro-
nunciation, improper use of characters in Chi-
nese essays are hard to be detected (Liu et. al, 

2011). Therefore, most Chinese character detec-
tion systems are built based on confusion sets 
and a language model. Some new systems also 
incorporate NLP technologies for Chinese char-
acter error detection in recent years (Huang et al., 
2007; Wu et al., 2010). Huang et al. (2007) used 
a new word detection function in the CKIP word 
segmentation toolkit (Ma and Chen, 2003) to 
detect error candidates. With the help of a dic-
tionary and confusion set, the system will be able 
to judge whether a monosyllabic word is proba-
bly error or not. The system we designed for this 
contest adopts CKIP word segmentation module 
for unknown word detection too, confusion sets 
for providing possible candidate characters, and 
a large-scale corpus for constructing language 
model for validation and correction of words. 

In order to accomplish these two spelling 
check tasks, we designed two error detection sys-
tems with the capability of providing suggested 
correction candidates. Each system uses different 
dictionary for its knowledge source. The first 
system uses the CKIP dictionary, called CKIP-
WS; another uses the correction pair dictionary 
extracted from Google 1T uni-gram data, called 
G1-WS. In CKIP-WS, we detect possible occur-
rences of errors through unknown word detection 
process (Chen and Bai, 1998). So that deeper 
morphological analysis is carried out only where 
morphemes of unknown word are detected (Chen 
and Ma, 2002). As a result, some false alarms 
caused by proper names and determinant-
measure compounds can be avoided. For G1-WS, 
we build an error suggestion dictionary (or tem-
plate) to match potential error spellings and sug-
gest correction candidates. Finally we use an n-
gram language model to select the corrected 
characters as our system output.  
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The paper is organized as follows. Section 2 
describes the architecture of our system. Section 
3 states the bakeoff results evaluated by 
SIGHAN. In the section 4, we have some rele-
vant discussions and provide analysis on the sys-
tem performances. Section 5 is the conclusion. 

2 System architecture 

2.1 System flowchart 

Figure 1 illustrates the block diagram of our Chi-
nese Spelling Check system used in this contest. 
First, input documents are sent to two different 
error detection systems. The first one is CKIP-
WS, which can detect error characters based on 
unknown word detection and n-gram verification. 
The second system is G1-WS, which treats error 
detection based on suggestion dictionary pro-
duced by using data of confusion sets, Sinica 
Corpus and Google Chinese 1T. Finally, the re-
sults of the two systems can be merged to get a 
final detection result. The details will be de-
scribed in the following subsections. 

2.2 Unknown word detection 

The first step of our system is word segmenta-
tion to find possible error candidates. For exam-
ple the input sentence “不怕措折地奮鬥” will be 
marked as “不() 怕() 措(?) 折(?) 地() 奮鬥()” by 
the unknown word detection process of the 
CKIP-WS, where (?) denotes the detected mono-
syllabic unknown word morpheme and () denotes 
common words. We focus on the morphemes 
marked with (?) only and provide possible re-
placement words by checking confusion sets and 

CKIP dictionary. After the process, the pattern 
“不 怕 {措,挫} 折 地 奮 鬥” is extracted. For 
another example, “也在一夕之門”. After the 
detection process, the system marks the sentence 
as “也() 在() 一() 夕(?) 之() 門()”. We use sim-
ple algorithm to produce “也 在 一 夕 之 {門,
間}” by left- or right- extension of the word by 
checking CKIP dictionary. To increase the recall 
rate, if there are still some monosyllabic words 
which are not stop words, those words will be 
also considered as possible error candidates. We 
will mark those problematic morphemes with (?) 
for further n-gram validation. 

2.3 Building suggestion dictionary 

In G1-WS, we first build a suggestion diction-
ary for potential error words. The data of the dic-
tionary is extracted from Google 1T uni-gram. 
We use this uni-gram data, and the confusion set 
to search for similar word pairs and ranks the 
pair of words by their frequencies. The word of 
low frequency is considered as error candidate 
and the high frequency similar word is consid-
ered as correction suggestion. Note that the 
above process is based on the fact that Google 
1T uni-gram contains many spelling-error words. 
Some extracted similar word pairs  are shown 
follow: 

Word Suggestion 
措折 挫折 
讚同 贊同 
讚助商 贊助商 
… 

 

 
Figure 1. Flowchart of the system 
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However, the extracted naive suggestion dic-
tionary may have a lot of noises. So we use a 
simple method to confirm whether to adopt each 
similar word pair suggestions. First, we use word 
segmentation in Sinica Corpus by G1-WS. And 
then we count all words and suggestions. If the 
frequency ratio of freq(word)/freq(suggestion) > 
0.1, we ignore this suggestion. The final G1-WS 
error detection and candidate suggestion process 
adopts the modified dictionary. After the first 
step CKIP-WS error detection, we use the new 
error detection system G1-WS with this sugges-
tion dictionary to detect and provide additional 
correction suggestions. 

2.4 Validation and correction by n-gram 
model 

After two error detection steps an input docu-
ment is marked with potential errors and suggest 
candidate characters. We were intended to de-
velop a character n-gram language model to de-
termine the best character sequence as the an-
swers for detection and correction. However due 
to the limited developing time, we simply devel-
oped a maximizing tri-gram frequency approach 
instead. Based on the marked error spots, we set 
a window to count the frequency of these strings 
which contain potential errors. By simply max-
imizing tri-gram frequency based on Google 1T 
tri-gram data, we select the suggestion candi-
dates with the highest string frequency as the 
answer.  

For example, in “也 在 一 夕 之 {門,間}”, in 
comparing with other string candidates as shown 
in Figure 2. We found the string of the highest 
frequency “在一夕之間” which is 37,709. So we 
detect the error spot and select ‘間’ as the cor-
rected character at the mean time. 

 
L2L1C0: (“也在一夕之門”, 0) 
L1C0R1: (“在一夕之門，”, 0) 
C0R1R2: (“一夕之門，被”, 0) 
L1C0: (“在一夕之門”, 0) 
C0R1: (“一夕之門，”, 0) 

----------------------------- 
L2L1C0: (“也在一夕之間”, 0) 
L1C0R1: (“在一夕之間，”, 0) 
C0R1R2: (“一夕之間，被”, 0) 
L1C0: (“在一夕之間”, 37709) 
C0R1: (“一夕之間，”, 0) 

 
Figure 2. Calculating the frequency of the target 

string in Google tri-gram corpus. 

3 Evaluation Results 

3.1 Data 

The resources adopted in our system are de-
scribed below: 

 
 CKIP lexicon 1 : The CKIP lexicon is an 

electronic dictionary containing 88,000 en-
tries for Mandarin Chinese. We use this 
word information for checking whether the 
target lexicon is a word or not. 

 Google 1T n-gram lexicon2: It consists of 
Chinese word n-grams and their frequency 
counts generated from over 800 million to-
kens of text. The length of the n-grams 
ranges from unigrams (single words) to 5-
grams. We use tri-gram data for our n-gram 
validation process and use uni-gram data 
for building the suggestion dictionary. 

 Confusion sets: Confusion sets are a collec-
tion of each individual Chinese character 
(Liu et al., 2011). There were 5401 confu-
sion sets for each of the 5401 high frequen-
cy characters. We use this data to generate 
possible correction characters. 

 Sinica Corpus3: We employ the ten-million-
word Sinica Corpus, a balanced modern 
Chinese Corpus with word segmentation 
and PoS tag. We use this corpus to check 
and filter our correction data. 

 

3.2 Evaluation metrics 

There are several evaluation indexes provided by 
SIGHAN, i.e. false-alarm rate (FAR), detection 
accuracy (DA), detection precision (DP), detec-
tion recall (DR), detection F-score (DF), error 
location accuracy (ELA), error location precision 
(ELP), error location recall (ELR), error location 
F-score (ELF), location accuracy (LA), correc-
tion accuracy (CA), and correction precision 
(CP). 

 

3.3 Results of our CKIP-WS system 

Table 1 shows the evaluation results of our 
CKIP-WS system in error detection and error 
correction tasks. In SIGHAN evaluation report, 
the CKIP-WS system is ‘SinicaCKIP-Run1’. In 

                                                 
1 http://www.aclclp.org.tw/use_ced.php 
2 
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?c
atalogId=LDC2010T06 
3 http://db1x.sinica.edu.tw/kiwi/mkiwi/ 
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both tasks, our system achieves good perfor-
mance. 

 

Task1 

FAR 
0.13 

DA DP DR DF
0.84 0.7174 0.77 0.7428

ELA ELR ELP ELF
0.773 0.5093 0.5467 0.5273

Task2 
LA CA CP CF
0.482 0.442 0.5854 0.5037

 
Table 1. Results of our CKIP-WS system 

 

3.4 Results of our final system 

In our final system, we merge CKIP-WS and G1-
WS output into final correction data. The evalua-
tions of our final system are shown in table 2. 
For sub-task 1, FAR score rises 0.03, from 0.13 
to 0.1619, and DF and ELF improve 0.0214 and 
0.025 respectively. For sub-task 2, the CF has 
improved 0.0578. From these results, we know 
that the two systems of CKIP-WS and G1-WS 
have a complementary relationship. With a better 
suggestion dictionary, the system performance 
will be better. 

 

Task1 

FAR 
0.1619 

DA DP DR DF
0.842 0.6919 0.8533 0.7642

ELA ELR ELP ELF
0.771 0.8533 0.6167 0.5523

Task2 
LA CA CP CF
0.559 0.516 0.6158 0.5615

 
Table 2. Results of our final system 

 
From the final summary of SIGHAN Bake-off, 

our final system ranks the top among 33 submit-
ted systems for detection F-score (DF) and rank 
3rd for error location F-score (ELF) in sub-task 1. 
For sub-task 2, our system ranks second among 
30 submitted systems. 

4 Discussions 

The evaluation results show that our system ar-
rives the top three in both Sub-Task 1 and Sub-
Task 2. However, our system performance is still 
low in both recall and precision. Following are 
discussions on the recall and precision problems 
for our systems. We have observes some reasons 
accounted for recall problems: 

 
 Some correct characters are not in the 

confusion sets, for examples, “不怕[固
苦]難”, “有特[絑殊]的意義”, “深
深地敬[偑佩]這”, and etc. 

 Dispute on the gold standard, for exam-
ples, “樹木 [經]不起 大雨的打擊”, “有
時候同學的 [嘻]笑怒罵”, “不要 一時 
[胡]塗”.  

 The word pairs as (再,在),(得,的) cannot 
be distinguished in our system, such as, 
“是 個 [在] 平凡 不過 的”, “覺 [的] 很 
不 開心”, “都 過 的 很 快樂”, “從此變

[的]不同”, and etc. 
 No information on the related words, 

such as “圈差” (correct suggestion “圈
叉”), and “二 連 罷” (correct suggestion 
“二連霸”). 
 

As to the precision problem, we focus on the 
confusion set and n-gram language model: 

 
 There are a lot of irrelevant characters in 

the confusion sets. There should be a 
way to filter out some of the irrelevant 
characters.  

 A better n-gram language model needs to 
be developed.  
 

The above discussions suggest that we should 
enrich our knowledge bases to increase the recall 
rate by including more suggestion candidates and 
on the other hand to design a more robust lan-
guage model to increase the precision of the cor-
rection.  

5 Conclusions 

In this paper, we described the overview of our 
Chinese Spelling Check system for SIGHAN-7 
bakeoff. We employ two word segmentation sys-
tems, and adopt some knowledge resources. With 
the help of these resources, we propose a method 
to select and filter these correction candidates. 
Finally, we merge these two systems’ outputs for 
SIGHAN evaluation. The evaluation results 
show that our approaches are promising. In the 
future, we will be trying to merge the two word 
segmentation to a uniform system and develop a 
more robust language model. 
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Abstract 

A ready set of commonly confused words 
plays an important role in spelling error detec-
tion and correction in texts. In this paper, we 
present a system named ACE (Automatic Con-
fusion words Extraction), which takes a Chi-
nese word as input (e.g., “不脛而走”) and au-
tomatically outputs its easily confused words 
(e.g., “不徑徑徑徑而走”, “不逕逕逕逕而走”). The purpose 
of ACE is similar to web-based set expan-
sion – the problem of finding all instances (e.g. 
“Halloween”, “Thanksgiving Day”, “Inde-
pendence Day”, etc.) of a set given a small 
number of class names (e.g. “holidays”). Un-
like set expansion, our system is used to pro-
duce commonly confused words of a given 
Chinese word. In brief, we use some hand-
coded patterns to find a set of sentence frag-
ments from search engine, and then assign an 
array of tags to each character in each sentence 
fragment. Finally, these tagged fragments are 
served as inputs to a pre-learned conditional 
random fields (CRFs) model. We present ex-
periment results on 3,211 test cases, showing 
that our system can achieve 95.2% precision 
rate while maintaining 91.2% recall rate. 

1 Introduction 

Since many Chinese characters have similar 
forms and similar or identical pronunciation, im-
properly used characters in Chinese texts are 
quite common. Previous works collected these 
hard-to-distinguish characters to form confusion 
sets (Ren et al., 1994). Confusion sets are pretty 
helpful for online detecting and correcting im-
properly used Chinese characters in precision 
and speed. Zhang et al. (2000) build a confusion 
set based on a Chinese input method named 
Wubi. The basic assumption is that characters 

that have similar input sequences must have sim-
ilar forms. Therefore, by replacing one code in 
the input sequence of a certain character, the sys-
tem could generate characters with similar forms. 
Lin et al. (2002) used the Cangjie input method 
to generate confusion sets under the same as-
sumption in Zhang et al. Another approach is to 
manually edit the confusion set. Hung manually 
compiled 6,701 common errors from different 
sources (Hung and Wu, 2008). These common 
errors were collected from essays of junior high 
school students and were used in Chinese charac-
ter error detection and correction. 

Since the cost of manual compilation is high, 
Chen et al. (2009) proposed an automatic method 
that can collect these common errors from a cor-
pus. The idea is similar to template generation, 
which builds a question-answer system (Ravi-
chandran and Hovy, 2001; Sung et al., 2008). 
The template generation method investigates a 
large corpus and mines possible question-answer 
pairs. In this paper, we present ACE system to 
automatically extract commonly confused words 
from the Web of a given word. Table 1 shows 
some examples of ACE’s input and output. 
 
input 兵荒馬亂 三令五申 伶牙俐齒 

 

output 
兵慌慌慌慌馬亂 

 
三令五伸伸伸伸 
三令五聲聲聲聲 
三申申申申五令令令令 

伶牙利利利利齒 
靈靈靈靈牙利利利利齒 

 
Table 1: Examples of ACE’s input and output. 

 
This paper is organized as follows. Section 2 

illustrates the architecture of ACE. Section 3 ex-
plains the features we use for training model. 
Section 4 presents evaluation results. The last 
section summarizes this paper and describes our 
future work. 
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Figure 1: Flow chart of the ACE System. 

2 System Architecture 

ACE consists of two major components: the 
Fetcher and the Extractor. Given a Chinese word 
(assume it is correct), the Fetcher retrieves snip-
pets from Google using hand-coded patterns, and 
then executes the pattern matching process to 
produce a set of sentence fragments. The Extrac-
tor is responsible for assigning an array of tags to 
each character in every sentence fragment de-
pends on its features. These tagged fragments are 
served as inputs to a pre-learned CRFs model 
(see Section 3) for extracting commonly con-
fused words of the input word. In this section, we 
will describe the Fetcher and the Extractor in 
more detail. 

2.1 The Fetcher 

The Fetcher first constructs a few query strings 
by using the combination of input word and a set 
of pre-defined patterns. Table 2 shows our query 
strings and their English translations. 
 

Type I 

<�> 誤作 <�> be misused as 
<�> 寫成 <�> be written as 
<�> 誤為 <�> be misused as 
<�> 不是 <�> not   

Type II 
應為 <�> should be <�> 
應作 <w> should be <�> 
改為 <�> be revised as <�> 

 
Table 2: Type I and Type II query strings and their 
English translations. In each query string, <�> is a 
placeholder for the input word. 

 
There are two types of query strings: Type I 

are the ones that require the input word � to pre-
cede the pattern (e.g. “�寫成”), and Type II are 
the opposite ones (e.g. “應作�”). For every que-
ry, the Fetcher retrieves several Web pages of 
results from Google where each page contains up 
to 100 snippets due to Google’s restriction. For 

each snippet, the Fetcher removes its HTML tags 
and extracts sentence fragments which contain 
the input word and possibly contain incorrect 
words with the help of regular expression. These 
sentence fragments are inputs of the Extractor we 
will describe later. For Type I query results, sen-
tence fragment is orderly composed by 0 to 6 
characters (including Chinese characters, alpha-
numeric symbols, punctuation marks, etc.), the 
input word, and 1 to � characters where � is the 
number of characters of the input word plus 14. 
For Type II query results, sentence fragment is 
orderly composed by 1 to � characters, the input 
word, and 0 to 6 characters. Table 3 shows some 
examples of extracted sentence fragments of the 
input word “不脛而走”. 
 

Type I 
目。復原不脛而走不脛而走不脛而走不脛而走”誤作“不徑而走”（'97 
「不脛而走不脛而走不脛而走不脛而走」寫成「不徑而走」–Y 

 

Type II 
“不徑而走”應為“不脛而走不脛而走不脛而走不脛而走”big 
月 5日–不徑而走應作不脛而走不脛而走不脛而走不脛而走. 峻工 

 
Table 3: Examples of sentence fragments of the input 
word “不脛而走”. For clarification purposes, we 
make the input word bold and italicize the pattern. 

2.2 The Extractor 

The Extractor first assigns an array of tags to 
each character in every sentence fragment de-
rived from the Fetcher by its features. We may 
assign up to four tags to each character according 
to system configurations. Table 4 shows an ex-
ample of fully tagged fragment. Tag I denotes 
that this character is in the instance of the input 
word or not. Tag II and Tag III are pronuncia-
tion-related features, indicating pronunciation 
similarity between this character and any charac-
ter of the input word. Tag IV is orthographic 
similarity between this character and any charac-
ter of the input word. Meanings of tags and how 
to assign tags to characters will be detailed in 
Section 4. 

After sentence fragments are tagged, these 
tagged fragments are served as inputs to a pre-
learned CRFs model for labeling easily confused 
words of the input word. Finally, the Extractor 
combines these labeled characters into words, 
and then ranks these words based on frequency. 

ACE outputs first few ranked words depend 
on system settings. Let a = 〈��, �	, … , ��〉 be the 
set of ranked words and 
���� denotes the fre-
quency of �� , 
���� ≥ 
��	� ≥ ⋯ ≥ 
���� . 
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ACE outputs �� = 〈��, … , ��〉 where 1 ≤ � ≤ � 
and �� ≥ � ∗ ���� for each �� ∈ ��. The default 
value of �  is 0.3 and can be configured in the 
system. Some example inputs and outputs are 
listed in Table 1, and Section 6 shows more ex-
amples. 

 
characters Tag I Tag II Tag III Tag IV 

“ N O O O 
不 N Y Y Y 
徑 N N N N 
而 N Y Y Y 
走 N Y Y Y 
” N O O O 
應 N O O O 
為 N O O O 
“ N O O O 
不 Y Y Y Y 
脛 Y Y Y Y 
而 Y Y Y Y 
走 Y Y Y Y 
” N O O O 

 
Table 4: An example of fully tagged fragment. 

3 Features  Set 

One property that makes feature based statistical 
models like CRFs so attractive is that they reduce 
the problem to finding an appropriate feature set. 
This section outlines the four main types of fea-
tures used in our evaluations. 

3.1 Base Feature 

One of simplest and most obvious features is the 
character itself of sentence fragment. Another 
intuitive feature is that the character is included 
in the input word (tagged as “Y”) or not (tagged 
as “N”). More accurately, let � = 	 〈 �,  	, … ,  �〉 
be a sequence of characters of sentence fragment. 
Let � =	 〈!�, !	, … , !"〉 be a sequence of char-
acters of the input word. � ⊂ �. For each  � ∈ �, 
we tag  �  as “Y” if  � ∈ �, otherwise tag  �  as 
“N”. In our experiments, we define the combina-
tion of those two features as base feature. 

3.2 Sound Feature 

Liu (2009) previously showed that pronuncia-
tion-related errors reach 79.88% among all types 
of incorrect writings in Chinese. This feature has 
three tag values: “Y”, “N”, and “O”. We contin-
uously use notations of Section 4.1. Let $% =
〈&%'

, &%(
, … , &%)

〉 where &%*
 denotes the sound 

of !�. Let &+* denotes the sound of  �. For each 
 � ∈ �, we tag  � as “Y” if  � ∈ �, else tag  � as 
“N” if &+* ∈ $%, otherwise tag  � as “O”. 

We build up a look-up table for quickly access 
a character’s sound. Table 5 is the list of charac-
ters grouped by sound. Note that characters in 
the same group may have different tones. We 
will consider the feature of same sound and same 
tone in Section 4.3. 
 

sound characters 
suan 酸 痠 狻 匴 算 蒜 筭 
wai 歪 舀 外 
zai 哉 災 載 宰 仔 崽 縡 在 再 載 

 
Table 5: Characters grouped by sound. 

3.3 Phonetic Alphabet Feature 

This feature differentiates two characters with 
same sound but different tone from each other. 
Let ,% = 〈ℎ%'

, ℎ%(
, … , ℎ%)

〉 where ℎ%*
 denotes 

the phonetic symbol of !� . Let ℎ+*  denotes the 
phonetic symbol of  �. For each  � ∈ �, we tag  � 
as “Y” if  � ∈ �, else tag  � as “N” if ℎ+* ∈ ,%, 
otherwise tag  �  as “O”. Table 6 is the list of 
characters grouped by phonetic alphabet. 
 

phonetic alphabet characters 
suān 酸 痠 狻 
suǎn 匴 
suàn 算 蒜 筭 
wāi 歪 
wǎi 舀 
wài 外 

 
Table 6: Characters grouped by phonetic alphabet. 

3.4 Orthography Feature 

In addition to pronunciation-related features, the 
model could also benefit from orthographical 
similarity features. We have collected a list of 
12,460 Chinese characters accompanied by a 
group of orthographically similar characters for 
each from Academic Sinica of Taiwan1. Two 
characters are considered to be orthographically 
similar according to their forms. In this list, each 
character may have more than one similar char-
acter. Let .%*

= 〈/%*'
, /%*(

, … , /%*0
〉  be a set of 

orthographically similar characters of !� . Let 
1% = 〈.%'

, .%(
, … , .%)

〉 be the collection of .%*
. 

                                                 
1 http://cdp.sinica.edu.tw/cdphanzi/ 
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For each  � ∈ �, we tag  � as “Y” if  � ∈ �, else 
tag  � as “N” if  � ∈ 1%, otherwise tag  � as “O”. 
Table 7 is the list of characters accompanied by 
their orthographically similar characters. 
 

character similar characters 
亨 烹 哼 脝 京 享 
佐 仜 左 佈 傞 倥 佑 
別 捌 咧 唎 喇 

 
Table 7: Characters and their orthographically similar 
characters. 

4 Experiments 

In this section, we describe the details of CRFs 
model training and evaluation. Secondly, we will 
compare performance of ACE system with two 
manually compiled confusion sets which can be 
anonymously accessed online. 

4.1 Model Training and Testing 

We obtained data set from a document named 
Terms Unified Usage2 provided by National Sci-
ence Council of Taiwan. This document contains 
641 correct-and-incorrect word pairs. We ran-
domly selected 577 of them for training and the 
rest for testing. For each word pair, we constructs 
query strings to retrieve sentence fragments by 
using the method described in Section 2.1, and 
then assigns tags to each character in every sen-
tence fragment by using the method described in 
Section 2.2. In addition, we tagged target label 
(e.g. B-I, I-I, O) to each character for the purpose 
of training and evaluation.  

There are 17,019 sentence fragments which 
containing 126,130 characters in training data, 
and 1,252 sentence fragments which containing 
15,767 characters in testing data. Eight experi-
ments were completed by different combinations 
of features. Detailed results are presented in table 
7 (in next page). In Table 7, characters precision 
denotes number of correctly labeled characters 
divided by number of total characters in the test-
ing data. Similarly, sentences precision denotes 
number of correctly labeled sentences (every 
character in sentence is correctly labeled) divided 
by number of total sentence. Since the output of 
ACE is a ranked list of extracted words, we set 
0.3 to constant �  (see Section 2.2) to compute 
precision ratio, recall ratio, and F1 measure. 
More precisely, let: 

                                                 
2 http://www.nsc.gov.tw/sd/uniword.htm 

• {A}=incorrect words indicated in Terms 
Unified Usage 

• {B}=incorrect words extracted by ACE 

Then, precision ratio P = |{A} ∩{B}|/|{B}|*100%, 
recall ratio R = |{A} ∩{B}|/|{A}|*100%, and F1 
measure = 2*P*R/(P+R). 

From the result, the CRFs model using the 
combination of sound and orthography features 
or using all features performs best, achieving F1 
measure of 94.6%.  

4.2 Comparisons to Manually Compiled 
Confusion Sets 

We collected two manually compiled confusion 
sets for the purpose of comparisons. One is the 
Common Error in Chinese Writings 3  (CECW) 
provided by Ministry of Education (MOE) of 
Taiwan, which containing 1,491 correct-and-
incorrect word pairs. Another is the Commonly 
Misused Characters for Middle School Students4 
(CMC), which containing 1,720 correct-and-
incorrect word pairs. We feed these correct 
words to ACE system to evaluate the ability of 
automatic generation of confusion sets. We 
choose features combinations of “base + S + G” 
and set constant � to 0.3. Table 8 summarizes the 
evaluation results, showing that given a Chinese 
word, ACE system has about 93% chance to 
produce same result with manually compiled 
confusion sets. 
 
 Precision Recall F1 measure 

CECW 95.2% 91.2% 93.2% 
CMC 93.8% 92.0% 92.8% 

 

Table 8: Evaluation results on two confusion sets. 
 

input output 
滄海一粟 滄海一栗 

半晌 
半餉 
半响 

發憤圖強 
發奮圖強 
奮發圖強 

掃描 掃瞄 

彆扭 

蹩扭 
憋扭 
變扭 
辯扭 

 
Table 9: Examples of ACE’s input and output.

                                                 
3 http://dict.revised.moe.edu.tw/htm/biansz/18a-1.htm 
4 http://kitty.2y.idv.tw/~mars/cset.xlsx 
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Characters 
Precision 

Sentences 
Precision 

Extracted Words 
Precision Recall F1 measure 

base only 94.1% 66.1% 89.7% 73.2% 80.6% 
base + Sound (S) 97.6% 83.0% 89.7% 77.3% 83.0% 

base + Phonetic (P) 97.9% 85.7% 93.1% 87.5% 90.2% 
base + Orthography (G) 97.9% 86.6% 89.7% 85.6% 87.6% 

base + S + P 97.7% 84.1% 89.7% 89.3% 89.5% 
base + S + G 98.8% 92.4% 96.6% 92.7% 94.6% 
base + P + G 98.9% 92.8% 96.6% 89.3% 92.8% 

base + S + P + G 98.8% 92.9% 96.6% 92.7% 94.6% 
 

Table 7: Test results by different combinations of features. 
 

 

5 Conclusions and Future Work 

In this paper, we present the ACE system which 
takes a Chinese word as input and automatically 
outputs its easily confused words. Table 9 shows 
some real examples of ACE’s input and output. 
We have shown that a CRF-based model with 
pronunciation- and orthography-related features 
can achieve performance near that manually 
compiled confusion sets. 

There are several future topics of research that 
we are currently considering. First, we plan to 
extend ACE system to support other languages, 
such as English and Japanese. Secondly, we will 
investigate another approach without the help of 
a pre-learned CRFs model. Third, we will look 
into automatic identification of possible words 
which can be easily misused as another one, so 
that we can generate confusion sets without any 
input. Lastly, we will apply our approach to an-
other application, such as recognizing as many as 
entity pairs (e.g., <“Tokyo”, “Japan”>, <“Taipei”, 
“Taiwan”>, etc.) of a given semantic relation (e.g. 
“… is a city of …”). 
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Abstract 

This paper describes our Chinese spelling 
check system submitted to SIGHAN Bake-off 
2013 evaluation. The main idea is to exchange 
potential error character with its confusable 
ones and rescore the modified sentence using a 
conditional random field (CRF)-based word 
segmentation/part of speech (POS) tagger and 
a tri-gram language model (LM) to detect and 
correct possible spelling errors. Experimental 
results on the Bakeoff 2013 tasks showed the 
proposed method achieved 0.50 location de-
tection and 0.24 error location F-scores in sub-
task1 and 0.49 location and 0.40 correction ac-
curacies and 0.40 correction precision in sub-
task2. 

1 Introduction 

Chinese spelling check is a difficult task for two 
reasons: (1) there are no word delimiters between 
words, (2) the length of each word is usually on-
ly one to three characters long. So it cannot be 
done within the word and must be solved within 
a context. Therefore, Chinese spell checking is 
usually divided into two steps: (1) segmentation 
of text into word sequence and (2) error checking 
of each word in sentence level. 

Basically, word segmentation can be formu-
lated as a sequential learning problem. In the past 
decade, many statistical methods, such as support 
vector machine (SVM) (Zhang, 2010), condi-
tional random field (CRF) (Zhao, 2006), maxi-
mum entropy Markov models (MEMMs) (Berger, 

1996), were proposed by NLP researchers to 
handle this sequential learning task. Among them, 
CRF-based approach has been shown to be effec-
tive with very low computational complexity. 

On the other hand, error checking could be 
treated as an abnormal word sequence detection 
problem and is often based on language 
knowledge, and mainly includes rule-based 
methods and statistic-based methods. Rule-based 
methods use rule sets, which describe some exact 
dictionary knowledge such as word or character 
frequency, POS information and some other syn-
tax or morphological features of a language, to 
detect dubious areas and generate candidate 
words list. This kind of methods achieves signif-
icant success in some special domains, but it is 
difficult to deal with open natural language. On 
the other hand, statistic-based methods often use 
a language model that is achieved by using some 
language knowledge and analyzing a huge of 
language phenomena on large corpus so more 
context information is utilized, and this kind of 
methods is suitable for general domains. 

There are many advanced Chinese spelling 
check methods (Liu, 2011 and Chen, 2011). 
However, from the viewpoint of automatic 
speech recognition (ASR) research, the word 
segmentation and LM are the most important 
modules for ASR studies. Especially, it is known 
that a good LM can significantly improve ASR’s 
recognition performance. And a sophisticated 
parser is required for building highly effective 
LM. So, in past few years, lots of works were 
conducted in our laboratory to build a CRF-
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based word segmentation/POS tagger and a tri-
gram LM to improve the performance of ASR. 

Although, we have already applied our parser 
and LM to ASR and achieved many successes 
(Chen, 2012), we would like to take the chance 
of Bakeoff 2013 evaluation to examine again 
how generalization and sophistication our parser 
and LM are. Therefore, the focus of this paper is 
on how to integrate our parser and LM originally 
built for ASR to deal with the Chinese spelling 
check task. 

2 The Proposed Framework 

The block diagram of the proposed method is 
shown in Fig. 1. Our main idea is to exchange 
potential error character with its confusable ones 
and rescore the modified sentence using our 
CRF-based parser and tri-gram LM to detect and 
correct possible spelling errors. 

In this scheme, the input text is first checked if 
there are some high frequency error words in the 
rule-based frontend. The sentence is then seg-
mented into a word sequence using our CRF-
based parser and scored with tri-gram LM. Each 
character in short words (less than 3 characters) 
is considered as potential error character and is 
replaced with characters that have similar shape 
or pronunciation. The modified sentence is then 
re-segmented and rescored to see if the score of 
the changed sentence is higher. This process is 
repeated until the best sentence with maximum 
LM score is found. 

 

 
 

Fig. 1: The schematic diagram of the proposed 
Chinese spelling checker. 

2.1 Rule-based Frontend 

Basically, the rule-based spelling error correcting 
was easy and will not increase the complexity of 
our parser. In our parser, only the rules with high 
accuracy and low false alarm were added to the 
parser. It can also increase the accuracy of our 
parser. 

There are about 600 high frequency error 
words in our database. Those words are basically 
collected from Internet. The rule to replace error 
words is in general as follows: 
(1) Direct spelling errors correcting: Most of 

those cases are frequently error words, some 
interesting examples of the rules are: 

l 倉惶 → 倉皇 
l 翹課 → 蹺課 
l 百摺裙 → 百褶裙 
l 經不起 → 禁不起 
l 明查秋毫 → 明察秋毫 

It can be seen from those examples that some 
errors are due to misunderstanding of the 
meaning of words. Since these errors are of-
ten unconsciously replaced with other high-
frequency characters, it is usually difficult to 
detect and corrected using LM. 

(2) Errors correcting with constraints: In this case, 
the word XX, usually two characters, will be 
corrected to YY, with some constraints. We 
need to check if the XX is cross word bounda-
ry. If pi is preceding character and Pi succeed-
ing character of XX, and the pi-XX can be 
segment into piX-X or XX-Pi can be segment 
into X-XPi. In order to avoiding false alarm, 
the constraints were checked before the cor-
recting. 
For example: 一但 → 一旦, but the preceding 
character pi is not 統, or the succeeding char-
acter Pi is not 書. 

(3) Spelling errors correcting after parsing: Some 
frequently happened spelling errors were dif-
ficult to correction without the word segmen-
tation information. The error words were 
added in the lexicon of parser in order to get 
the corrected word segmentation. And, the er-
ror words were correcting after parsing. 

2.2 CRF-based Chinese PARSER 

A block diagram of the proposed Chinese parser 
is shown in Fig. 2. There are three blocks includ-
ing (1) text normalization, (2) word segmentation 
and (3) POS tagging. The last two modules are 
briefly described as follows. 
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Fig. 2: The schematic diagram of the proposed 
Chinese parser. 

2.2.1 Word Segmentation 

Basically, it is based on CRF method and im-
plemented following Zhao’s work (Zhao, 2006). 
Six tags, denoted as B1, B2, B3, M, E and S, are 
used to represent the activated functions. The 
information used in feature template is listed in 
the following: 
• Cn: Unicode of the current character (Unicode 

plain-0 only). 
• Bn: radical of the current character ("bushu", 
部首). 

• SBn: if Bn is equal to Bn-1. 
• WLn: length of the maximum-length word in 

lexicon that matches the string including the 
current character. Here, the 87,000-word lexi-
con released from Sinica (Sinica Chinese Elec-
tronic Dictionary1) is used as the basic internal 
lexicon. A user-defined lexicon is allowed to 
define more words, and in most cases they are 
named entities. 

• WTn: tags of the maximum-length word com-
prising the current character (indicating char-
acter position in word by B1, B2, B3, M, E, S). 

• D/En: indicator showing whether the current 
character is a digit. 

• PMn: 0-1 tags to indicate whether the current 
character is a punctuation mark (PM). 

Moreover, the CRF templates used in the word 
segmentation are shown in Table 1. 
                                                
1 http://www.aclclp.org.tw/use_ced.php 
2 http://www.aclclp.org.tw/use_asbc.php 

Information Templates 

Character 
n-gram 

Cn-2, Cn-1, Cn, Cn+1, Cn+2, (Cn-
2 Cn-1 Cn), (Cn Cn+1 Cn+2), (Cn-
1 Cn Cn+1), (Cn-2 Cn-1 Cn Cn+1 
Cn+2) 

Digits/English (D/En-1 D/En), (D/En D/En+1),  
(D/En-1 D/En D/En+1) 

Bushu (Bn BSn), (Bn-1 BSn-1), (Bn+1 
BSn+1) 

Tag of candi-
date word 

WTn-1, WTn, WTn+1, (WTn-1 
WTn), (WTn WTn+1 ), (WTn-1 
WTn WTn+1) 

Length of can-
didate word 

WLn-1, WLn, WLn+1, (WLn-1 
WLn), (WLn WLn+1 ), (WLn-1 
WLn WLn+1) 

Length/tag of 
candidate word 

(WTn WLn), (WTn-1 WLn-1 WTn 
WLn), (WTn WLn WTn+1 
WLn+1) 

Repeated word (LWn SW1n), (LWn SW2n) 
PM PMn-1, PMn, PMn+1 

 
Table 1: List of CRF templates for word segmen-

tation. 
 

The word segmentation module is trained by 
using Sinica Balanced Corpus version 4.02. Be-
fore training the word segmentation CRF, data in 
the corpus are check to correct in-consist word-
segmentation. More than 1% of data in the cor-
pus are corrected manually. 

The protocol of consistency check is described 
here. The unigram and bigram of Sinica Bal-
anced corpus are first generated. Then all pairs of 
words, excepting the words with POS of “Nf” 
and “Neu”, are checked to see whether they can 
be combined into a single word. There are about 
10% of such word-pairs. For example: 
(1) For the case that both a word-pair (e.g. 民

意 (Na) 代表 (Na)) and the combination 
word (e.g. 民意代表(Na) appear in the cor-
pus, we divide the combination word into 
two words. 

(2) For a word-pair (e.g. /長途(A) 電話(Na)/) 
whose combination does not appear as a sin-
gle word in the corpus but is a word entry (e.g. 
/長途電話(Na)/) in the Sinica lexicon, we 
keep the two words and remove the combina-
tion word from the lexicon. 

(3) Most of the bound morphemes (i.e., prefixes 
and suffixes), named entities, compound 
words, idioms, and abbreviations in the cor-
pus were checked for consistency. 

(4) Some words, especially for function words, 
have different POSs and can be divided into 
smaller words, like “就是(T), 就是 (SHI), 就

                                                
2 http://www.aclclp.org.tw/use_asbc.php 
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是(Nc), 就(D) 是(SHI), 就是(D), 就是(Cbb)” 
and “真是(VG), 真是(D), 真(D) 是(SHI)]”. 
Some of them need to be corrected according 
to the syntactic and/or sematic context in the 
sentence.  

The corpus is divided into two parts: a training 
set containing 90% of the corpus (about 1 million 
words including PMs) and a test set containing 
10% (about 120K words including PMs). The 
training set is used to train the word segmenta-
tion CRF. The F-measure of the word segmenta-
tion is 96.72% for the original database and 
97.50% for the manually correct one. The differ-
ence between precision and recall rates is less 
than 0.1%. If all PMs are excluded, the F-
measure reduces to 97.01%. 

2.2.2 POS Tagger 

Here is the features used in the CRF method: 
• PMn: Unicode of the first character of the 

current word when it is a PM, or  “X” if it is 
not a PM. We note that some PMs, such as 
“?!” and “…”, are formed by string of more 
than one character. 

• WLn: word length of the current word. 
• LPOSn: all possible POSs of the current word 

if it is in the internal or external lexicons, or 
“X” if it is not in those lexicons, e.g. the 
word “一”(one) can be “Cbb_Di_D_Neu”. 

• FCn: first character of the current word if it is 
not in lexicon, or “X” if it is in lexicon. 

• LCn: last character if the word is not in lexi-
con, or “X” if it is in lexicon. 

Table 2 shows the CRF templates used for 
POS tagging. 

 
Information Templates 

Possible POS 
n-gram 

LPOSn-2, LPOSn-1, LPOSn, 
LPOSn+1, LPOSn+2, (LPOSn-1 
LPOSn), (LPOSnn LPOSn+1), 
(LPOSn-1 LPOSn+1) 

PM PMn-1, PMn, PMn+1 
Information of 

OOV word (WLn FCn), (WLn LCn ) 

 
Table 2: List of CRF templates for POS tagging. 

 
The POS tagger is trained by using the same 

training set used in the word segmentation. In the 
test, the POS tagger processes the top-N output 
sequences of the word segmentation. It combines 
the log-likelihood scores of word segmentation 
and POS tagging to find the best output word 
sequenc. The accuracy of the 47-type POS tag-

ging is 94.22%. The performance is reasonable 
except “Nv”. 

2.3 Language Modeling 

For constructing the LM, two corpora, the Sinica 
Balanced Corpus CIRB030 (Chinese Information 
Retrieval Benchmark, version 3.03), the Taiwan 
Panorama Magazine 4  and the Wikipedia (zh- 
version, 2013/04/20), containing 440 million 
words totally, are parsed. 

Some post-processing are done on the parsed 
text database, including 
(1) text normalization, 
(2) segment long number (the word with POS 

‘Neu’) into short number strings, 
(3) change the hyphen between number and date 

(the word with POS ‘Nd’) into “至” (to) to 
make the text readable, 

(4) change some variation words (Here, varia-
tion word means a word have different writ-
ten forms). 

Finally, A lexicon with 100K words is used to 
build the LM. The coverage rate of the lexicon is 
about 97%. 

3 Bakeoff 2013 Evaluation Results 

3.1 Task 

The task is divided into two sub-tasks including 
(1) error detection and (2) error correction. For 
the error detection sub-task, the system should 
return the locations of the incorrect characters. 
For the error correction sub-task, the system 
should return the locations of the incorrect char-
acters, and must point out the correct characters. 
Moreover, one Sample Set (selected from stu-
dents’ essays) and two Similar Character Set 
(abbrev. Bakeoff 2013 CSC Datasets) are pro-
vided for this evaluation. There are two test data 
sets for the evaluation. Each set contains 1000 
Chinese texts selected from students’ essays. 

3.2 Evaluation Results 

Two configurations of our system (Run1 and 
Run2) were tested. Run1 applied only the rule-
based frontend. Run2 utilized the whole system. 
The performances of the proposed spelling check 
method are shown in Table 3 and 4. 

From Table 3, it can be found that Run1 has 
very low false alarm and recall rates, but higher 
accuracy in error detection. The reason is that it 
only modified few errors with high confidence. 
                                                
3 http://www.aclclp.org.tw/use_cir.php 
4 http://www.aclclp.org.tw/use_gh_c.php (in Chinese) 
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Run2 has much higher false alarm and recall 
rates, but lower accuracy, since it tried to change 
as much as possible errors and may introduce 
overkill. However, in general, Run2 has better F-
score than Run1. Furthermore, Table 4 also 
shows that Run2 has higher location and correc-
tion accuracies (although it has lower correction 
precision than Run1). These results show the 
benefits of combining CRF-based parser and LM 
in the second stage of spelling check system.  
 

Error False-Alarm Accuracy Precision Recall F-score 

Run1 0.0243 0.722 0.6964 0.13 0.2191 

Run2 0.8329 0.411 0.3352 0.98 0.4995 
(a) 

Error 
Location  Accuracy Precision Recall F-score  

Run1 0.711 0.5 0.0933 0.1573 

Run2 0.257 0.1596 0.4667 0.2379 
(b) 

Table 3: Evaluation results of the proposed system on 
Bakeoff 2013 sub-task 1: (a) detection error rates, (b) 

location error rates on 1000 test sentences. 
 

 

Location 
Accuracy 

Correction 
Accuracy 

Correction 
Precision  

Run1 0.07 0.065 0.5118 

Run2 0.485 0.404 0.404 
 

Table 4: Evaluation results of the proposed system on 
Bakeoff 2013 sub-task 2. There are 1000 test sentenc-

es. 

3.3 Error Analysis 

Here are some examples that show the typical 
overkill behaviors of the proposed system (“O” 
original, “M” modified): 
 

O: 人生 是 需要 巨浪 激出 美麗 的 浪花 
M:人生 是 需要 巨浪 洗出 美麗 的 浪花 
O: 很 難 感受到 快樂 的 人 
M: 很 難看 受到 快樂 的 人 
 
In brief, it was found that the most overkill er-

rors are due to the out of vocabulary (OOV) 
problem. Especially, in the above three cases, the 
outputs of parser are in fact correct but unfortu-
nately, the LM didn’t recognize “激出” and “感
受到” and our system gave them high penalties. 

4 Conclusions 

In this paper, a Chinese spelling check approach 
that integrating our CRF-based parser and LM 

originally built for ASR is proposed. Experi-
mental results on the Bakeoff 2013 tasks con-
firmed the generalization and sophistication of 
our parser and LM. The work to improve our 
traditional Chinese parser and LM is still contin-
ued. Our latest Chinese parser is available on-
line at http://parser.speech.cm.nctu.edu.tw. 
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Abstract 

Spelling check identifies incorrect writ-
ing words in documents. For the reason 
of input methods, Chinese spelling check 
is much different from English and it is 
still a challenging work. For the past dec-
ade years, most of the methods in detect-
ing errors in documents are lexicon-based 
or probability-based, and much progress 
are made. In this paper, we propose a 
new method in Chinese spelling check by 
using maximum entropy (ME). Experi-
ment shows that by importing a large raw 
corpus, maximum entropy can build a 
well-trained model to detect spelling er-
rors in Chinese documents. 

1 Introduction 

Because of the popularity of computers, more 
and more documents are produced. For the care-
lessness of human or errors of OCR image 
recognition, many spelling errors occur in docu-
ments, which seriously interferes documents 
quality. Proofreading by human to correct the 
errors is laborious and expensive, so an automat-
ic approach is badly in need. Automatic spelling 
check can identify incorrect writing words in 
documents, which plays an important role in 
documents writing and OCR post-processing. 

Research on automatic spelling check of Eng-
lish documents began in the 1960s (Damerau F.J., 
1964), many studies have been proposed and 
quite good results have been obtained. While 
spelling check of Chinese is still a challenging 
work due to some special processing difficulties 
arising from Chinese writing, which hardly occur 
in spelling check of English. 

In English writing, each word is directly input 
by Latin letters, so the spelling errors are only 
the situation that one letter is mistaken written to 
another, such as writing “bcg” instead of “bag”, 
or “son glasses” instead of “sun glasses”. The 
former is a non-word spelling error, meaning the 
form of input word is definitely incorrect and 
latter is a real-word spelling error, meaning the 
form of input word can be found in the diction-
ary but incorrectly used.  

In Chinese writing, unlike English, all legal 
characters (we call them hanzi) have been stored 
in a font lib and Chinese input system builds an 
effective map between Latin letters and hanzi 
fonts. For the reason of input methods, Chinese 
characters would not take the non-word errors 
such as missing or adding a part of character to 
form an illegal character in the dictionary. That 
is, all Chinese spelling errors are real-word errors. 
The treatment of real-word errors needs analyz-
ing the context, which is much harder than the 
treatment of non-word errors. Chinese spelling 
check is still a challenging work. 

In this paper, we propose a new but simple 
method in Chinese spelling check by using max-
imum entropy (ME) models. We train a maxi-
mum entropy model for each Chinese character 
based on a large raw corpus and use the model to 
detect the spelling errors in documents. Tentative 
experiment in the bakeoff shows the simple 
strategy works. However, further refinement and 
methodology combinations seem still needed to 
produce state-of-arts results.  

The rest of the paper is organized as follows: 
In section 2, we give a brief introduction to the 
Chinese spelling check. In section 3 we introduce 
our approach to Chinese spelling check using 
maximum entropy model. Section 4 is descrip-
tion and discussion of our experiments. Section 5 
is the conclusion. 
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2 Previous work 

Research on Chinese automatic spelling check 
approaches appeared in 1990s (shih et al. 1992). 
Most of them are generally based on lexicon 
methods and statistic methods. 

Lexicon-based methods use dictionaries, 
which contain as much as possible language in-
formation, such as word information, characters 
and words frequency information, encoding in-
formation, part-of speech tagging information 
and similar character information. Chinese char-
acters are usually mistakenly written as some 
other characters, because their shapes or pronun-
ciations are very similar or even the same in pro-
nunciation. Such characters are called Chinese 
similar characters, and most of Chinese spelling 
errors are caused by them. In order to improve 
the performance of spelling check, these similar 
characters are summarized to similar character 
dictionaries, for example, the shape similar char-
acters set and the pronunciation similar charac-
ters set provided by the bakeoff organization, are 
both similar character dictionaries (Liu, 2011). 

Chang (1995) replaced each character in a sen-
tence with another similar character by a large-
enough similar character dictionary and calculat-
ed the replaced sentence score, to judge whether 
a character should be replaced with another. 
Zhang et al. (2000a) made use of characters and 
words frequency, similar character dictionary, 
and part of speech (POS) tagging information to 
detect dubious areas and generate candidate 
words. Zhang et al. (2000b, 2000c) used WuBi 
encoding information and Lin (2002) used 
Chong-Je encoding information to estimate du-
bious characters. These kinds of methods achieve 
success in some aspects, like Liu (2011) using 
Chong-Je encoding information could detect 
93.37% error characters.  

Statistic-based methods usually use a huge 
language corpus and the product of conditional 
probabilities to compute the appearance proba-
bility of a sentence (shih et al. 1992). Moreover, 
most of the statistic-based methods of Chinese 
spelling check jointly use lexicon-based methods 
together so as to achieve better performance. 
Like Ren (1994) used language model with word 
frequency dictionary, and Huang (2007) used 
language model with word dictionaries and simi-
lar character dictionary. 

In the following, we will introduce our ap-
proach to Chinese spelling check in statistic-
based methods totally without lexicon-based 
methods. 

3 Chinese spelling check based on max-

imum entropy model 

In this section, we first formalize spelling check 
as classifying each character into right or wrong 
categories based on the characters before and 
after it. We then briefly describe our feature set-
ting in modeling the spelling check task using 
maximum entropy model.  

3.1 Reformulating error characters detect-

ing as a classification problem 

Deciding whether a character is correctly or in-
correctly written can be treated as a classification 
problem. To do this, we train each character a 
model that can classify the character into two 
categories named right or wrong, which means 
the character is correctly or incorrectly used. 

In a Chinese sentence, no character can exist 
independently. They are all associated with the 
characters previous or next. In order to gain the 
whole data meaning, a complete context must be 
extracted, not just the target character. For ex-

ample, when we train the character “國” (coun-

try), we select the n-gram “中華民國十三年” as 
the training data. In this way, we import a large 
raw corpus, segment the corpus into sentences by 
the pronunciations and remove these pronuncia-
tions, from the sentences we extract the n-grams 
whose middle character is the character to be 

trained (for example “國”). Then, the training 

data of character “國” could be like this: 

中華民國十三年 

H-2H-1美國總統布 

到市區國會山莊 

需要跨國 H1H2H3 
… … … … … … 

   In the training data, if there is not enough char-
acters after the target character in an n-gram, we 
use padding characters “H1”, “H2” and “H3” as 

the characters after it (here is “國”). So are the 
characters “H-1”, “H-2” and “H-3”. 

To judge whether a target character is correct-
ly or incorrectly written, in the training data of 
the target character, there should be enough posi-
tive instances and negative instances for classifi-
cation training. Intuitively, the positive instances 
are all the n-grams in the corpus whose middle 
character is the target character, and the negative 
instances are all the n-grams in the corpus whose 
middle character should not be the target charac-
ter but mistaken written as the target character. 
But usually there are no incorrectly used charac-
ters in corpus, so we don’t have the negative in-
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stances like that way. Our method is that we re-
place all the n-grams in the corpus whose middle 
character is not the target character with the tar-
get character and choose these n-grams as the 
negative instances. In this way, the amounts of 
positive instances and negative instances are se-
riously imbalanced, the former too few and the 
latter too many. In order to reduce the amount of 
the negative instances, we import the similar 
character dictionaries provided by the bakeoff 
organization. We select the n-grams whose mid-
dle character is the similar character of the target 
character as the negative n-grams. 

Then the positive instances are labeled right 
and the negative instances are labeled wrong. 

Also for example “國”: 

Right 中華民國十三年 

Right H-2H-1美國總統布 

Right 需要跨國 H1H2H3 

Wrong 小吃店國商店H1 

Wrong 一個月國更長時 

Wrong 巡守巾國不讓鬚 
… … … … … … … … … … 

We use maximum entropy to train the training 
data and achieve corresponding model of each 
character. We extract each character in the test 
data to be the n-gram in the same way and classi-
fy the n-grams into right or wrong categories by 
the character corresponding model, judging 
whether the character is correctly or incorrectly 
written, achieving the result of Chinese spelling 
check.  

3.2 Feature templates 

In our raw corpus, after segmented by pronuncia-
tions, the average length of characters in sen-
tences is 7.443, so the n-gram we set here is sev-
en-gram, namely we extract both 3 characters 
before and after the target character as a training 
seven-gram. 

The target character is set C0, the characters 
previous are set C-1, C-2, C-3 and the characters 
next are set C1, C2 and C3. We have following 
maximum entropy feature templates: 

(a) Cn (n=-3, -2, -1, 1, 2, 3) 
(b) CnCn+1 (n=-3, -2, 1, 2) 
(c) C-1C1, C-1C2, C-2C1, C-2C2 
(d) C-2C-1C1, C-1C1C2 
(e) C-2C-1C1C2 
From feature templates above, we can see that 

we train the character through the information of 
characters before and after it, so the C0 actually 
cannot be used. 

4 Experiments and discussions 

We choose to use maximum entropy toolkit
1
 as 

our model learner and we use traditional Chinese 
part of Chinese Gigaword corpus as our training 
data. 

4.1 Training data 

The traditional Chinese part of Gigaword corpus 
has about 800 million characters, covering over 
9000 different characters. We select 5311 differ-
ent characters mainly appear in the corpus, cov-
ering over 95% of the corpus. 

Corresponded to the 5311 different characters, 
5311 training data are made, each of which con-
tains around 7.48 million seven-grams, and 5311 
maximum entropy models are trained. 

4.2 Error characters selection 

Each character is associated with the characters 
previous or next, so if a target character with the 
character before or after it together appear in the 
test corpus, they are highly likely to appear in the 
training data. Then the target character would be 
highly classified into the right character category. 
Conversely, if a target character with the charac-
ter before or after it together could not be found 
in the training data, the target character would be 
highly classified into the wrong category. 
 Affected by the incorrectly written character, 

even though the characters before and after it are 
correctly written, they all may be classified into 
wrong character category, for they are missed 
with the incorrectly written character in the train-
ing corpus. In the same way, if a certain charac-
ter is classified into wrong character category 
while the characters before and after it are all 
classified into the right character category, it is 
highly likely mistakenly classified. We need to 
set thresholds to judge whether the characters are 
really incorrectly written or mistaken classified 
in the above two situations: 

(a) To the situation that continuous two or 
more characters are classified into wrong 
character category, if all the calculated 
probabilities of the wrong character cate-
gory of these characters are over the 
threshold X1, they will be treated as incor-
rectly written characters. 

(b) To the situation that a single character is 
classified into wrong character category 
while the characters before and after it are 
all classified into the right character cate-

                                                 
1 Download from https://github.com/lzhang10/maxent/ 
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gory, if the calculated probabilities of the 
wrong character category of the single 
character is over the threshold X2, it will 
be treated as incorrectly written characters. 

In our experiment, we find that if the threshold 
X1 is set to 0.95 and the threshold X2 is set to 
0.99, most of the characters incorrectly written 
can detected. 

Though we set thresholds above, there are still 
too many mistaken classified characters. We 
need to set each character an accurate threshold, 
forming a cutoff table to filter out the mistaken 
classified characters. 

We use the maximum entropy toolkit to classi-
fy the characters in the Dry-Run test set data, and 
achieve all the calculated probabilities of the 
wrong character category of incorrectly written 
characters. We calculate the mean probabilities 
of the wrong character category X, and set the 
smallest probability higher than X of each char-
acter as the threshold of the character. In our ex-
periment, the X we calculated is 0.977.  

As the number of the incorrectly written char-
acters in the Dry-Run test set data is limited, we 
couldn’t get all the probabilities of the characters. 
In order to avoid these characters mistaken clas-
sified as much as possible, a relatively high 
threshold is set. In our experiment, the threshold 
of it is set to 0.9999.  

Corresponding to the 5311 characters in the 
experiment, we have 5311 characters thresholds. 
Using the cutoff table, we could achieve a better 
result on Chinese spelling check. 

4.3 Experimental results 

Spelling check performance is evaluated by F-
score F=2RP/(R + P). The recall R is the ratio of 
the correctly identified spelling error sentences 
of the checker’s output to all spelling error sen-
tences in the gold-standard and the precision P 
refers to the ratio of the correctly identified 
spelling error sentences of the checker’s output 
to all identified error sentences of the checker’s 
output. Moreover, False-Alarm Rate and Detec-
tion Accuracy are also introduced to evaluate 
spelling check. The former is the ratio of the 
checker’s output to all spelling error sentences 
with false positive error detection results to test-
ing sentences without errors in the gold-standard, 
and the latter is the ratio of the checker’s output 
to all spelling sentences with correctly detected 
results to all testing sentences. 

 
 
 

Table 1: Performance of the final test 
 

False-Alarm Rate 0.3986 
Detection Accuracy 0.678 
Detection Precision 0.4795 

Detection Recall 0.8567 
Detection F-score 0.6149 

Error Locat ion Accuracy 0.5 
Error Locat ion Precision 0.1474 

Error Locat ion Recall 0.2633 
 
From the result, we achieve a relative better 

Detection Recall. As the maximum entropy can 
storage the knowledge of characters appearing 
together, most of the illegal continuous charac-
ters can be detected, and they are highly likely 
incorrectly written characters.  

However, the Detection Precision is relative 
not high, as the maximum entropy mistaken clas-
sifies many single characters with high probabili-

ties of the wrong character category such as “我”, 

“的”, “是”, “不”, “在” and so on. These charac-
ters are high frequency characters, almost ap-
pearing in every sentence. Even though the max-
imum entropy can classify over 99% of these 
characters correctly, the rest 1% mistaken classi-
fied would pull down the Detection Precision. 

5 Conclusion 

In this paper, we propose a maximum entropy 
method in Chinese spelling check. As the maxi-
mum entropy can storage the knowledge of char-
acters appearing together, most of the illegal col-
location can be detected. It also grows the prob-
lem that it could not handle the high frequency 
characters well, which affects the spelling check 
result a lot.  
   It is our first attempt on Chinese spelling check, 
and tentative experiment shows we achieve a not 
bad result. We don’t use lexicon-based methods, 
easy to operate is the merit of our simple method.  
 However, we still have a long way from the 

state-of-arts results. Much work needs to be done, 
and further refinement and methodology combi-
nations seem still needed. We need to find a bet-
ter way to solve the problems of high frequency 
characters. In this work, we ignore the associa-
tion of the n-grams formed by continuous char-
acters. We need to explore a better way to train 
them. We also need to probe into other machine 
learning classifying tools, like Support Vector 
Machine (SVM). 
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Abstract 

Chinese spelling check (CSC) is still an open 

problem today. To the best of our knowledge, 

language modeling is widely used in CSC 

because of its simplicity and fair predictive 

power, but most systems only use the 

conventional n-gram models. Our work in this 

paper continues this general line of research by 

further exploring different ways to glean extra 

semantic clues and Web resources to enhance the 

CSC performance in an unsupervised fashion. 

Empirical results demonstrate the utility of our 

CSC system. 

1 Introduction 

Chinese is a tonal syllabic and character (symbol) 

language, in which each character is pronounced as a 

tonal syllable. A Chinese “word” usually comprises two 

or more characters. The difficulty of Chinese processing 

is that many Chinese characters have similar shapes or 

similar (or same) pronunciations. Some characters are 

even similar in both shape and pronunciation (Wu et al., 

2010; Liu et al., 2011). However, the meanings of these 

characters (or words composed of the characters) may be 

widely divergent. Due to this reason, all the students in 

elementary school in Taiwan or the foreign Chinese 

learners need to practice to identify and correct 

“erroneous words” in a Chinese sentence, which is called 

the Incorrect Character Correction (ICC) test. In fact, the 

ICC test is not a simple task even for some adult native 

speakers in Taiwan. 

Since most Chinese characters have other characters 

similar to them in either shape or pronunciation, an 

intuitive idea for CSC is to construct a confusion set for 

each character. Currently, many CSC systems use the 

confusion sets (Zhang et al., 2000; Wu et al., 2010; Liu 

et al., 2011) to recursively substitute characters and find 

an optimal result to detect and correct erroneous words. 

Moreover, many researches have been focusing on 

automatically constructing the confusion sets from 

various knowledge sources, such as the Cangjie code 

(Liu et al., 2011), psycholinguistic experimental results 

(Kuo et al., 2004; Lee et al., 2006; Tsai et al., 2006), and 

templates generated from a large corpus (Chen et al., 

2009). Language modeling can be used to quantify the 

quality of a given word string, and most previous 

researches have adopted it as a method to predict which 

word might be a correct word to replace the possible 

erroneous word.  

Although language modeling has been widely used in 

CSC, most researches only use the conventional n-gram 

models. To the best of our knowledge, the n-gram 

language models, aiming at capturing the local 

contextual information or the lexical regularity of a 

language, are inevitably faced with two fundamental 

problems. On one hand, it is brittle across domains, and 

the performance of the model is sensitive to changes in 

the genre or topic of the text on which it is trained. On 

the other hand, it fails to capture the information (either 

semantic or syntactic information) conveyed beyond the 

n-1 immediately preceding words. In view of these 

problems, this paper focuses on exploring the long-span 

semantic information for language modeling for CSC. 

Moreover, we make a step forward to incorporate a 

search engine to provide extra information from the Web 

resources to make a more robust system. 

The rest of this paper is organized as follows. In Sec-

tion 2, we briefly review the n-gram and topic language 

models. Section 3 details our proposed CSC system. A 

series of experiments are presented in Section 4. Finally, 

conclusions and future work are given in Section 5. 

2 Language Modeling 

2.1 N-gram Language Modeling 

From the early 20th century, statistical language 

modeling has been successfully applied to various 

applications related to natural language processing 

(NLP), such as speech recognition (Chen and Goodman, 

1999; Chen and Chen, 2011), information retrieval 

(Ponte and Croft, 1998; Lavrenko and Croft, 2001; 

Lavrenko, 2009), document summarization (Lin and 

Chen, 2010), and spelling correction (Chen et al., 2009; 

Liu et al., 2011; Wu et al., 2010). The most widely-used 

and well-practiced language model, by far, is the n-gram 

language model (Jelinek, 1999), because of its simplicity 

and fair predictive power. Quantifying the quality of a 

word string in a natural language is the most commonly 

executed task. Take the tri-gram model for example, 

when given a word string 
L

L wwwW ,,, 211  , the 

probability of the word string is approximated by the 
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product of a series of conditional probabilities as follows 

(Jelinek, 1999), 
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In the tri-gram model, we make the approximation (or 

assumption) that the probability of a word depends only 

on the two immediately preceding words.  

The easiest way to estimate the conditional 

probability in Eq. (1) is to use the maximum likelihood 

(ML) estimation as follows, 
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where ),,( 12 lll wwwc 
 and ),( 12  ll wwc  denote the 

number of times the word strings “
lll www ,, 12 
” and 

“
12,  ll ww ” occur in a given training corpus, 

respectively. Without loss of generality, the tri-gram 

model can be extended to higher order models, such as 

the four-gram model and the five-gram model, but the 

high-order n-gram models usually suffer from the data 

sparseness problem, which leads to some zero 

conditional probabilities. Various language model 

smoothing techniques have been proposed to deal with 

the zero probability problem. For example, Good-Turing 

(Chen and Goodman, 1999), Kneser-Ney (Chen and 

Goodman, 1999), and Pitman-Yor (Huang and Renals, 

2007) are well-known state-of-the-art smoothing 

approaches. The general formulation of these approaches 

is (Chen and Goodman, 1999): 
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where )(f  denotes a discounting probability function 

and )(  denotes a back-off weighting factor that makes 

the distribution sum to 1. 

2.2 Topic Modeling 

The n-gram language model, aiming at capturing only 

the local contextual information or the lexical regularity 

of a language, is inevitably faced with the problem of 

missing the information (either semantic or syntactic 

information) conveyed by the words before the n-1 

immediately preceding words. To mitigate the weakness 

of the n-gram model, various topic models have been 

proposed and widely used in many NLP tasks. We can 

roughly organize these topic models into two categories 

(Chen et al., 2010): document topic models and word 

topic models. 

2.2.1 Document Topic Modeling (DTM) 

DTM introduces a set of latent topic variables to describe 

the “word-document” co-occurrence characteristics. The 

dependence between a word and its preceding words 

(regarded as a document) is not computed directly based 

on the frequency counts as in the conventional n-gram 

model, but instead based on the frequency of the word in 

the latent topics as well as the likelihood that the 

preceding words together generate the respective topics. 

Probabilistic latent semantic analysis (PLSA) (Hofmann, 

1999) and latent Dirichlet allocation (LDA) (Blei et al., 

2003; Griffiths and Steyvers, 2004) are two 

representatives of this category. Take PLSA for example, 

we can interpret the preceding words, 

121
1

1 ,,, 
  L

L wwwW  , as a document topic model used 

for predicting the occurrence probability of 
Lw : 

,)|()|(       

)|(

1
1

1

1
1PLSA

 




 K
k

L
kkL

L
L

WTPTwP

WwP                    (4) 

where 
kT  is the k-th latent topic; )|( kL TwP  and 

)|( 1
1
L

k WTP  are respectively the probability that the 

word 
Lw  occurs in 

kT  and the probability of 
kT  

conditioned on the preceding word string 1
1
LW . The 

latent topic distribution )|( kL TwP  can be estimated 

beforehand by maximizing the total log-likelihood of the 

training corpus. However, the preceding word string 

varies with context, and thus the corresponding topic 

mixture weight )|( 1
1
L

k WTP  has to be estimated on the 

fly using inference algorithms like the expectation-

maximization (EM) algorithm. 

On the other hand, LDA, having a formula analogous 

to PLSA, is regarded as an extension to PLSA and has 

enjoyed much success for various NLP tasks. LDA 

differs from PLSA mainly in the inference of model 

parameters (Chen et al., 2010). PLSA assumes that the 

model parameters are fixed and unknown while LDA 

places additional a priori constraints on the model 

parameters by thinking of them as random variables that 

follow some Dirichlet distributions. Since LDA has a 

more complex form for model optimization, which is 

hardly to be solved by exact inference, several 

approximate inference algorithms, such as the variational 

approximation algorithm, the expectation propagation 

method (Blei et al., 2003), and the Gibbs sampling 

algorithm (Griffiths and Steyvers, 2004), have been 

proposed for estimating the parameters of LDA. 

2.2.2 Word Topic Modeling (WTM) 

Instead of treating the preceding word string as a 

document topic model, we can regard each word 
lw  of 

the language as a word topic model (WTM) (Chen, 2009; 

Chen et al., 2010). To crystalize this idea, all words are 

assumed to share the same set of latent topic 

distributions but have different weights over the topics. 

The WTM model of each word 
lw  in 1

1
LW  for 

predicting the occurrence of a particular word 
Lw  can be 

expressed by: 

.)M|()|(       
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Each WTM model 
lwM  can be trained in a data-driven 

manner by concatenating those words occurring within 

the vicinity of each occurrence of 
lw  in a training corpus, 

which are postulated to be relevant to 
lw . To this end, a 

sliding window with a size of S words is placed on each 

occurrence of 
lw , and a pseudo-document associated 

with such vicinity information of 
lw  is aggregated 

consequently. The WTM model of each word can be 

estimated by maximizing the total log-likelihood of 

words occurring in their associated “vicinity documents” 

using the EM algorithm. Notice that the words in such a 

document are assumed to be independent of each other 

(the so-called “bag-of-words” assumption). When we 

calculate the conditional probability )|( 1
1
L

L WwP , we 

can linearly combine the associated WTM models of the 

words occurring in 1
1
LW  to form a composite WTM 

model for predicting 
Lw : 
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where the values of the nonnegative weighting 

coefficients 
l  are empirically set to decay 

exponentially with L-l and sum to one (Chen, 2009).  

Word vicinity model (WVM) (Chen et al., 2010) 

bears a certain similarity to WTM in its motivation of 

modeling the “word-word” co-occurrences, but has a 

more concise parameterization. WVM explores the word 

vicinity information by directly modeling the joint 

probability of any word pair in the language, rather than 

modeling the conditional probability of one word given 

the other word as in WTM. In this regard, the joint 

probability of any word pair that describes the associated 

word vicinity information can be expressed by the 

following equation, using a set of latent topics: 
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where )( kTP  is the prior probability of a given topic 
kT . 

Notice that the relationship between words, originally 

expressed in a high-dimensional probability space, are 

now projected into a low-dimensional probability space 

characterized by the shared set of topic distributions. 

Along a similar vein, WVM is trained by maximizing the 

probabilities of all word pairs, respectively, co-occurring 

within a sliding window of S words in the training 

corpus, using the EM algorithm. To calculate the 

conditional probability )|( 1
1
L

L WwP , we first obtain 

the conditional probability )|( lL wwP  from the joint 

probability ),( lL wwP  by, 
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Then, a composite WVM model )|( 1
1WVM
L

L WwP  is 

obtained by linearly combining )|(WVM lL wwP , as in 

WTM. 

2.3 Other Language Models 

In addition to topic models, many other language 

modeling techniques have been proposed to complement 

the n-gram model in different ways, such as recurrent 

neural network language modeling (RNNLM) (Tomáš et 

al., 2010), discriminative language modeling (DLM) 

(Roark et al., 2007; Lai et al., 2011; Chen et al., 2012), 

and relevance modeling (RM) (Lavrenko and Croft, 

2001; Chen and Chen, 2011; Chen and Chen, 2013). 

RNNLM tries to project 1
1
LW  and 

Lw  into a 

continuous space, and estimate the conditional 

probability in a recursive way by incorporating the full 

information about 1
1
LW . DLM takes an objective 

function corresponding to minimizing the word error rate 

for speech recognition or maximizing the ROUGE score 

for summarization as a holy grail and updates the 

language model parameters to achieve the goal. RM 

assumes that each word sequence LW1
 is associated with 

a relevance class R, and all the words in LW1
 are samples 

drawn from R. It usually employs a local feedback-like 

procedure to obtain a set of pseudo-relevant documents 

to approximate R in the practical implementation. 

3 The Proposed CSC System 

3.1 System Overview 

Figure 1 shows the flowchart of our CSC system. The 

system is mainly composed by three components: text 

segmenters, confusion sets, and language models. It 

performs CSC in the following steps: 

1. Given a test word string, the CSC system treats the 

string as a query and posts it to a search engine to 

obtain a set of query suggestions.  

2. Both the original word string and query suggestions 

will be segmented by using the maximum matching 

algorithm.  

3. After segmentation, we assume that only the single-

character words can be erroneous, so the system will 

iteratively substitute these words with possible 

characters by referring to the confusion sets.  

4. Finally, the system will calculate the probability for 

each possible word string (by using the n-gram 

model, topic models, or both), and the most likely 

word string will be chosen as the final output. 

3.2 Word Segmentation 

Although the CKIP Chinese word segmentation system 

(Ma, 2003) is a famous and widely-used tool for the NLP 

community in Taiwan, we are aware that it has 

implemented an automatically merging algorithm, which 

might merge some error characters to a new word. To 

avoid the unexpected result, we have implemented our 

own forward and backward word segmentation tools 

based on the maximum matching algorithm. Given a 

word string, the CSC system will perform both forward 

and backward word segmentation, and then both forward 
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and backward language models are applied to calculate 

the probabilities of the string. 

3.3 Confusion Sets 

The confusion sets are constructed from a pre-defined 

confusion corpus (Wu et al., 2010; Liu et al., 2011) and 

augmented by referring to the basic units of Chinese 

characters. We calculate the Levenshtein distance 

between any pair of Chinese characters based on their 

Cangjie codes. If the distance is smaller than a pre-

defined threshold, the character pair is added to the 

confusion sets. 

3.4 Language Modeling 

Although language modeling has been widely used in the 

CSC task, most researches only use the conventional n-

gram models. In this work, we evaluate the tri-gram 

language model as well as various topic models in our 

CSC system. The n-gram model and topic model are 

combined by a simple linear interpolation. Our lexicon 

consists of 97 thousand words. The tri-gram language 

model was estimated from a background text corpus 

consisting of over 170 million Chinese characters 

collected from Central News Agency (CNA) in 2001 and 

2002 (the Chinese Gigaword Corpus released by LDC) 

and Sinica Corpus using the SRI Language Modeling 

Toolkit (Stolcke, 2000) with the Good-Turing smoothing 

technique. The topic models were also trained by using 

the same text corpus with 32 latent topics. Due to the 

space limitation, only the results with the PLSA topic 

model will be reported in the paper. Our preliminary 

experiments show that all the topic models discussed in 

Section 2 achieve similar performance. 

3.5 Search Engine 

In addition to topic models, we have also incorporated 

Web information in our CSC system by using a search 

engine. Given a test word string, our system treats the 

string as a query and posts it to a search engine to obtain 

a set of query suggestions. These query suggestions will 

also be treated as candidates. We use Baidu 

(http://www.baidu.com/) as the search engine. 

4 Experimental Results 

The experiments include two sub-tasks: error detection 

and error correction. All the experimental materials are 

collected from students’ written essays. The first sub-

task focuses on the evaluation of error detection. The 

input word string might consist of no error to evaluate 

the false-alarm rate of a system. The evaluation metrics 

include the detection accuracy, detection F-score, error 

location F-score, and false-alarm rate. As can be seen 

from the left part of Table 1, the tri-gram language 

model (denoted as “Tri-gram”) can achieve a certain 

level of performance. Incorporating the suggestions from 

a search engine (denoted as “Tri-gram+Search Engine”) 

in the CSC system yields significant improvements over 

Tri-gram in all evaluation metrics. Further incorporating 

topic modeling (denoted as “Tri-gram+Search 

Engine+PLSA”) can slightly improve the detection F-

score and error location F-score. The results demonstrate 

that the Web information is an indispensable reference 

for error detection, and the topic models can further 

improve the precision and recall rate without increasing 

the false alarm rate. 

The second sub-task focuses on the evaluation of error 

correction. Each sentence includes at least one error. The 

evaluation metrics are the location accuracy, correction 

accuracy, and correction precision. The experimental 

results are listed in the right part of Table 1. To our 

Table 1. Results of our CSC system. 

 

Sub-task1 Sub-task 2 

Detection 

Accuracy 

Detection  

F-score 

Error  
Location  

F-score 

False-Alarm  

Rate 

Location 

Accuracy 

Correction 

Accuracy 

Correction 

Precision 

Tri-gram 0.654 0.607 0.368 0.447 0.507 0.467 0.467 

Tri-gram  

+ Search Engine 
0.835 0.739 0.458 0.141 0.489 0.445 0.445 

Tri-gram  

+ Search Engine  

+ PLSA 

0.836 0.741 0.467 0.141 0.494 0.450 0.450 

 

 

Table 2. The flowchart of the CSC system. 

 

 

 
 

Figure 1. The flowchart of the CSC system. 
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surprise, Web information and the PLSA topic model 

cannot complement the conventional tri-gram model to 

achieve better performance. The reasons could be two-

fold. First, we do not have a sufficient set of 

development documents to select a reasonable 

interpolation weight between the tri-gram model and the 

topic model. Second, the confusion sets should be further 

modified by some unsupervised or supervised methods 

to separate the wheat from the chaff. 

5 Conclusions & Future Work 

This paper has proposed a systematic way to render the 

semantic clues and Web resources to improve the 

performance of Chinese spelling check. The 

experimental results have demonstrated that our 

proposed system can improve error detection in terms of 

detection accuracy, detection F-score, error location F-

score, and false-alarm rate. Our future research 

directions include: 1) investigating more elaborate 

language models for CSC, 2) seeking the use of 

discriminative training algorithms for training language 

models to directly optimize the detection and correction 

performance, and 3) applying and exploring 

unsupervised or supervised methods to construct the 

confusion sets. 
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Abstract

In this paper, we describe in brief our sys-
tem for Chinese Spelling Check Backof-
f sponsored by ACL-SIGHAN. It consist-
s of three main components, namely po-
tential incorrect character detection with a
multiple-level analysis, correction candi-
date generation with similar character sets
and correction scoring with n-grams. We
participated in all the two sub-tasks at the
Bakeoff. We also make a summary of this
work and give some analysis on the result-
s.

1 Introduction

As one typical task in written language process-
ing, spelling check is aiming at detecting incorrect
characters within a sentence and correcting them.
While a number of successful spelling checker
have been available for English and many other
other alphabetical languages, it is still a challenge
to develop a practical spelling checker for Chinese
due to its language-specific issues, in particular the
writing system of Chinese without explicit delim-
iters for word boundaries. Furthermore, no data
set are commonly available for spelling check in
Chinese. As such, ACL-SIGHAN sponsor a Back-
off on Chinese spelling check, which consists of
two subtasks, namely spelling error detection and
spelling error correction.

Based on the task specification the data sets for
SIGHAN Backoff 2013, we develop a spelling
checker for Chinese. It consists of three main
components, namely potential incorrect character
detection with a multiple-level analysis, correction
candidate generation with similar character set-
s and correction scoring with n-grams. We have
participated in all the two sub-tasks at the Bakeof-
f. We also make a summary of this work and give
some analysis on the results.

The rest of this paper is organize as follows.
First, we describe in brief our system for Chinese
spelling check in Section 2. Then in Section 3, we
present the settings or configuration of our system
for different subtasks, and report the relevant re-
sults at this Bakeoff. Finally, we give our conclu-
sions on this work in Section 4.

2 Proposed Method

2.1 System Architecture

Figure 1 shows the architecture of our system. It
works in three main steps. Given a plain Chi-
nese sentence with/without spelling errors, our
system first segments it to words. Then, a multi-
level analysis module is used to detect potential
incorrect characters within the input and thus a
5401×5401 similarity matrix generated from the
similar character set (viz. the Bakeoff 2013 CSC
Datasets) (Liu et al., 2011) is further employed to
generate set of corrections for the input. Finally, n-
grams are used to score and decode a sentence as
the best correction for the input. For convenience,
we refer to this sentence as output sentence. If the
output sentence is same as the original input sen-
tence, then the input sentence does not contain any
spelling errors; Or else, it has incorrect characters,
and the output sentence would be its correction.

In the figure above, CLA is the abbreviation for
character level analysis, WLA means word level
analysis and CLA2 represents context level analy-
sis.

2.2 Potential Incorrect Character Detection

2.2.1 Types of incorrect words in Chinese
In general, Chinese words with incorrect charac-
ters (refered to as incorrect Chinese words there-
after) have three main ways of segmentations.

(1) The segmentation of an incorrect Chinese
word would be a sequence of single-character
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Figure 1: The architecture of our system

words. For example, 煩腦 is a common in-
correct form of the word 煩惱 fan-nao ‘trou-
ble’, and it will be segmented into two sep-
arate single-character words, namely, 煩 and
腦, during word segmentation;

(2) The segmentation of an incorrect word is still a
word. For example,措折 is a typical incorrect
form of the word挫折 cuo-zhe ‘setback’, and
is usually segmented into one word 措折(Vt)
after word segmentation. Here, we refer such

(3) An incorrect word and its adjacent character-
s in the context will form another word af-
ter segmentation. For example, the fragment
一番新的进攻 yi-fan-xin-de-jin-gong ‘some
new offensive’ may be wrongly written as一
翻新的进攻. Here, the incorrect word翻 fan
‘turn over’ and its left character新 xin ‘new’
in the fragment will form a verb翻新 fan-xin
‘retread’ during word segmentation.

In terms of the above different ways of segmen-
tation, we can classify incorrect words in Chinese
into three types, namely as character-level errors
(CLEs), word-level errors (WLEs) and context-
level errors (CLEs), respectively.

2.2.2 Detecting incorrect characters with a
multi-level analysis

In order to reduce the space and noise in decoding
for spelling error correction, we employ a three-
level analysis strategy to identify the above men-

tioned three types of incorrect words and thus de-
tect all potential incorrect characters within the in-
put sentence.

Character–––level analysis is for detection
CLES within a given input sentence. After
the statistical analyzing of the large formal tok-
enized text, we use the following formula to calcu-
late each character w’s probability to be a single-
character word:

Psw(w) =
Count(w is a single word)

Count(w)

For each single-character word within a seg-
mented sentence, if the value of Psw is less than
a given threshold, then we will regards it as a can-
didate incorrect character.

Word-level analysis is for identifying WLEs.
In this case, we just need to take all the out-of-
vocabulary words (OOVs) as the candidates for the
word layer processing. The candidate contains t-
wo cases, one is the wrong word, and the other is
OOVs.

Context-level analysis is for CLEs. Here, we
use n-grams to detect such types of errors. Con-
sidering the previous example 一翻新的, we can
observe that P (的|一,翻新) = 0, P (的|翻新) =
0.385, P (翻新|一) = 0 through n-gram model-
s, indicating that the word does not exist. This
may be due to the word 一 yi ‘one’. How-
ever, the incorrect character is 翻 rather than 一.
So we can conclude that its neighbor is not reli-
able when CLEs occur. Thus we take “一” and all
words around it within a window range of 1 as the
incorrect character candidates.

2.3 Correction Candidate Generation with
Similarity Matrix

Organizers have provided us with a group of sim-
ilar character sets (CSC)(Liu et al., 2011), which
includes similar shape and similar pronunciation,
and latter are divided into “same sound and same
tone (SS)”, “same sound and different tone (SD)”,
“similar sound and same tone (MS)” and “similar
sound and different tone (MD)” and so on. As
follows:

Similar Shape: 可,何呵坷奇河柯苛阿倚寄崎...
Similar Pronunciation: 右,幼鼬誘宥柚祐有侑...

Through the statistical analyzing of the sample
data, we found that the similar pronunciation er-
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rors accounting for more than 80%, nevertheless,
only 10% of similar shape errors, and the other er-
rors accounted for about 10%. Therefore, we be-
lieve that similar pronunciation words should have
greater weight. We take the words (5401 words)
of the data set as the matrix’s rows and columns,
the elements of the matrix are the similar weights
between two words. The degree of similarity is di-
vided into five levels, namely, the same sound and
same tune (SS) is 1, similar morphology is 2, the
same sound and different tune (SD) is 3, similar
sound and same tone (MS) is 4 and similar sound
and same tone (MS) is 5. So we can get a diag-
onal matrix (the value of diagonal elements all is
0), called the similarity matrix.

2.4 Correction Scoring with n-grams

We take all the candidate words and the word-
s around them within the window range of 1 in
a sentence S to be replaced by the similar words
successively. Using the following formula to cal-
culate the new sentence S

′
probability score.

score(S
′
) =

∏
α× Ptrigram(w|wi−1wi−2)

+ (1− α)× β × Pbigram(w|wi−1

+ (1− α)× (1− β)× Punigram(w)

The value of α in the models determine the
weight of Ptrigram , the greater of α, the more
greater proportion of Ptrigram ; The value of β de-
termine the weight of Pbigram .

3 Experimental Results

Our system participated in both subTask at the
Chinese Spelling Check Bakeoff. This section re-
ports the results and discussions on its evaluation.

3.1 Experimental Settings

As mentioned above, SIGHAN Bakeoff 2013 con-
sists of two sub-tasks: namely error detection (viz.
Subtask 1) and error correction (viz. Subtask2).
For the error detection task, the system should re-
turn the locations of the incorrect characters for
a given Chinese sentence that may have or do not
have spelling errors, while in Subtask2, the system
should return the locations of the incorrect charac-
ters within the input and correct them. Obviously,
Subtask2 is a follow-up problem of error detection
for sentences with errors.

In SIGHAN Bakeoff 2013, ninth measures
for subTask1 and three measures for subTask2

are employed to score the performance of a
spelling correction system. They are False-Alarm
Rate(FAR), Detection Accuracy(DA), Detection
Precision(DP), Detection Recall(DR), Detection
F-score(DF), Error Location Accuracy(ELA), Er-
ror Location Recall(ELR), Error Location F-
score(ELF), Location Accuracy(LA), Correction
Accuracy(CA) and Correction Precision(CP).

In our system, we employ the SRILM Toolk-
it(Stolcke and others, 2002) to build n-gram mod-
els for spelling correction selection from the A-
cademia Sinica Segmentation Corpus(3.0) (Chen
et al., 1996). Furthermore, we use the similar char-
acter sets (CSC datasets)(Liu et al., 2011) to build
the similarity matrix for correct sentence candi-
date generation. In addition, we also uses A-
cademia Sinica Segmentation System (CKIP)(Ma
and Chen, 2003) to perform word segmentation.

4 Experimental results and discussion

We use three different sets of parameters pre-
sented three sets of results, namely HLJU Run1,
HLJU Run2 and HLJU Run3. See the table 1 be-
low for details:

Model α Model β Similarity
Run1 0.8 0.8 5 ≤
Run2 0.8 0.8 2 ≤
Run3 0.6 0.8 5 ≤

Table 1: Parameter Selection.

α and β have been introduced in section 2.4.
The Similarity less than or equal a value x , it
represents only consider the similarity less than x
characters in similarity matrix. For example, the
Similarity of Run2 is less than 2, so we consider
only two cases, the “same sound and same tone
(SS)” and “similar shape”.

Table 2 shows the result of sub-Task1 and Table
3 shows the result of sub-Task2. The “Best” indi-
cates the high score achieved in Chinese Spelling
Check task. The “Average” represents the aver-
age level. The numbers in boldindicate the highest
values of each metric.

From the above table, we can see that results are
not satisfactory, and many metrics from the best s-
core is still a certain gap. The value of FAR is too
high, and the precision is low. It means our method
causes a lot of false positive errors and shows our
system is not strictly for candidate list. And the
parameter setting remains to be determined. In ad-
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FAR DA DP DR DF ELA ELP ELR ELF
Run1 0.6857 0.514 0.3798 0.98 0.5474 0.301 0.1047 0.27 0.1509
Run2 0.6529 0.529 0.3849 0.9533 0.5484 0.339 0.1292 0.32 0.1841
Run3 0.6929 0.51 0.3782 0.9833 0.5463 0.296 0.1038 0.27 0.15

Average 0.3222 0.698 0.5847 0.7454 0.6064 0.591 0.3472 0.3887 0.3418
Best 0.0229 0.861 0.9091 1 0.7642 0.82 0.7102 0.6167 0.5854

Table 2: Evaluation Results of Sub-Task1.

LA CA CP
Run1 0.265 0.225 0.2432
Run2 0.323 0.277 0.3081
Run3 0.264 0.222 0.2403

Average 0.415 0.3788 0.5026
Best 0.663 0.625 0.705

Table 3: Evaluation Results of Sub-Task2.

dition, I think there are some other reasons for this
results:

1) There are some errors in the training and CSC
data set, and we do not deal with it;

2) Our methods are still based on ngram models
for correcting spelling errors, and we failed to
the breakthrough.

However, the performance of Run2 is much bet-
ter than other schemes. We can conclude that low
character similarity has no any help for the correc-
tion task.

5 Conclusion

In this paper, we have presented a spelling check-
er for Chinese. It consists of three main mod-
ules, namely potential incorrect character detec-
tion with a multiple-level analysis, correct sen-
tence candidate generation with similar character
sets and correction scoring with n-grams. We have
participated in all the two sub-tasks at the ACL-
SIGHAN Chinese Spelling Check Bakeoff. Since
our system is still under development, the result-
s are not satisfactory. For future work, we hope
to explore more complicated techniques to achieve
precise error detection and correction decoding.
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Abstract

This paper describes our system in the
Bake-Off 2013 task of SIGHAN 7. We
illustrate that Chinese spell checking and
correction can be efficiently tackled with
by utilizing word segmenter. A graph
model is used to represent the sentence and
a single source shortest path (SSSP) algo-
rithm is performed on the graph to correct
spell errors. Our system achieves 4 first
ranks out of 10 metrics on the standard test
set.

1 Introduction and Task Description

Spell checking is a common task in every writ-
ten language, which is an automatic mechanism to
detect and correct human errors. However, spell
checking in Chinese is very different from that in
English or other alphabetical languages. In Bake-
Off 2013, the evaluation includes two sub-tasks:
detection and correction for Chinese spell errors.
The errors are collected from students’ written es-
says.

The object of spell checking is word, but “word”
is not a natural concept for Chinese since there are
no word delimiters between words. Most Chinese
natural language processing tasks require an addi-
tional word segmentation phase beforehand. When
a word is misspelled, the word segmentation could
not be processed properly. Another problem with
Chinese is that the difference between “characters”
and “words” is not very clear. Most Chinese char-
acters itself can also be words which are called

∗This work was partially supported by the National Nat-
ural Science Foundation of China (Grant No.60903119, Grant
No.61170114, and Grant No.61272248), and the National Ba-
sic Research Program of China (Grant No.2009CB320901
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“single-character words” in Chinese. Thus Chi-
nese is a language that may never encounter “out-
of-vocabulary (OOV)” problem. Spell errors in al-
phabetical languages, such as English, are always
typically divided into two categories:

• The misspelled word is a non-word, for exam-
ple “come” is misspelled into “cmoe”;

• The misspelled word is still a legal word, for
example “come” is misspelled into “cone”.

Spell errors in Chinese are quite different. In Chi-
nese, if the misspelled word is a non-word, the
word segmenter will not recognize it as a word,
but split it into two or more words with fewer
characters. For example, if “你好世界 (hello
world)” is misspelled into “你好世节”, the word
segmenter will segment it into “你好/世/节” in-
stead of “你好/世节”. For non-word spell error,
the misspelled word will be mis-segmented.
Thus spell checking for Chinese cannot directly

use those edit distance based methods which are
commonly used for alphabetical languages. Spell
checking for Chinese have to deal with word seg-
mentation problem first, since misspelled sentence
cannot be segmented properly by a normal word
segmenter. And it is necessary to use information
beyond word level to detect and correct those mis-
segmented words.
In this paper, we describe the system submit-

ted from the team of Shanghai Jiao Tong Univer-
sity (SJTU). We are inspired by the idea of short-
est path word segmentation algorithm. A directed
acyclic graph (DAG) is built from the input sen-
tence similar to the shortest path word segmenta-
tion algorithm. The spell error detection and cor-
rection problem is transformed to the SSSP prob-
lem on the DAG.We also tried filters based on sen-
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tence perplexity (PPL) and character mutual infor-
mation (MI).

2 System Architecture

We utilize a modified shortest path word seg-
menter as the core part of spell checker. The origi-
nal shortest path word segmentation algorithm is
revised for spell checking. Instead of the seg-
mented sentence, the output sentence of the modi-
fied word segmenter is both segmented and spell-
checked.

2.1 The Shortest Path Word Segmentation
Algorithm

Shortest path word segmentation algorithm (Casey
and Lecolinet, 1996) is based on the following as-
sumption: a reasonable segmentation should max-
imize the lengths of all segments or minimize the
total number of segments. For a sentence S of
m characters {c1, c2, . . . , cm}, the best segmented
sentence S∗ of n∗ words {w∗

1, w
∗
2, . . . , w

∗
n∗}

should be:

S∗ = argmin
{w1,w2,...,wn}

n. (1)

This optimization problem can be easily trans-
formed to a SSSP problem on a DAG.

First a graph G = (V,E) must be built to rep-
resent the sentence to be segmented. The ver-
tices of G are possible candidate words of adjacent
characters. The words are fetched from a dictio-
nary D. Two special vertices w−,0 = “<S>” and
wn+1,− = “</S>” are added to represent the start
and end of the sentence:

V = {wi,j |wi,j = ci . . . cj ∈ D}∪{w−,0, wn+1,−}.

The edges are from a word to the next word:

E = {< wi,j → wj+1,k, ω > |wi,j , wj+1,k ∈ V },

where ω is the weight of edge which is set to 1,
ω = ω0 ≡ 1.

For example, the Chinese sentence “床前明
月光” can be represented by the graph shown in
Figure 1. It can be easily proved that the graph G
is a DAG, and finding the best segmentation ac-
cording to Equation 1 is finding the shortest path
from “<S>” to “</S>”, which is an SSSP problem
on DAG.

The SSSP problem on DAG have an simple al-
gorithm (Eppstein, 1998) with time complexity of

<S> 床 前

明

明月

月

月光

光

</S>

Figure 1: A sample of graph for segmentation

Algorithm 1 SSSP algorithm for word segmenta-
tion
Require: sentence of characters S
Require: dictionary D
Ensure: segmented sentence s∗

1: Build DAG G = (V, E) from S with D
2: Topologically sort G into L
3: Init D[v]← −∞, ∀v ∈ V
4: Init B[v]← Φ, ∀v ∈ V
5: D[<S>]← 0
6: for u ∈ L do
7: for v, ω s.t. < u→ v, ω >∈ E do
8: if D[v] > D[u] + ω then
9: D[v]← D[u] + ω
10: B[v]← u
11: end if
12: end for
13: end for
14: S∗ = Φ
15: v ← </S>
16: while v ̸= Φ do
17: Insert v into the front of S∗

18: v ← B[V ]
19: end while

O(|V | + |E|), The algorithm is shown in Algo-
rithm 1.
The segmented sentence of the above ex-

ample “床前明月光” is “床/前/明月/光” or
“床/前/明/月光” by using the SSSP algorithm.

2.2 Using SSSP Algorithm fo Spell Checking
The basic idea of using SSSP algorithm for spell
checking comes from the observation that a mis-
spelled word is often splitted into two or more
words by the shortest path word segmenter. If
we can substitute the misspelled character with the
correct one and provide it as a candidate word, then
the shortest path word segmenter will choose the
correct one, since it has less words.
Then there is no need to change the SSSP al-

gorithm. Only the graph of sentence is built in a
different way. The vertices consists not only candi-
date words composed of original adjacent charac-
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ters, but also characters substituted by those similar
to the original ones. An additional map of similar
charactersC is needed. The revised vertices V are:

V ={wi,j |wi,j = ci . . . cj ∈ D}
∪ {wk

i,j |wk
i,j = ci . . . c

′
k . . . cj ∈ D,

τ ≤ j − i ≤ T,

c′k ∈ C[ck], k = i, i + 1, . . . , j}
∪ {w−,0, wn+1,−}.

The substitution is only performed on those words
with lenth between some thresholds τ and T . The
weight of edges are respectively changed:

ω = f(ω0, ωs),

where ωs measures the similarity between the two
characters and f(·, ·) is a function to be selected.

With the modified DAG G, the SSSP algo-
rithm can perform both segmentation task and
spell checking task. Suppose the sentence “床前
明月光” is misspelled as “床前名月光”, the mod-
ified graph is shown in Figure 2. The output of the

<S> 床

前

签名

名

明月

月

月光

光

</S>

Figure 2: A sample of graph for spell checking

spell checker is “床/签名/月光”, note this is not
the expected result.

2.3 Using Language Model with SSSP
Algorithm

The problem with simple SSSP spell chekcer is
that it only tries to merge short words into longer
ones without considering whether that is reason-
able. To reduce the false-alarm rate (Wu et al.,
2010), we add some statistical criteria to the SSSP
spell checker.

A natural statistical criteria is the conditional
probability between words, P , which can be given
by a language model (LM). The conditional prob-
ability are combined into the weights of edges by
some function g(·, ·, ·):

ω = g(ω0, ωs,
1

P
),

Note that the higher conditional probability means
the sentence is more reasonable, so for the SSSP
algorithm, the inverse of conditional probability 1

P
is used.

2.4 LM and MI Filter
In the sample set of Bake-Off 2013, we observed
that there is at most one error in each sentence
(Chen et al., 2011). But the spell checker may de-
tect multiple errors. To choose the best correction,
we run a filter and the one with lowest PPL or high-
est MI gain is selected.
For LM filter, sentence PPL is used as the met-

ric. The correction with lowest PPL is considered
as best.
MI indicates how possible two characters are

collocated together. Character based MI is used,
for two adjacent characters c1 and c2, the MI is:

MI(c1, c2) = log
P (c1)P (c2)

P (c1c2)

The correction with highest MI gain ∆MI is con-
sidered as best:

∆MI = max(MI(ci−1, c
′
i)−MI(ci−1, ci),

MI(c′i, ci+1)−MI(ci, ci+1)).

3 Experiments

3.1 Data Sets and Resources
The Bake-Off 2013 sample data, Sample, con-
sists 350 sentences without errors and 350 sen-
tences with one error per sentence. The official
test data, Test, consists of 1,000 unlabeled sen-
tences for subtask 1 and another 1,000 sentences
for subtask 2. All the sentences are collected from
students’ written essays. All the data are in tradi-
tional Chinese.
The dictionary used in SSSP algorithm is So-

gouW1 dictionary from Sogou inc., which is in
simplified Chinese. The OpenCC2 converter is
used to convert it into traditional Chinese. For
similar character map the data set provided by
(Liu et al., 2011) is used. The LM is built on
the Academia Sinica corpus (Emerson, 2005) with
IRSTLM toolkit (Federico et al., 2008). Prefix
tree data structure is used to speed up the dictio-
nary look-up. The implementation of Perl module
Tree::Trie3 is used with some modification.

3.2 Edge Weight Function selection
A series of experiments are performed to choose a
good edge weight function g(·, ·, ·). A simplified
metric is used to evaluate different functions:

1http://www.sogou.com/labs/dl/w.html
2http://code.google.com/p/opencc/
3http://search.cpan.org/~avif/Tree-Trie-1.

5/

90



• Correction precision:

P =
# of correctly corrected characters

# of all corrected characters
;

• Correction recall:

R =
# of correctly corrected characters
# of wrong characters of gold data

;

• F1 macro:
F =

2PR
P +R

.

The LM is set to 2-gram according to the obser-
vations of (Yang et al., 2012). Improved Kneser-
Ney (Chen and Goodman, 1999) algorithm is used
for LM smoothing.

Multiplication of similarity and log conditional
probability is firstly used as weight function:

ωM = −α(ω0 + ωs) logP

whereω0 ≡ 1, andωs for different kinds of charac-
ters are shown in Table 1. The settings of ωs is in-
spired by (Yang et al., 2012), in which pinyin4 edit
distance is used as weight. Word length threshold
is set to τ = 2 and T = 5. Experiments show that
the choice of α does not have notable influence on
the result which remains at P = 0.49, R = 0.61,
F = 0.55 on Sample.

Type ωs

same pronunciation same tone 0
same pronunciation different tone 0
similar pronunciation same tone 1
similar pronunciation different tone 1
similar shape 1

Table 1: ωs used in ωM

Linear combination of similarity and log condi-
tional probability is then tried:

ωL = ωs − β logP

where ω0 ≡ 0 which is omitted in the equation,
and ωs for different kinds of characters are shown
in Table 2.

We experimented with different β and observed
that with lager β, the spell checker tends to get
more reasonable corrections so P goes higher, but
R goes lower. The P , R and F on Sample of
different β are shown in Figure 3.

LM and MI filters slightly improves the result
of the spell checker. The results of applying two
filters are shown in Figure 4.

4Pinyin is the official phonetic system for transcribing the
sound of Chinese characters into Latin script.

Type ωs

same pronunciation same tone 1
same pronunciation different tone 1
similar pronunciation same tone 2
similar pronunciation different tone 2
similar shape 2

Table 2: ωs used in ωL
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Figure 3: P ,R and F achieved by different β

3.3 Results

In the final test we submitted 3 runs, using edge
weight function ωL, of which β is set to 0, 6, and
10. Since there is no remarkable improvement by
applying filters and the final test data has no claim
that there’s only one error per sentence, no filters
are applied in the final test. The results on Test
are listed in Table 3 and Table 4, in which those
metrics that we got first rank are marked as bold.

Metric Run1 Run2 Run3
False-Alarm Rate 0.44 0.0957 0.0229
Detection Accuracy 0.662 0.856 0.844
Detection Precision 0.4671 0.769 0.9091
Detection Recall 0.9 0.7433 0.5333
Error Location Accuracy 0.522 0.805 0.809
Error Location Precision 0.2249 0.5931 0.7102
Error Location Recall 0.4333 0.5733 0.4167

Table 3: Final test results of subtask 1

Metric Run1 Run2 Run3
Location Accuracy 0.372 0.475 0.37
Correction Accuracy 0.338 0.442 0.356
Correction Precision 0.3828 0.636 0.705

Table 4: Final test results of subtask 2

4 Conclusion and Future Work

In this paper we presented the system from team of
Shanghai Jiao Tong University that participated in
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the Bake-Off 2013 task. A graph model is utilized
to represent the spell checking problem and SSSP
algorithm is applied to solve it. By adjusting edge
weight function, a trade-off can be made between
precision and recall.

A problem with the current result is that the test
data set is a manually collected one with very high
error rate. In subtask 1, nearly 50% sentences con-
tains spell errors and in subtask 2, every sentence
contains at least one spell error. This error rate is
far higher than that in normal text. We may con-
sider using data from normal text in future work.
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Abstract 

We developed a Chinese spelling check 
system for error detection and error cor-
rection subtasks in the 2013 SIGHAN-7 
Chinese Spelling Check Bake-off. By us-
ing the resources of Chinese phonology 
and orthographic components, our system 
contains four parts: high confidence pat-
tern matcher, the detection module, the 
correction module, and the merger. We 
submitted 2 official runs for both sub-
tasks. The evaluation result show that our 
system achieved 0.6016 in error detection 
F-score of subtask 1, and 0.448 in correc-
tion accuracy of subtask 2.1 

1 Introduction 

Chinese spelling check is a task which detects 
and corrects errors in text. These errors may re-
sult from writing, optical character recognition 
(OCR), typing, and so on. Chinese spelling check 
has been considered useful in many area such as 
language learning or error-tolerated language 
processing, and there are many researches 
around this topic (Y.-Z. Chen, Wu, Yang, Ku, & 

                                                 
* Authors with equal contributions. 

Chen, 2011; Liu et al., 2011; Wu, Chen, Yang, 
Ku, & Liu, 2010). 

The SIGHAN Bake-off 2013 Chinese Spelling 
Check contains two subtasks. The first subtask 
requires each team to detect whether a sentence 
contains errors. If the answer is yes, the error 
location(s) should be provided. For each sen-
tence in subtask2, there is at least one error. Par-
ticipants have to locate and correct those errors 
in the sentence. 

The organization of this paper is as follows. 
Section 2 describes the architecture and different 
modules in our spelling check system. Section 3 
shows our evaluation results and some discussion. 
Lastly, Section 4 concludes this work and shares 
some insights we gained participating this Bake-
off. 

2 Method 

Our system can be divided into four parts. They 
are high confidence pattern matcher, detection 
module, correction module and merger. High 
confidence pattern matcher finds patterns that are 
very unlikely to contain any error, and exclude 
them from the rest of the process. Detection 
module is used to detect the error locations in a 
sentence. Correction module generates sugges-
tions for erroneous words. Merger receives these 
suggestions and chooses the most possible result. 
Figure 1 shows the structure of our system. 
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2.3 Correction Module 

Possible error positions from detection modules 
are received by the following correction modules 
to generate candidates for corrections. Both simi-
lar pronunciation and shape correcting process 
will be activated, and the results will be sent to 
the merger for the final decision. 

Homophone Dictionary and N-gram Correc-
tion 

We check the received error locations and gener-
ate possible corrections by using homophones 
and Google web 1T n-gram frequency. For ex-
ample, there is an error "書貴" and the detection 
modules say that "貴" is an error. This module 
will generate possible candidates by finding all 
homophones of "貴 ". The frequency of each 
candidate in Google web 1T n-gram is used as 
the confidence. In this case, the frequency of "書
櫃" (bookcase) is higher than the frequency of 
the original text, and all other homophones. Thus, 
a correction for "書貴" is given by this module 
as "書櫃". 

Errors with Similar Shape 

Shape correction module utilized data from 
Xiaoxuetang Chinese character database 
(National-Taiwan-University & Academia-Sinica, 
2013), which consists of decomposed compo-
nents of almost every Chinese character, to find 
corrections with similar shapes. We retrieved the 
components of each character that were marked 
as a possible error by the detection module, and 
calculate the Damerau-Levenshtein edit distance 
(Damerau, 1964; Levenshtein, 1966) between 
this character and all other characters. We slight-
ly altered this edit distance formula to favor 
those with identical parts regardless of the order. 
For example, a character with parts (A, B) are 
considered more similar to (B, A) than to (A, D). 
From our observation of the training data, this 
method can better rank the most similar charac-
ters. We then select those characters that have an 
edit distance score less than 1, and filter out the 
ones that do not form a word with its neighbor-
ing 1 to 3 characters using a dictionary (Ministry 
of Education, 1994). 

Across-the-board Search and Correction 

This process will only be activated when no an-
swer was provided by any previous modules. It 
checks all locations which are not covered by 
high confidence pattern matcher, and generates 

suggestions that have similar shapes to the char-
acters in these locations using the shape correc-
tion module. We do not consider phonetic errors 
in this step because we assume phonetic errors 
can be detected by previous modules. 

2.4 Merger 

The merger receives all suggestions from the 
aforementioned correction modules, and decides 
whether a suggestion is accepted or not. In our 
system, we used a probabilistic language model 
trained by LDC news corpus as the kernel of this 
merger. This module generates possible combi-
nations of suggestions and calculates scores. The 
combination of suggestions with the best score is 
selected as our answer. 

3 Experimental Results 

We submitted two runs to compare the effect of 
high confidence patterns. Run 1 used patterns 
which have a confidence level of 50% or higher, 
and run 2 used those having over 80%. Table 1 

 Run 1 Run 2 Best Average
False-
Alarm 
Rate 

 
0.3 

 
0.1857 

 
0.0229 

 
0.4471 

Detection 
Accuracy

0.713 0.754 0.861 0.654 

Detection 
Precision

0.5161 0.5873 0.9091 0.4603 

Detection 
Recall 

0.7467 0.6167 1 0.89 

Detection 
F-Score 

0.6103 0.6016 0.7642 0.6068 

Error 
Location 
Accuracy

 
0.605 

 
0.686 

 
0.82 

 
0.549 

Error 
Location 
Precision

 
0.2673

 
0.3714 

 
0.7102 

 
0.2793 

Error 
Location 
Recall 

 
0.3867

 
0.39 

 
0.6167 

 
0.54 

Error 
Location 
F-Score 

 
0.3161

 
0.3805 

 
0.5854 

 
0.3682 

Table 1. Evaluation Results of Subtask 1 
 

 Run 1 Run 2 Best Average
Location 
Accuracy 

0.468 0.49 0.663 0.418 

Correction 
Accuracy 

0.429 0.448 0.625 0.409 

Correction 
Precision 

0.4286 0.4476 0.705 0.6956 

Table 2. Evaluation Results of Subtask 2. 
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and 2 are our experimental results for subtask 1 
and 2, respectively. Bold typed numbers indicate 
that our performance is above the average. 

We can see that, generally speaking, our per-
formance of both subtasks is above average 
among participants. The effect of the confidence 
level of our high confidence patterns can be ob-
served when we compare the results of our 2 
runs. Using a higher confidence threshold (run 2) 
would yield a higher accuracy, while a lower 
threshold (run 1) would sometimes yield a higher 
recall. 

4 Conclusion 

This paper introduced our Sinica-IASL Chinese 
spelling checking system, implemented for the 
2013 SIGHAN-7 Bake-off. By using phonologi-
cal and orthographical data of Chinese characters, 
dictionaries and frequent error data, we were able 
to achieve reasonable performances. During the 
process of our work, we noticed that about 80% 
of the texts are covered by all words in our dic-
tionary. The minimum coverage of a sentence is 
50%. It implies that we can handle at least 50% 
of the text by only using a dictionary. If we use 
frequent n-grams, the coverage is over 90%. A 
method for finding useful n-grams is a way to 
boost our performance. The experimental results 
showed that there is plenty of room for im-
provement in our system's ability to detect errors. 
Further works also include using a web corpus to 
find frequent errors, possible error locations and 
corrections. In conclusion, our system can bene-
fit from more resources in order to become a 
more competitive Chinese spelling checker. 
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Abstract 

How to detect and correct misspelled words 

in documents is a very important issue for 

Mandarin and Japanese. This paper uses pho-

nological similarity and orthographic similar-

ity co-occurrence to train linear regression 

model. Using ACL-SIGHAN 2013 Bake-off 

Dataset, experimental results indicate that the 

detection F-score, error location F-score of 

our proposed method for Subtask 1 is 0.70 

and 0.43 respectively, and the correction ac-

curacy of the proposed method for Subtask 1 

is 0.39. 

1 Introduction 

How to automatically detect and correct 

misspelled words in documents is a very im-

portant issue. It is not an easy task for programs 

to spot misspelled words automatically. In Eng-

lish sentences, words are separated by space, 

thereby leading to the result that it is not difficult 

to distinguish if there are characters with non-

existing orthography and unknown words. How-

ever, Chinese sentences are constructed by suc-

cessive single-character, and a word could con-

sist of one character or more. As a result, it is 

difficult to identify whether a character is a part 

of a misspelled word or not.  

Based on our observation, misspelled words 

mainly occur as the following cases: phonologi-

cal similarity and orthographic similarity. For 

example, word ‘已經’ is mistakenly written as 

‘以經’ due to the fact that characters ‘已’ and 

‘以’ are pronounced as ‘yi’. In addition, word 

‘代表’ is mistakenly written as ‘伐表’ because 

the orthographic of characters ‘代’ and ‘伐’ are 

quite confusing. As a result, it may work to iden-

tify the possible misspelled words within sen-

tences by phonological similarity and ortho-

graphic similarity between two characters. 

The purpose of the study is to propose a 

method to detecting and correcting misspelled 

words in sentences. The proposed method does 

not rely on the collection of similar words, but 

based on the following assumption. Supposing 

there was no misspelled word in sentences, ideal 

word segmentation method could divide sentence 

into serial correct words. However, if there was a 

misspelled word, the segmentation could sepa-

rate words containing misspelled character by 

serial characters. For instance, sentence ‘我們都

喜歡學佼’ will be segmented into ‘我們 都 喜歡 

學  佼’ due to the fact that ‘學佼’ cannot be 

found in the dictionary, thus segmenting ‘學’ and 

‘佼’ respectively.  

By the observation mention above, a sen-

tence may include several character sequences 

consisting of two or more than two characters, 

denoted as sentential fragments. Each character 

in fragments may be the wrong part of a mis-

spelling word while other characters are the cor-

rect part of the word. Hence, for each character 

treated as correct part of a misspelled word, the 

proposed method picks up the words containing 

the character. The words will be denoted as 

“candidate words”. On the other hand, all charac-

ters in the fragment may be single-character 

words. The sentential fragment referring to can-

didate words is called “original string” in this 

97



paper. By calculating the probability of candidate 

words and original strings, the proposed method 

can determine whether the original strings con-

tain misspelled words or not and correct the 

words. Next section will address the details. 

2 Related Works 

Chang (1995) proposed detecting technique 

of Mandarin misspelled word. Although it was 

able to find out misspelled words, there were 

some defects needed to be improved. For exam-

ple, too much False Alert, long detection time, 

not able to refer to entire paragraph. Ren et al. 

(2001) utilized rule-based with linguistic model 

to detect mistakes. Although it was not very effi-

cient, it was a new concept at the time. Lin et al. 

(2002) focused on misspelled words occurred in 

Cangjie input method and put forward a detect-

ing system. Huang et al. (2008) designed a cor-

recting system for wrong phonological words 

which built up similar phonological word collec-

tion for every single word. The correcting system 

also used bi-gram linguistic model to position the 

misspelled word, and replaced it with the most 

likely fit word.  

Afterwards, there were many proposes un-

der different circumstances. For example, Chen 

(2010) following previous studies, he amended 

detecting templates in order to automatically 

generate positive and negative knowledge corpus 

by Using Template and Translate modules to 

correct sentences. And final correction was con-

ducted by part-of-speech Language Model to 

improve the accuracy probability of misspelled 

word correction. 

3 Methods 

Chang et al. (2012)’s approach is refined as 

the algorithm for automatically correcting mis-

spelled words in this paper. They observed that 

there is a specific phenomenon when misspelled 

words occur. They envisaged that there was no 

misspelled words in sentences, ideal tokenization 

system would divide sentence into correct vo-

cabulary combinations. However, if there is a 

misspelled word, the system would segment the 

majority of vocabulary contained misspelled 

words by means of single-character formation.  

According to this property, existing mis-

spelled words was assumed to appear in a string 

formed by successive single-character words in 

this paper. As a result, for a string including two 

or more than two single-characters, the words 

which contain some characters in a string from 

the dictionary can be listed. In this study, these 

words are called candidate word while the string 

is called original string.  

Linear regression prediction model was 

used to determine whether an original string 

should be replaced with a candidate word or not. 

Three parameters between candidate word and 

original string are used in linear regression mod-

el as an input. The values of three parameters are 

respectively called similarity, the probability of 

character co-occurrence, and the probability of 

POS co-occurrence. The values are utilized as 

the input in linear regression formula, and then 

the probability of misspelled words in original 

string can be obtained. If several candidate words 

are predicted as the correct words of original 

string by prediction model at the same time, the 

word with highest score is treated as correct 

word. 

The similarity between candidate word and 

original string is the average between phonologi-

cal similarity and orthographic similarity. The 

Mandarin phonetic code was employed to com-

pute phonological similarity. High similarity 

means that the two characters are easily repre-

sented as misspelled words for each other. On 

the other hand, radical structures are utilized to 

determine spatial structure of two fonts. Two 

characters with higher graphic resemblance easi-

ly represents as misspelled words. In the follow-

ing sections, the detail of similarity will be ad-

dressed. 

3.1 Candidate Words 

For each sentence, it is segmented into 

words and the part-of-speeches of words are 

tagged by WeCAn system (Chang et al., 2012). 

Based on the assumption mentioned earlier in 

this paper, words which contain misspelled 

words can result in consecutive single-character 

string. Hence, the model will identify all words 

contained in consecutive single-character string 

from dictionary. As seen from Figure 1, a sen-

tence ‘人生又何償不是如此’ is segmented into 

‘人生_又_何_償_不是_如此’. ‘償’ is a mis-

spelled words of ‘嘗’ in this sentence, ‘何’ and 

‘償’ are thus segmented respectively. Followed 

by, for the string with successive single-character 

‘又何償’, the system will select the candidate 

word from each character in the string. For the 

‘何’ in string, the proposed method identifies ‘何’ 

as the second word and its length less than or 

equal to 3 in the dictionary, such as ‘任何’, ‘如

何’ and so on. Additionally, the word ‘何’ identi-
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fied as the first word and its length less than or 

equal to 2 is also the candidate word, such as ‘何

必’, ‘何嘗’and so on. 

All candidate words will be compared to cor-

respondent original string with their phonologi-

cal similarity and orthographic similarity. In Fig-

ure 1, the phonological similarity and ortho-

graphic similarity between the character ‘任’ in 

candidate word ‘任何’ and character ‘又’ in orig-

inal string will be computed. The similarities 

determine whether ‘任何’ is needed to be further 

analyzed. 

 
Figure 1. An Example of Candidate Words and  

an Original String. 

 

3.2 Phonological Similarity 

Mandarin phonetic symbols are used to 

evaluate phonological similarity. There are 37 

symbols in Mandarin phonetic symbols dividing 

into initial (ㄅ/b/,ㄆ/p/,ㄇ/m/), medial (ㄧ /yi/,ㄨ

/wu/,ㄩ /yu/), final (ㄚ /a/,ㄛ /o/,ㄜ /e/) and five 

tones. Chang et al.(2010) mentioned that some 

Chinese phonetic alphabets have identical articu-

lation method and speech position, whereas ar-

ticulation confusability is the causes of mis-

spelled words. For example, symbols ‘ㄅ’ and ’

ㄆ’ have similar speech position ; symbols ‘ㄕ’ 

and ‘ㄙ’ have identical articulation; symbols ‘ㄣ’ 

and ’ㄥ’ in final category belongs to a confusable 

articulation set. 

This paper compares two characters with 

their Mandarin phonetic symbols of its initial, 

medial, final and tone respectively to measure 

phonetic similarity. The rules for comparison are 

as follows: 

1. If there are identical initial, a similarity score 

will achieve one point. The score will achieve 

0.5 point for initials of two characters which are 

‘ㄅ’ and ‘ㄆ’, ‘ㄉ’ and ‘ㄊ’, ‘ㄋ’ and ‘ㄌ’, ‘ㄍ’ 

and ‘ㄎ’, ‘ㄓ’ and ‘ㄗ’, ‘ㄔ’ and ‘ㄘ’, or ‘ㄕ’ 

and ‘ㄙ’. 

2. If there are identical finals, the score will in-

crease one point. The score will increase 0.5 

point for finals of two characters which are ‘ㄣ’ 

and ‘ㄥ’.  

3. If there are identical medial in two characters, 

the score will increase one point. 

4. If the tones are consistent in two characters, 

the score will increase one point. 

5. Phonetic similarity between two characters 

can be obtained by dividing the similarity score 

by 4. 

Phonological similarity between candidate 

word and original string is the average of phono-

logical similarity of all characters in the candi-

date word. For instance, given candidate word 

‘應該’ corresponding to original string ‘因該’, 

phonetic symbol of characters ‘因’ and ‘應’ is 

‘ㄧㄣ’ and ‘ㄧㄥ’ respectively. Hence, the pho-

nological similarity is (1+1+0.5+1)/4 = 0.875. 

The similarity between the same two characters 

‘該’ is one. Therefore, phonological similarity 

between candidate word ‘應該 ’ and original 

string ‘因該’is (1+0.875)/2=0.9375. 

3.3 Orthographic Similarity 

Measurement of orthographic similarity in 

this paper is based on the method proposed by 

Chang et al. (2012). The measurement first dis-

assembles two characters into a set of basic com-

ponents and compare the differences between the 

two using Chinese Orthography Database pro-

posed by Chen et al. (2011). There are 446 basic 

constituents in the database, and each unit of a 

character is linked by their spatial relations. 

There are 11 types of spatial relations, such as 

vertical combination and horizontal combination. 

Through the database, a Chinese character 

can be converted into a series of branch-like 

structure consisting of parts and combination 

relations. The structure is called the constituent 

structure. Figure 2 shows the constituent struc-

ture of the Chinese character ‘查’ in which ‘-’ 

represents horizontal combination, and ‘木’, ‘曰’, 

‘一’ are constituents. 

In the constituent structure of a character, 

nodes represent combination relations while 

leaves represent constituents. Every relation and 

constituent in the whole structure has a level rep-

resenting the position as well as a weight repre-

senting the strokes for that constituent. The 

weight for each relation denotes the total number 
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of strokes for all relevant constituents. Chang et 

al.(2012) used the level and weight of constituent 

structure of two characters to calculate the de-

gree of orthographic similarity. 

 
Figure. 2. Constituent Strucutre in the Chinese 

Character ‘查’. 

This paper modifies measuring formula for 

similarity in previous study Chang et al. (2012). 

In previous formula, only the similarity between 

two identical constituents is scored. It is suggest-

ed that two similar constituents should increase 

the score. Therefore, this paper uses the stroke 

information in the database for constituents to 

calculate the similarity between two constituents. 

For example, stroke information of constituents 

‘已’ and ‘己’ in the database is as follows: 

 

‘已’ :[{口 2},{一}~(1:9@9),{乚}~(2:0@2)] 

‘己’: [{口 2},{一}~(1:9@9),{乚}~(2:0@0)] 

 

It is noted that most constituents for Chinese 

characters ‘已’and ‘己’ are very similar which 

would receive a score close to 1 in similarity 

measure. 

3.4 Probability of Co-occurrence 

In large corpuses, some specific characters 

may have high frequency to be adjacent to an-

other character, and this is called co-occurrence. 

The probability of co-occurrence between two 

characters is called probability of character co-

occurrence (PCC). If a sentence has misspelled 

words, the PCC among characters in the sentence 

should be lower than the sentence which has no 

misspelled words. Hence, if the PCC of character 

in the candidate word is great higher than that in 

original string, misspelled words may occur in 

the sentence. In addition, there exists co-

occurrence in part-of-speeches. The probability 

of co-occurrence between two characters is 

called probability of character co-occurrence 

(PPC).  

Bi-gram method is utilized in both this pa-

per and the previous study to calculate the PCC 

of characters in candidate words as well as that 

in original string. Ratio of PCC (RPCC) can be 

obtained by dividing the PCC of characters in 

candidate word by that in original string. The 

ratio of the probability of part-of-speech co-

occurrence (RPPC) can be obtained by the same 

methods. The higher the two values, the possible 

the misspelled words occur in original string. As 

a result, both ratios will be two inputs for predic-

tion model. 

3.5 Prediction Model 

This paper adopts linear regression formula to 

be the prediction model. For a candidate word 

and correspondent original string, the values of 

three inputs can be obtained by using approaches 

in subsection 3.2 to 3.4. Candidate words and 

correspondent original string in training data are 

utilized in this paper to compute each regression 

coefficient in formula 1. 

 

                         (1) 

 

For any set of candidate words and corre-

spondent original string, three parameters are 

substituted into formula 1 to obtain y. The y val-

ue represents the probability of the original string 

within misspelled words. Based on the values of 

y obtained from training data, a threshold can be 

set. If y is higher above the threshold, there are 

misspelled words in original string. If y is lower 

than threshold value, there are no misspelled 

words in original string. 

4 Experiments 

This paper use the data provided by ACL-

SIGHAN 2013 Bake-off to conduct performance 

evaluation. The data is divided into two sets 

called ‘dry run’ and ‘final test’ while the evalua-

tion includes two tasks sub-task 1 and sub-task 2. 

Each set consist of two subsets which is em-

ployed to evaluate the performance of methods 

for two tasks respectively. In dry run, sub-task 1 

and sub-task 2 each use 50 example sentences for 

testing. In final test, sub-task 1 and sub-task 2 

each use 1000 example sentences for testing. The 

purposes of sub-task 1 and sub-task 2 are to re-

spectively evaluate the performance of error de-

tection and error correction of methods. 

Table 1 presents the evaluation result of Sub-

task 1 in our proposed method, denoted as 

KUAS-NTNU, and results of sub-task 2 are 

shown in Table 2. Since SIGHAN has not re-

ported the F-score for sub-task 1 in dry run, Ta-

ble 1 does not show the detection F-score and 

error location F-score of dry run. 
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 Dry Run Final Test 

False-alarm Rate 0.23 0.23 

Detection Accuracy 0.80 0.79 

Detection Precision 0.50 0.61 

Detection Recall 0.90 0.82 

Detection F-score - 0.70 

Error Location Accuracy 0.76 0.69 

Error Location Precision 0.39 0.38 

Error Location Recall 0.70 0.51 

Error Location F-score - 0.43 

Table 1. The Performance of KUAS-NTNU Sys-

tem for Subtask 1. 

 

 Dry Run Final Test 

Location Accuracy 0.30 0.44 

Correction Accuracy 0.28 0.39 

Correction Precision 0.36 0.51 

Table 2. The Performance of KUAS-NTNU Sys-

tem for Subtask 2. 

5 Discussion 

Methods suggested by previous studies of-

ten rely on data collected from confusable char-

acter sets. Although corresponding characters in 

the set are high in similarity and can be easily 

confused, they could not be assessed correctly if 

they are not from the confusable sets. Our pro-

posed methods calculate phonological similarity 

and orthographical similarity between misspelled 

words and original string, which are not restrict-

ed by confusable sets. The proposed method can 

still obtain a reliable estimation by other parame-

ters with characters in low similarity. 

Some issues and works could be explored 

and developed in the further. First, this study 

only examines characters with misspelled words. 

The detection and correction of single-character 

misspelled words only rely on simple rule-based 

approaches. It results in many single-character 

misspelled words cannot be extracted. Second, 

collections of unknown words in sentences are 

often considered having misspelled words which 

might cause a decrease in system accurate rate 

but an increase in false-alarm rate. Differences 

analysis for unknown words and misspelled 

words are issues that must be dealt with in future 

research. 
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Abstract 

 

This paper describes details of NTOU Chinese 
spelling check system participating in 
SIGHAN-7 Bakeoff.  The modules in our sys-
tem include word segmentation, N-gram 
model probability estimation, similar character 
replacement, and filtering rules.  Three dry 
runs and three formal runs were submitted, 
and the best one was created by bigram prob-
ability comparison without applying prefer-
ence and filtering rules. 

1 Introduction 

Automatic spell checking is a basic and impor-
tant technique in building NLP systems.  It has 
been studied since 1960s as Blair (1960) and 
Damerau (1964) made the first attempt to solve 
the spelling error problem in English.  Spelling 
errors in English can be grouped into two classes: 
non-word spelling errors and real-word spelling 
errors. 

A non-word spelling error occurs when the 
written string cannot be found in a dictionary, 
such as in fly *fron Paris.  The typical approach 
is finding a list of candidates from a large dic-
tionary by edit distance or phonetic similarity 
(Mitten, 1996; Deorowicz and Ciura, 2005; Carl-
son and Fette, 2007; Chen et al., 2007; Mitten 
2008; Whitelaw et al., 2009). 

A real-word spelling error occurs when one 
word is mistakenly used for another word, such 
as in fly *form Paris.  Typical approaches in-
clude using confusion set (Golding and Roth, 
1999; Carlson et al., 2001), contextual informa-
tion (Verberne, 2002; Islam and Inkpen, 2009), 
and others (Pirinen and Linden, 2010; Amorim 
and Zampieri, 2013). 

Spelling error problem in Chinese is quite dif-
ferent.  Because there is no word delimiter in a 
Chinese sentence and almost every Chinese 
character can be considered as a one-syllable 
word, most of the errors are real-word errors.  On 
the other hand, there can be a non-character er-
ror where a hand-written character is not legal 
(thus not collected in a dictionary).  Such an er-
ror cannot happen in a digital document because 
all characters in Chinese character sets such as 
BIG5 or Unicode are legal. 

There have been many attempts to solve the 
spelling error problem in Chinese (Chang, 1994; 
Zhang et al., 2000; Cucerzan and Brill, 2004; Li 
et al., 2006; Liu et al., 2008).  Among them, lists 
of visually and phonologically similar characters 
play an important role in Chinese spelling check 
(Liu et al., 2011). 

This bake-off is the first Chinese spell check-
ing evaluation project.  It includes two subtasks: 
error detection and error correction.  The task is 
organized based on some research works (Wu et 
al., 2010; Chen et al., 2011; Liu et al., 2011). 

2 Architecture 

Figure 1 shows the architecture of our Chinese 
spelling checking system. 

A sentence under consideration is first word-
segmented.  All one-syllable words are replaced 
by similar characters and the newly created sen-
tences are word segmented again.  If a new sen-
tence results in a better word segmentation, spell-
ing error is reported.  Details are described in the 
following subsections.  All the examples are se-
lected from the development set. 

2.1 Similar character replacement 

We only handle the case that a misused character 
becomes a one-syllable word.  In other words, 
only one-syllable words will be checked whether 
it is correct or misused.  The case of misusing a 
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two-syllable word instead of another two-
syllable word (or longer words in either side) 
remains as our future work. 

For each one-syllable word, its corresponding 
character in the original un-segmented sentence 
is replaced by its similar characters.  The organ-
izers of this evaluation project provided two 
kinds of similar character lists, one for phonol-
ogically similar characters and one for visually 
similar characters.  We adopted all these lists 
except the one consisting of characters written in 
the same number of strokes with the same radical. 

Taking Doc#00076 in the development set as 
an example.  The original sentence is 

...不能輕意半途而廢... 

and it is segmented as 

...不能 輕 意 半途而廢... 

“輕” and “意” are one-syllable words so they are 
candidates of spelling errors.  According to the 
similar character lists provided by the organizers, 
the phonologically similar characters of 輕

include 青情傾鯖氫 ... and its visually similar 
characters include 逕經涇經徑...  Replacing 輕

with similar characters will produce the follow-
ing new sentences. 

...不能青意半途而廢... 

...不能情意半途而廢... 

...... 

...不能逕意半途而廢... 
Original sentence ...不能經意半途而廢... 

...... 

The newly created sentences are again word 
segmented and passed to the next steps. Segmented org sent 

  
Replaced sentences 

2.2 Preference and filtering rules 

Before determining a spelling error, some rules 
are applied to prefer or discard a similar-
character replacement.  These rules are defined 
as follows. 

 
Rule 1: Long word preference 

If a replacement results in a word whose 
length are 3 or more characters, this replacement 
is ranked first; if there are more than one such 
replacements, break ties by their N-gram prob-
abilities.  Take Doc#00028 as an example: 

豐富 的 學識 更 如 海綿 受到 壓迫 

而 盪 然 無 存 

“蕩” is phonologically similar to “盪”.  The 
newly created sentence is segmented as 

豐富 的 學識 更 如 海綿 受到壓迫 

而 蕩然無存 

where “蕩然無存” is a word with 4-character 
long.  We will prefer such a replacement. 

 
Rule 2: No error at the beginning 

If a replacement takes place at the beginning 
of a sub-sentence, discard it.  We assume that a 
writer seldom makes mistakes at the beginning 
of a sub-sentence.  A sub-sentence is defined as a 
passage ended by a comma, period, exclamation, 
question mark, colon, or semicolon. 

Take Doc#00001 as an example: 

不 怕 措 折 地 奮鬥 

Although “不” is a one-syllable word, it occurs 
at the beginning of a sub-sentence therefore no 
replacement is performed on this word. 

 
Rule 3: No error in personal names 

If a replacement results in a personal name, 
discard it.  Our word segmentation system per-
forms named entity recognition at the same time.  
If the replacing similar character can be consid-
ered as a Chinese family name, the consequent 
characters might be merged into a personal name.  
As most of the spelling errors do not occur in 
personal names, we simply ignore these re-
placements.  Take Doc#00002 as an example: 

  
Segmented rpl sent 

Top 1 Result 

Word segmentation

Similar character 
replacement 

Word segmentation

Preference and filtering 
rules; N-gram model 

Figure 1. Architecture of NTOU Chinese 
Spelling Check System 
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突然 一 陣 巨 晃 

“甄” is phonologically similar to “陣” and is one 
of the Chinese family names.  The newly created 
sentence is segmented as 

突然 一 甄巨晃(PERSON) 

where “甄巨晃 ” is recognized as a personal 
name.  We will discard such a replacement. 

 
Rule 4: Stopword filtering 

If the replaced (original) character is a per-
sonal anaphora (你 ‘you’ 我 ‘I’ 他 ‘he/she’) or 
numbers from 1 to 10 (一二三四五六七八九十), 
discard the replacement.  We assume that a 
writer seldom misspell such words.  Take 
Doc#00002 as an example: 

突然 一 陣 巨 晃 

Although “一” is a one-syllable word, it is in our 
stoplist therefore no replacement is performed on 
this word. 

2.3 N-gram probabilities 

The newly created sentences are again word 
segmented.  If a new sentence results in a better 
word segmentation, it is very likely that the re-
placed character is misused and its similar char-
acter is the correct one.  But if no replacement is 
better than the original sentence, it is reported as 
“no misspelling”. 

The possibility of a sequence of words can be 
measured in its generation probability measured 
by a language model.  We used smoothed uni-
gram and bigram models in our experiments. 

2.4 Error detection 

The detail of our error detection algorithm is de-
livered here.  Given a sentence, 

1. Perform word segmentation on the original 
sentence 

2. For each one-syllable word not violating 
the filtering rules (leading words or stop 
words), for each of its similar characters: 

(1) Its corresponding character in the 
original un-segmented sentence is 
replaced by the similar character 

(2) Perform word segmentation on the 
new sentence 

(3) If the new word sequence matches a 
preference rule (long words), rank 
this replacement to the top. 

(4) If the new word sequence matches a 
filtering rule (personal names), dis-
card this replacement. 

(5) Otherwise, measure the N-gram 
probability (ungiram and bigram in 
this paper) of the new word se-
quence.  Assign the rank of this re-
placement according to its N-gram 
probability. 

3. If the top one segmentation is of the origi-
nal sentence, report “no error” (either in er-
ror detection or correction subtasks). 

4. If the top one segmentation is of a new 
sentence: 
 For error detection subtask, report 

“with error” 
 For error correction subtask, report 

the location of the replaced character 
and its similar character as the cor-
rection 

Some examples of successful and wrong correc-
tions by unigram and bigram probabilities are 
given in Table 1 to Table 4.  All the values in 
“prob” columns are the logarithms of the prob-
abilities. 

Table 1 shows an example of correctly detect-
ing an error by unigram probabilities.  In 
Doc#00076, although replacing “輕” by “情” or 
“經” can form longer words, their unigram prob-
abilities are less than the segmentation produced 
by replacing “意” by “易”. 

However, Table 2 gives an example of incor-
rectly detecting an error by unigram probabilities.  
In Doc#00002, the segmentation produced by 
replacing “晃” by “星” has a higher unigram 
probability than the correct replacement of “貴” 
by “櫃”. 

Table 3 shows an example of correctly detect-
ing an error by bigram probabilities.  In 
Doc#00001, although replacing “怕” by “必” or 
“地” by “抵” can form longer words, their bi-
gram probabilities are less than the segmentation 
produced by replacing “措” by “挫”. 

However, Table 4 gives an example of incor-
rectly detecting an error by bigram probabilities.  
In Doc#00046, the segmentation produced by 
replacing “每” by “個” has a higher bigram 
probability than the correct replacement of “蹟” 
by “跡”. 

3 Performance 

There are two sub-tasks in this bake-off: error 
detection and error correction. 
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Error detection is evaluated by the following 
metrics: 

False-Alarm Rate = # of sentences with false posi-
tive error detection results / # of testing sen-
tences without errors 

Detection Accuracy = # of sentences with correctly 
detected results / # of all testing sentences 

Detection Precision = # of sentences with correctly 
error detected results / # of sentences the sys-
tem return as with errors 

Detection Recall = # of sentences with correctly er-
ror detected results / # of testing sentences with 
errors 

Detection F-Score= (2 * Detection Precision * De-
tection Recall) / (Detection Precision + Detec-
tion Recall) 

Error Location Accuracy = # of sentences with cor-
rect location detection / # of all testing sen-
tences 

Error Location Precision = # of sentences with cor-
rect error locations / # of sentences the system 
returns as with errors 

Error Location Recall = # of sentences with correct 
error locations / # of testing sentences with er-
rors 

Error Location F-Score= (2 * Error Location Preci-
sion * Error Location Recall) / (Error Location 
Precision + Error Location Recall) 

Error correction is evaluated by the following 
metrics: 

Location Accuracy = # of sentences correctly de-
tected the error location / # of all testing sen-
tences  

Correction Accuracy = # of sentences correctly cor-
rected the error / # of all testing sentences 

Correction Precision = # of sentences correctly cor-
rected the error / # of sentences the system re-
turns corrections 

Original sub-sentence in Doc#00001 Unigram prob Bigram prob 
不 怕 措 折 地 奮鬥 -201.12 -308.93 
Org Rpl Segmentation Unigram prob Bigram prob 
怕 必 不必 措 折 地 奮鬥 -192.34 -308.93 
措 挫 不 怕 挫折 地 奮鬥 -193.31  -305.53 
地 抵 不 怕 措 折抵 奮鬥 -198.82 -308.93 
Table 3. Success example of finding errors by bigram probability 

Original sub-sentence in Doc#00046 Unigram prob Bigram prob
…都 有 它 的 蹤 蹟 ， 可以 算是 每 個人 長大 的 東西 -280.11 -405.72
Org Rpl Segmentation Unigram prob Bigram prob
蹟 跡 … 公  車 站  等  都  有  它  的  蹤 跡 -273.85 -399.71
每 個 可 以  算 是  個  個 人  長 大  的  東 西

Original sub-sentence in Doc#00076 Unigram prob Bigram prob 
不能 輕 意 半途而廢 -237.12 -360.48 
Org Rpl Segmentation Unigram prob Bigram prob 
輕 青 不能 青 意 半途而廢 -238.49 -362.78 
輕 情 不能 情意 半途而廢 -230.79 -360.48 
： ： ……  
輕 逕 不能 逕 意 半途而廢 -239.45 -360.48 
輕 經 不能 經意 半途而廢 -234.12 -360.48 
： ： ……  
意 易 不能 輕易 半途而廢  -229.78 -357.08 
Table 1. Success example of finding errors by unigram probability 

Original sub-sentence in Doc#00002 Unigram prob Bigram prob
突然 一 陣 巨 晃 ， 我們 家書 貴 倒 了 -262.14 -385.31
Org Rpl Segmentation Unigram prob Bigram prob
晃 星 突然 一 陣 巨星 ， 我們 家書 貴 倒 了 -256.13 -385.31
貴 櫃 突然 一 陣 巨 晃 ， 我們 家 書櫃 倒 了 -257.76 -385.31

Table 2. Failure example of finding errors by unigram probability 

-268.56  -399.06
Table 4. Failure example of finding errors by bigram probability 
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We submitted 3 dry runs and 3 formal runs 
based on different system settings.  The settings 
and evaluation results are described as follows. 

3.1 Dry run evaluation 

We submitted 3 dry runs in this Bake-off.  The 
first run used only visually similar characters.  
The second run used only phonologically similar 
characters.  And the third run used both kinds of 
similar characters.  All three runs used bigram 
probability to detect errors. 

Table 5 and 6 illustrate the evaluation results 
of dry runs in Subtask 1 and Subtask 2. (Evalua-
tion results of Dryrun3_NTOU in Subtask 2 will 
be provided in the camera-ready version.) As we 
can see, using only phonologically similar char-
acters achieve better F-scores than other strate-
gies. 

3.2 Formal run evaluation 

We submitted 3 formal runs in this Bake-off.  
The first run used unigram probability while the 
other runs used bigram probability to detect er-
rors.  Besides, preference and filtering rules were 
applied only on the first run and the third run.  
All three runs used all similar characters to do 
the replacement. 

Table 7 and 8 illustrate the evaluation results 
of formal runs in Subtask 1 and Subtask 2.  As 
we can see, using bigram probability without 
preference and filtering rules achieve the best 
performance. 

4 Conclusion 

We submitted 3 dry runs and 3 formal runs based 
on different system settings.  The evaluation re-
sults show that using bigram probability without 
preference and filtering rules achieve the best 
performance.  Besides, phonologically similar 
characters are more useful than visually similar 
characters. 

In the future, more features should be investi-
gated.  Errors of misusing one word into  
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Abstract 

Chinese character correction involves two 
major steps: 1) Providing candidate cor-
rections for all or partially identified char-
acters in a sentence, and 2) Scoring all al-
tered sentences and identifying which is 
the best corrected sentence.  In this paper 
a web-based measure is used to score can-
didate sentences, in which there exists one 
continuous error character in a sentence in 
almost all sentences in the Bakeoff corpo-
ra.  The approach of using a web-based 
measure can be applied directly to sen-
tences with multiple error characters, ei-
ther consecutive or not, and is not opti-
mized for one-character error correction of 
Chinese sentences.  The results show that 
the approach achieved a fair precision 
score whereas the recall is low compared 
to results reported in this Bakeoff. 

1 Introduction 

Errors existing in Chinese sentences can be clas-
sified into five categories: 1) Deletion, 2) Inser-
tion, 3) Substitution, 4) Word-Order and 5) Non-
Word errors (C.-H. Liu, Wu, & Harris, 2008; C.-
L. Liu, Lai, Chuang, & Lee, 2010; C.-L. Liu, 
Tien, Lai, Chuang, & Wu, 2009; C.-H. Wu, Liu, 
Harris, & Yu, 2010).  Deletion errors occur when 
there are missing Chinese characters/words in a 
sentence; Insertion errors occur when there are 
grammatically redundant characters/words; Sub-
stitution errors occur when characters/words are 
mis-typed by similar, either visually or phono-
logically, ones; Word-Order errors occur when 
the word order of a sentence does not conform to 
the language, which is a common error type ex-

ists in writings of second-language learners; 
Non-Word errors occur when a Chinese charac-
ter is written incorrectly by hand, e.g., miss of a 
stroke. 

Of the five error types, the Substitution errors 
is addressed in this SIGHAN-7 Chinese Spelling 
Check bakeoff and might be referred to as “Chi-
nese spelling error” to emphasize its resemblance 
to counterparts in spelling-based languages such 
as English.  It should be noted that Non-Word 
errors is also a kind of Chinese spelling errors.  It 
is also a common error type in hand-writings of 
second-language learners.  However, since it on-
ly exists in hand-writings of humans and because 
all characters used in computers are legal ones, it 
is not necessary to address this kind of spelling 
errors when given erroneous texts are of elec-
tronic forms. 

The task addressed in SIGHAN-7 is a restrict-
ed type of Substitution errors, where there exists 
at most one continuous error (mis-spelled) char-
acter in its context within a sentence, with only 
one exception in which there is a two-character 
error (Chen, Wu, Yang, & Ku, 2011; C.-L. Liu et 
al., 2010; S.-H. Wu, Chen, Yang, Ku, & Liu, 
2010).  This allows the system to assume that 
when a character is to be corrected, its adjacent 
characters are correct.  The correction procedure 
is comprised of two consecutive steps: 1) Provid-
ing candidate corrections for each character in 
the sentence, and 2) Scoring the altered correc-
tion sentences and identifying which is the best 
corrected sentence (C.-H. Liu et al., 2008; C.-H. 
Wu et al., 2010).  In this paper, a web-based 
measure is employed in the second step to score 
and identify the best correction sentence (Macias, 
Wong, Thangarajah, & Cavedon, 2012). 

This paper is organized as follows.  Section 2 
describes the system architecture for spelling 
error correction.  Section 3 provides the details 
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of the model using web-based measure to score 
candidate corrections.  In Section 4 the experi-
mental setup and results are detailed.  The last 
section summarized the conclusions and future 
work of this paper. 

2 System Overview 

SIGHAN-7 bakeoff is comprised of two sub-
tasks, 1) Error Detection and 2) Error correction.  
Each of the sub-tasks requires the system to re-
port positions where the errors occur.  The phi-
losophy behind the separation of the two sub-
tasks lies in the belief that it is easier to detect if 
there is an error than to locate that error and pro-
vide correction to it. 

In this paper, we took a different philosophy to 
address spelling error correction problem, in 
which there is no separate error detection method 
to detect if there is an error character or where 
the error is in a sentence.  In this paper there is 
the one error correction method for both sub-
tasks.  In our system, if a character is reported 
erroneous, there is always a correction to that 
character; the correction method itself serves as 
an error detection mechanism. 

 

 

Fig. 1. System overview of the proposed spelling 
error correction using web-based measure. 

The overview of our system is shown in Fig. 1.  
The input of the system is a sentence in which an 
erroneous character might occur.  To recover the 
possible error, each character in the sentence is 
assumed to be an error one, and is given re-
placements (which are possible corrections to a 
character) using visually and phonologically sim-
ilar sets provided by SIGHAN-7 bakeoff.  For a 
character ݏ௜ in a sentence ܵ ൌ ሺݏଵ, ,ଶݏ … ,  of n	௡ሻݏ
characters, there will be m possible corrections 

௜ܵ
ଵ, ௜ܵ

ଶ, … , ௜ܵ
௠ and the best correction sentence መܵ௜, 

concerning ݏ௜, can be derived using equation 1. 
 

መܵ௜ ൌ argmax
௝ୀଵ,…,௠

ܯܮ ቀܵ݁݃൫ ௜ܵ
௝൯ቁ (1)

where ܵ݁݃ሺܵ௘ሻ is the function returning Chinese 
segmentation results of sentence ܵ௘ , and  
൫ܯܮ ௚ܵ൯ returns the language  model score of a 
segmented sentence ௚ܵ. 

Therefore, sentence correction candidates 
መܵଵ, መܵଶ, … , መܵ௡  are derived, corresponding to the 
best correction characters, ̂ݏଵ, ,ଶݏ̂ … , ௡ݏ̂ , respec-
tively.  Finally, Equation 2 is used to determine 
which candidate is the best correction, መܵ. 

 
መܵ ൌ argmax

௜ୀଵ,…,௡
ܴ൫ መܵ௜, ௜൯ (2)ݏ̂

 
where ܴሺܵ௖,  ௖ሻ returns the relatedness between aݏ
correction sentence ܵ௖ and its corresponding cor-
rection character ݏ௖  (Macias et al., 2012). The 
description of ܴ is presented in Section 3. 

In the proposed system, if the derived correc-
tion, መܵ, is identical to input sentence, ܵ, it reports 
that there is no error in the sentence.  On the con-
trary, if መܵ  is not identical to ܵ, which indicates 
there is one character difference, the system then 
reports the sentence is detected erroneous along 
with the resulting correction character.  There-
fore there is no independent error detection mod-
ule or procedure in our system; error detection 
itself depends on if the resulting corrections are 
identical to input sentences. 

3 Web-Based Measure 

There are two major directions to improve error 
correction system, 1) Finding correct and concise 
candidate sets for erroneous texts, and 2) Using 
measures such as language model scores to de-
termine which correction sentence is the best 
result (C.-H. Liu et al., 2008; C.-H. Wu et al., 
2010).  In both directions, measures used to 
prune out unlikely candidates and determine the 
best correction are the fundamental technique.  In 
SIGHAN-7 bakeoff, the visually and phonologi-
cally similar characters are provided as correc-
tion candidates.  Therefore the focus of the pro-
posed system lies in the second direction, i.e., to 
provide a measure that will rank correct candi-
dates higher against other candidates. 

To provide information about which of the 
candidates is a better correction, language mod-
els and pointwise mutual information (PMI) are 
commonly used (Chen et al., 2011; C.-L. Liu et 
al., 2010; C.-H. Wu et al., 2010).  Although the 
information is usually trained with a large corpus 

109



such as Chinese Gigaword, they are still insuffi-
cient in general-domain applications. 

To overcome this data insufficiency problem, 
web-based measures for estimating distanc-
es/similarities and relatedness have been pro-
posed as alternative metric for several NLP ap-
plications (Cilibrasi & Vitanyi, 2009; Cilibrasi & 
Vitanyi, 2007; Gracia & Mena, 2008; Lovelyn 
Rose & Chandran, 2012).  In this paper, we mod-
ified a web-based definition of semantic related-
ness metric proposed by (Macias et al., 2012).  
Equation 2 is re-written as Equation 3. 

 
መܵ ൌ argmax

௜ୀଵ,…,௡
ܴ൫ መܵ௜, ௜൯ݏ̂

ൌ argmax
௜ୀଵ,…,௡

∑ ܹሺ݇, ௜ሻ∀௞∈ௌመ೔ݏ̂

ห መܵ௜ห
 

(3)

 
where ܹ  is the “normalized web relatedness” 
and ݇ is a comprising character in the sentence 
correction candidate መܵ௜ .  ห መܵ௜ห indicates the num-
ber of characters in መܵ௜ . The definition of ܹ  is 
provded in Equation 4. 

 
ܹሺ݇, ሻݏ ൌ ݁ି଴.଺ൈ஽ሺ௞,௦ሻ (4)

 
where ܦ is the “normalized web distance” and is 
defined in Equation 5. 

 
,ሺ݇ܦ ሻݏ

ൌ
logሺmaxሺ|݇|, ሻሻ|ݏ| െ logሺ|݇ ∩ ሻ|ݏ

logሺ|ܩ|ሻ െ logሺminሺ|݇|, ሻሻ|ݏ|
 

(5)

 
where |ܩ| is the number of Wikipedia Chinese 
pages, which is 3,063,936 as of the time the sys-
tem is implemented. 

It should be noted that Macias-Galindo et al.’s 
original work is used in English texts.  Currently 
we have not administered any preliminary exper-
iment to find better setups of these equations. 

4 Experiments and Discussions 

In the proposed system, Academia Sinica’s CKIP 
Chinese Segmenter is used to derive segmenta-
tion results (Ma & Chen, 2003) and the language 
model (trigrams using Chen and Goodman’s 
modified Kneser-Ney discounting) is trained us-
ing SRILM with Chinese Gigaword (LDC Cata-
log No.: LDC2003T09) (Stolcke, 2002). 

In a brief summary of the results, our system 
did not perform well in the final test of 
SIGHAN-7 bakeoff.  The authors would like to 
defend the proposed method with a major prob-
lem in the runtime of the final test.  In theory, the 

መܵଵ, መܵଶ, … , መܵ௡ as derived in Equation 1 should all 
be estimated using the web-based measure using 
Equation 2.  However, since the number of sen-
tences in the final test is huge (Sub-Tasks 1 and 2 
each has 1,000 paragraphs and each paragraph 
contains about five Chinese sentences), the 
enormous number of queries sent to the search 
engine (Yahoo!) has caused our experiments be-
ing banned for several times.  To solve this prob-
lem, two strategies were used to complete the 
final test, 1) only three of the candidates 
መܵଵ, መܵଶ, … , መܵ௡  (ranked the highest three using n-
gram) are considered in the final test using web-
based measure, and 2) three computers with dif-
ferent physical IP addresses were setup for the 
experiment.  Therefore, the potential of the pro-
posed method is far from fully exploited.  A 
post-workshop experiment will be administered 
for further analysis of the method. 

Table 1. Comparisons on Error Location Accura-
cy in SIGHAN-7 Sub-Tasks 1 and 2. 

Sub-Task 1 (Detection) Error Location Accuracy
NCKU&YZU-1 0.705 

NTHU-3 0.820 
SinicaCKIP-3 0.771 

SJTU-3 0.809 
NCYU-2 0.652 
NCYU-3 0.748 

Sub-Task 2 (Correction) Location Accuracy 

NCKU&YZU-1 0.117 
NTHU-3 0.454 

SinicaCKIP-3 0.559 
SJTU-3 0.370 

NCYU-2 0.663 
NCYU-3 0.663 

 
The comparisons of the proposed system and 

highly ranked systems in SIGHAN-7 are ex-
cerpted in this section.  The first result that at-
tracts our attention is error location accuracy as 
shown in Table 1.  This is a common measure in 
both Sub-Tasks and is defined as “number of 
sentences error locations are correctly detected” 
over “number of all test sentences”.  The report 
of our system (NCKU&YZU-1) on error location 
accuracy in Sub-Task 1 (Detection) is 0.705, 
whereas it is only 0.117 in Sub-Task 2 (Correc-
tion).  This result puzzled the authors because in 
our system, there is no error detection module.  
Similar results on both Sub-Tasks are expected 
since the same error correction method is used.  
A possible explanation is that the final test cor-
pora of the two Sub-Tasks exhibited substantial 
differences in the composition of correct and er-
roneous sentences or in sentential characteristics.  
The results of other systems reported in both 
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Sub-Tasks seem to support this point of view.  
However, further analysis on the test corpora is 
still needed to clarify this problem. 

Table 2. Comparisons on Error Location 
measures in SIGHAN-7 Sub-Task 1. 

Error Location 
(Detection) 

Accuracy Precision Recall 

NCKU&YZU-1 0.705 0.410 0.137 
NTHU-3 0.820 0.670 0.520 

SinicaCKIP-3 0.771 0.500 0.617 
SJTU-3 0.809 0.710 0.417 

Table 3. Comparisons on Error Detection 
measures in SIGHAN-7 Sub-Task 1. 

Error Detection Accuracy Precision Recall 
NCKU&YZU-1 0.729 0.650 0.217 

NTHU-3 0.861 0.846 0.657 
SinicaCKIP-3 0.842 0.692 0.853 

SJTU-3 0.844 0.909 0.533 
NTOU-1 0.314 0.304 1.000 

 
Tables 2 and 3 show the results on error loca-

tion detection and error detection in Sub-Task 1 
(Detection).  The difference between these two is 
that “error location detection” requires the de-
tected location is correct while “error detection” 
will report correctly detected even the locations 
in sentences is not correct.  Therefore it is ex-
pected that scores of Error Location Detection 
are a little bit higher than those of Error Detec-
tion.  Our system exhibits a relative smaller dif-
ference between these two scores, 2.4%, com-
pared to other systems. 

The major weakness of our system is its low 
recall rate, which might be the result of not ap-
plying an error detection module.  Therefore an 
error detection method using web-based measure 
will be examined in our future work. 

Table 4. Comparisons on False-Alarm Rate and 
Detection Accuracy in SIGHAN-7 Sub-Task 1. 

Error Detection False-Alarm Rate Accuracy 
NCKU&YZU-1 0.050 0.729 

NTHU-3 0.051 0.861 
SinicaCKIP-3 0.163 0.842 

SJTU-3 0.023 0.844 

Table 5. Comparisons on Correction Accuracy 
and Precision in SIGHAN-7 Sub-Task 2. 

Error Correction Accuracy Precision 
NCKU&YZU-1 0.109 0.466 

NTHU-3 0.443 0.700 
SinicaCKIP-3 0.516 0.616 

SJTU-3 0.356 0.705 
NCYU-2 0.625 0.703 
NCYU-3 0.625 0.703 

 

Table 4 shows the error detection accuracy of 
our system is significantly lower although False-
Alarm Rate is relatively small.  The correction 
accuracy and precision are also much lower than 
high-ranked systems in the Bakeoff, as shown in 
Table 5.  Further investigation is required to ex-
amine if more thoroughly exploiting web-based 
measures will provide useful additional infor-
mation for the purpose of Chinese spelling error 
detection and correction. 

5 Conclusions and Future Work 

In this paper, a web-based measure is employed 
in addition to language models as a metric to 
score sentence correction candidates.  The goal 
of this approach is to exploit as much texts (i.e., 
the web) as possible to provide useful infor-
mation for error correction purposes. 

The approach’s major obstacle to participate 
in the Bakeoff’s final test is our limited resources 
to access the results of search engines within two 
days.  This has forced our final participating sys-
tem to only take advantage of web-based meas-
ure in correction candidates’ very last decisions.  
Further experiments administered on more thor-
ough uses of web-based measure are required in 
the applications of Chinese spelling errors detec-
tion and correction. 

The results of our system have confirmed the 
value of using a separate error detection module, 
i.e., detecting if there is an error in a sentence 
regardless where the error situated, such that sen-
tences with no (detected) errors won’t go through 
the error correction module. 

Our direct future work would consist of 1) the 
inclusion of a separate error detection module, 
and 2) the administering of experiments exploit-
ing web-based measure conforming to the meth-
od described in Section 3.  A decomposition ap-
proach of web-based measure is also desirable to 
minimize runtime reliance on search engines. 
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