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Abstract 

Recent studies refocus on usage of the Naïve 

Bayes model in unsupervised word sense dis-

ambiguation (WSD). They discuss the issue 

of feature selection for this statistical model, 

when used as clustering technique, and com-

ment (Hristea, 2012) that it still holds a prom-

ise for unsupervised WSD. Within the vari-

ous investigated types of feature selection, 

this ongoing research concentrates on syntac-

tic dependency-based features, introduced in 

(Hristea and Colhon, 2012) with respect to 

adjectives only. We hereby extend the men-

tioned approach to the case of nouns and rec-

ommend the further investigation of this 

promising feature selection method.   

1 Introduction 

While the Naïve Bayes model has been widely 

and successfully used in supervised WSD (Navi-

gli, 2009), its usage in unsupervised WSD has 

led to more modest disambiguation results and is 

less frequent. However, more recent studies 

(Hristea, 2012) state that this statistical model 

still holds a promise for unsupervised WSD. 

The Naïve Bayes model needs to be fed 

knowledge (of various natures) in order to per-

form well as clustering technique for unsuper-

vised WSD (Hristea, 2012). Three different 

sources of such knowledge have been predomi-

nantly examined and compared: WordNet 

(Hristea et al., 2008; Hristea, 2009; Hristea and 

Popescu, 2009), web N-grams (Preotiuc and 

Hristea, 2012) and dependency relations (Hristea 

and Colhon, 2012; Hristea, 2012). While most of 

these studies discuss all three major parts of 

speech (nouns, adjectives, verbs), the syntactic 

dependency-based feature selection method has 

been applied to adjectives only (Hristea and 

Colhon, 2012; Hristea, 2012). With the conclu-

sion that the Naïve Bayes model reacts well in 

the presence of syntactic knowledge of this type 

and that dependency-based feature selection for 

the Naïve Bayes model is a reliable alternative to 

other existing ones. In fact, for the studied adjec-

tives, this type of syntactic feature selection has 

provided the best disambiguation results 

(Hristea, 2012). Following the line of reasoning 

of the mentioned studies, we hereby extend the 

disambiguation method they propose to nouns, 

while exemplifying with tests concerning the 

nouns line and interest. 
Although dependency-based semantic space 

models have been studied and discussed by sev-

eral authors (Padó !"#$ %!&!'!($ )**+,$ -./'!/0($

2008; Chen et al., 2009), to our knowledge, 

grammatical dependencies have been used in 

conjunction with the Naïve Bayes model only 

very recently (Hristea and Colhon, 2012; Hristea, 

2012). The latter authors follow the line of rea-

soning of Padó and Lapata (2007) which they 

adapt to the particularities of the involved statis-

tical model. 

The present study investigates the usage of 

syntactic features provided by dependency rela-

tions as defined by the classical Dependency 

Grammar formalism (Tesnière, 1959) and as 

proposed in (Hristea and Colhon, 2012; Hristea, 

2012). The semantic space we present to the Na-

ïve Bayes model for unsupervised WSD will be 

based on dependency relations extracted from 

natural language texts via a syntactic parser. In 

order to ensure the same testing setup as the one 

used in the mentioned studies (Hristea and 

Colhon, 2012; Hristea, 2012), we shall be mak-

ing use of a PCFG parser, namely the Stanford 

parser (Klein and Manning, 2003), for extracting 

syntactic dependency relations that will indicate 

the disambiguation vocabulary required by the 

Naïve Bayes model. When using dependency-

based syntactic features this disambiguation vo-
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cabulary is formed by taking into account all 
words that participate in the considered depend-
encies. Also in order to ensure the same testing 
setup, we shall be estimating the model parame-
ters using the Expectation-Maximization algo-
rithm (Dempster et al., 1977). Our approach to 
feature selection is that of implementing a Naïve 
Bayes model that uses as features the actual 
words occurring in the context window of the 
target and decreases the existing number of fea-
tures by selecting a restricted number of such 
words, as indicated by the chosen dependency 
relations. The size of the feature set must be re-
duced in order to decrease the number of pa-
rameters which are to be estimated by the EM 
algorithm for unsupervised WSD. 

2 Design of the experiments 

Our approach will take into account the final 
conclusions drawn in (Hristea, 2012) with re-
spect to dependency-based feature selection for 
the Naïve Bayes model. According to this most 
recent study, several particularities determined 
by the involved statistical model stand out. When 
using the Stanford parser a projective1 type anal-
ysis is recommended. This is in accordance with 
the classical dependency grammar theory and has 
previously (Hristea, 2012) improved disambigua-
tion accuracy in the case of adjectives. Accord-
ing to the same study, directionality of the de-
pendency relations counts and the head role of 
the target (word to be disambiguated) is essen-
tial. The type of the dependencies is equally of 
the essence. It seems sufficient to use first order 
dependencies (direct relationships between the 
target and other words). A small number of de-
pendency types should be considered, preferably 
just one, in order to decrease the number of pa-
rameters that will be estimated by the EM algo-
rithm. Some of these conclusions were deter-
mined specifically by the nature of the involved 
statistical model, others by the fact that the Naïve 
Bayes model is trained with the EM algorithm. 
For instance, contrary to other authors, who, 
when discussing the construction of a dependen-
cy-based semantic space in general, consider that 
“directed  paths  would limit the context too se-
verely”  (Padó and Lapata, 2007), Hristea and 
Colhon (2012) have taken into account both un-
directed and directed paths - with the latter 
providing the best test results. The Naïve Bayes 
model seemed to react strongly to the direction-
                                                 
1 Which does not allow the arches denoting the dependency 
relations to intersect. 

ality of dependency relations and considering 
this directionality was essential when forming 
the disambiguation vocabulary. 

Following this line of work, which is typical 
for the Naïve Bayes model, when disambiguating 
the nouns line and interest, we have considered a 
single type of first order dependencies having the 
target word as head and have collected all other 
words involved in these dependencies in order to 
form the disambiguation vocabulary. 

2.1 Noun exper iment 

In the case of nouns we have used as test data the 
line corpus (Leacock et al., 1993; Mooney, 1996) 
and the interest corpus (Bruce and Wiebe, 1994). 
Within the present approach to disambiguation, 
the value of a feature is given by the number of 
occurrences of the corresponding word in the 
given context window (which is hereby repre-
sented by the entire sentence). Since the process 
of feature selection is based on the restriction of 
the disambiguation vocabulary, it is possible for 
certain instances not to contain any of the rele-
vant (chosen) words forming this vocabulary. 
Such instances will have null values correspond-
ing to all features. These instances do not con-
tribute to the learning process. However, they 
have been taken into account in the evaluation 
stage of our experiments. Corresponding to these 
instances, the algorithm assigns the sense for 
which the value estimated by the EM algorithm 
is maximal. In order to enable comparison with 
the mentioned studies, performance is evaluated 
in terms of accuracy. Also in order to enable 
comparison with previous work, we have ex-
tracted the contexts corresponding to 3 chosen 
senses of the studied nouns, as shown in Table 1 
(for line) and Table 2 (for interest), respectively. 
Another reason for performing this reduction to 3 
senses was to verify to what extent the existence 
of a majority sense in the distribution of senses 
influences the performances of the discussed dis-
ambiguation method. Corresponding to the dis-
tribution of senses shown in Table 1 (for line) 
and in Table 2 (for interest) we have extracted all 
existing dependency relations using Stanford 
Parser.  
    In order to choose a specific type of depend-
ency for the discussed disambiguation method, 
we have isolated all dependency relations having 
the target word as head and have classified them 
according to their frequency and their relevance. 
(Namely dependencies between the target and 
dependents which are not content words have 
been eliminated). The most frequent dependency 
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relations thus obtained were amod (adjectival 
modifier) and nn (noun compound modifier)2. 

 
 
Sense Count 
Telephone connection 429 (37.33%) 
Formation of people or things; 
queue 

349 (30.37%) 

A thin, flexible object; cord 371 (32.28%) 
Total count 1149 
Table 1 Distribution of the 3 chosen sense of line 

 
Sense Count 
Money paid for the use of money 1252 (53%) 
A share in a company or business 500 (21%) 
Readiness to give attention 361 (15%) 
Total count 2113 

Table 2 Distribution of the 3 chosen senses of 
interest 

 
We have started by taking into account both 
these relations since it is not presupposed that the 
most frequent dependency will provide the best 
disambiguation result. However, we are interest-
ed in frequent dependencies in order to minimize 
the number of instances having null values corre-
sponding to all features (thus ensuring good cor-
pus coverage). On the other hand, frequent de-
pendencies will provide a greater number of fea-
tures, resulting in a greater number of parameters 
that are to be estimated by the EM algorithm. 
These aspects, which, quite surprisingly, are not 
of linguistic nature, make the choice of the de-
pendency type to be used in disambiguation a 
quite delicate one. The present study makes use 
of the mentioned amod and nn dependency rela-
tions. The disambiguation vocabulary was ob-
tained by retaining all words that are dependents 
of the target within each of these relations, con-
sidered separately. Two distinct disambiguation 
vocabularies were thus created and tests have 
been performed corresponding to each of them. 
The number of contexts and features for each of 
the considered nouns and dependency relations 
can be seen in Table 3. 

 
Corpus line interest 
No. of contexts 1150 2112 
No. of senses 3 3 
No. of nn features 104 65 
No. of amod features 101 102 

Table 3 Corpora features 
                                                 
2 For both of which see the Stanford Parser Manual (de 
Marneffe and Manning, 2012). 

3 T est results 

Performance is evaluated in terms of accuracy, as 
in (Hristea and Colhon, 2012; Hristea, 2012). In 
the case of unsupervised disambiguation defining 
accuracy is not as straightforward as in the su-
pervised cased. The objective is to divide the 
given instances of the ambiguous word into a 
specified number of sense groups, which are in 
no way connected to the sense tags existing in 
the corpus. These sense groups are then mapped 
to the sense tags of the annotated corpus. The 
mapping that results in the highest classification 
accuracy is chosen. The discussed test results 
will represent the average accuracy and standard 
deviation obtained by the learning procedure 
over 1000 random trials while using the entire 
sentence as context window and a threshold ε 
having the value 10-9. As in (Hristea and Colhon, 
2012; Hristea, 2012), apart from accuracy, the 
following type of information is also provided: 
number of features resulting in the experiment 
and percentage of instances having only null fea-
tures. 

At the first stage of our experiment, we have 
performed 100 random trials, both for line and 
for interest, corresponding to the nn and the 
amod relations, respectively. We have analyzed 
the obtained results after 10% of the intended 
tests in order to observe the differences between 
the two involved dependency relations. These 
results are presented in Table 4. 

After the first 100 random trials, the differ-
ences between results obtained with the two con-
sidered relations have become visible.  

 
Target 
word 

Relation No. of 
features 

Accuracy 

line amod 101 .544±.08 
nn 104 .579±.08 

interest amod 102 .684±.08 
nn 65 .686±.07 

Table 4 Test results for line and interest after 100 
random trials 

 
Corresponding to both nouns the obtained ac-

curacy is higher in the case of the nn dependency 
relation. For line the “nn accuracy” is significant-
ly higher. This has determined us to perform the 
remaining 900 random trials using the nn rela-
tion, in the case of both nouns. The obtained test 
results are shown in Table 5. 

Let us note that the nn and amod relations 
have a similar frequency in the line corpus, while 
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the frequency of the amod relation is significant-
ly higher within the interest corpus3. 

 
Target 
word 

No. of 
features 

Percentage 
of  instances 

having only null 
features 

Accuracy 

line 104 15.7 .584±.09 
interest 65 38.2 .683±.07 
Table 5 Disambiguation accuracy corresponding 
to the nn dependency relation after 1000 random 

trials 
 
In spite of this, a higher disambiguation accuracy 
seems to be obtained using the nn dependency 
relation. In the case of interest this can be ex-
pected since the number of resulting features is 
smaller, minimizing the number of parameters 
that are to be estimated by the EM algorithm. In 
the case of line this observation does not hold, 
but the difference between the number of result-
ing features is not significant (see Table 4). The 
final obtained disambiguation results clearly 
show that the dependency relation which is most 
frequently occurring in a corpus is not necessari-
ly the most relevant one for unsupervised WSD 
of this type.  
 
3.1  Further analysis of the results 
 
We have compared the disambiguation accuracy 
obtained when performing syntactic dependency-
based feature selection with that resulting when 
using other types of features, proposed by the 
relatively recent literature: semantic WordNet 
(WN) features (Hristea et al., 2008) and N-gram 
features (Preotiuc and Hristea, 2012). These au-
thors report test results for the noun line. 

In the case of the three chosen senses of line, 
the best reported accuracy when using WN fea-
tures was 0.591 ± .06, obtained with 229 features 
and with only 15.1% instances having only null 
features. The N-grams feature selection method 
reports as highest accuracy 0.547%, obtained for 
a context window of size 5 and for the 5-line-100 
feature set4. As shown in Table 5, the best ob-
tained dependency-based accuracy is 0.584 ± 

                                                 
3 In the subcorpus corresponding to the three chosen senses 
of line the amod relation occurs 1638 times while the nn 
relation occurs 1657 times. In the interest subcorpus the 
amod relation occurs 5410 times while the nn relation oc-
curs 4634 times. 
4 Preotiuc and Hristea ( 2012) use the following notation: n-
w-t represents the set containing the top t words occurring in 
N-grams together with the word w. 

.09, a result which, at first glance, would encour-
age us to prefer semantic WN-based feature sets. 

We have further performed tests for the three 
chosen senses of interest using both mentioned 
feature selection methods and within the same 
testing setup. 

In the case of interest, WN feature selection 
results in a maximum accuracy of 0.587 ± 3.3 
when using 18 features that ensure 15.9% corpus 
coverage. Corresponding to N-gram feature se-
lection we have performed tests with the set of 
features that had provided the best result for line. 
The obtained accuracy was 44.15% ± 1.97%. 
With respect to interest dependency-based fea-
ture selection clearly outperforms both these 
methods (see Table 5). 

In fact, we can state that this type of syntactic 
feature selection is recommended in the case of 
both studied nouns. Since corresponding to line 
the number of features used in disambiguation by 
WN feature selection is much greater (more than 
double) than the one provided by dependency 
relations. Which makes us believe that, when 
moving to 6 senses of line, namely to more fine-
grained disambiguation, accuracy will drop se-
verely if using this method. In the case of inter-
est, where the number of resulting features is 
low, one should notice the very low corpus cov-
erage. This is probably due to the fact that the 
synsets corresponding to the three chosen senses 
of interest do not have many semantic relations 
in WordNet. Due to possible very reduced corpus 
coverage, we cannot recommend a feature selec-
tion method relying solely on the number of WN 
relations corresponding to a specific synset. 
 
4.  Conclusions and future work 
 
So far, syntactic dependency-based feature selec-
tion for unsupervised WSD with an underlying 
Naïve Bayes model seems a reliable alternative 
to other existing ones. It has already been rec-
ommended for adjectives (Hristea, 2012). Con-
cerning nouns, our next step will be to use it for 
more fine-grained sense disambiguation, namely 
in the case of all 6 senses of line and of interest. 
Using other test data is also intended. The choice 
of the dependency type to be used in noun dis-
ambiguation should also be subject to further 
investigation, especially in establishing if a con-
nection exists between the frequency of occur-
rence of a dependency type and disambiguation 
accuracy. Augmenting the role of linguistic 
knowledge in informing the construction of this 
semantic space is also a future goal. 
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