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Abstract (3) Eggsdo not have a negative impact on people
suffering from_heart diseases

We investigate the task of detecting reli- . . . L
9 g (4) According to a leading medical scientistthe

able statements about food-health relation-

ships from natural language texts. For that consumption oggsdoes not have a negative
purpose, we created a specially annotated impact on people suffering from heart diseases
web corpus from forum entries discussing the (5) I'm suffering from a_heart diseasand all my
healthiness of certain food items. We ex- life I've been eating mangggs it never had

amine a set of task-specific features (mostly)
based on linguistic insights that are instrumen-

tal in finding utterances that are commonly ) o
perceived as reliable. These features are in- In this work, we will mine a web corpus of fo-

corporated in a supervised classifier and com-  rum entries for such relations. Social media are a
pared against standard features that are widely  promising source of such knowledge as, firstly, the
used for various tasks in natural language pro-  |anguage employed is not very technical and thus,
cessing, such as bag of words, part-of speech njike medical texts, accessible to the general pub-
and syntactic parse information. lic. Secondly, social media can be considered as an
. exclusive repository opopular wisdom With re-
1 Introduction gard to the health conditions, we can find, for ex-

In this paper, we explore some linguistic high-leveRmple, home remedies. Despite the fact that many
features to detect food-health relationships in natur&f them are not scientifically proven, there is still a
language texts that are perceived reliable. By fooddreat interest in that type of knowledge. However,
health relationships we mean relations that claiffven though such content is usually not subject to

that a food item is suitable (1) or unsuitable (2) fo@y s_cientific review, users WOl_Jld appreciate an au-
some particular health condition. tomatic assessment of the quality of each relation ex-

. . . pressed. In this work, we attempt a first step towards
(1) Baking sodais an approved remedy againStis endeavour by automatically classifying these ut-

any impact on my well-being.

heartburn terances with regard teliability.
(2) Eﬁ;gg(%mwomen should not consume The features we examine will be (mostly) based

on linguistic insights that are instrumental in finding

The same health claim may be uttered in differutterances that are commonly perceived as reliable.
ent ways (3)-(5) and, as a consequence, may be pdihese features are incorporated in a supervised clas-
ceived and judged differently. For the automatic exsifier and compared against standard features that
traction of health claims, we believe that statementare widely used for various tasks in natural language
that are perceived asliable (4)-(5) are the mostim- processing, such as bag of words, part-of speech and
portant to retrieve. syntactic parse information.

69

Proceedings of the Workshop on Language in Social Media (LASM 2013), pages 69-79,
Atlanta, Georgia, June 13 2013. (©)2013 Association for Computational Linguistics



Our experiments are carried out on German datérom Wiegand et al. (2012b). In tota2604 sen-
We believe, however, that our findings carry ovetences were thus obtained.
to other languages since the linguistic aspects that For the manual annotation, each target sentence
we address are (mostly) language universal. For tifee. a sentence with a co-occurrence of target food
sake of general accessibility, all examples will bétem and health condition) was presented in combi-

given as English translations. nation with the two sentences immediately preced-
ing and following it. Each target sentence was man-
2 Related Work ually assigned two labels, one specifying the type

As far as the extraction of health relations fromPf Suitability (§3.1) and another specifying whether
social media are concerned, the prediction of epfl€ relation expressed is considered reliable or not
demics (Fisichella et al., 2011; Torii et al., 201183-2).

Diaz-Aviles et al., 2012; Munro et al., 2012) has re-

cently attracted the attention of the research comm&—'l Types of Suitability

nity. The suitability-label indicates whether a polar rela-
Relation extraction involving food items has alsdionship holds between the target food item and the
been explored in the context of ontology aligntarget health condition, and if so, which. Rather than
ment (van Hage et al., 2005; van Hage et al., 200@4st focusing on positive polarity, i.e. suitability,
van Hage et al., 2010) and also as a means of knov@nd negative polarity, i.e. unsuitability, we consider
edge acquisition for virtual customer advice in a sumore fine-grained classes. As such, the suitability-
permarket (Wiegand et al., 2012a). label does not provide any explicit information about
The works most closely related to this paper arée reliability of the utterance. In principle, ev-
Yang et al. (2011) and Miao et al. (2012). Bothery polar relationship between target food item and
of these works address the extraction of food-healfgalth condition expressed in a text could also be
relationships. Unlike this work, they extract rela-formulated in such away that it is perceived reliable.
tions from scientific biomedical texts rather than soln this work, we will consider the suitability-label as
cial media. Yang et al. (2011) also cover the tas@iven. We use it as a feature in order to measure the
of strength analysisvhich bears some resemblancecorrelation between suitability and reliability. The
to the task of finding reliable utterances to some ex!sage of fine-grained labels is to investigate whether
tent. However, the features applied to that classificgubclasses of suitability or unsuitability have a ten-
tion task are only standard features, such as bag @ency to co-occur with reliability. (In other words:

words. we may assume differences among labels with the
. same polarity type.) We define the following set of
3 Data & Annotation fine-grained suitability-labels:

As a corpus for our experiments, we used a cravg 1.1  Suitable (SUIT)
of chefkoch.dk (Wiegand et al., 2012a) consisting

of 418,558 webpages of food-related forum entrlesthe consumption of the target food item is claimed to

chefkoch.dés the largest web portal for food-related . .
issues in the German language. From this datasgte suitable for people affected by a particular health

, X g _condition (6). Bysuitable we mean that there will
sentences in which some food item co-occurred WIIFIO dition (6). Bysuitable we mean that there

" ) not be a negative effect on the health of a person
some health condition (e.gpregnancy diarrhoea .
. .. once he or she consumes the target food item. How-
or flu) were extracted. (In the following, we will

also refer to these entities #arget food itemand ever, this relation type does not state that the con-

target health conditior) The food items were iden- St;rrrslr;::oenit;]se:lkely to improve the condition of the
tified with the help of GermaNet (Hamp and FeId—Io '
weg, 1997), the German version of WordNet (MiIIeré6)

et al.,, 1990), and the health conditions were use

SUIT encompasses all those statements in which

| also got dermatitisvhich is why my mother
usedspelt flour[instead of wheat flour]; you
“wwy. chef koch. de don't taste a difference.
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positive labels | BENEF, SUIT, PREVENT 3.2 Reliability
negative labels | UNSUIT, CAUSE

Each utterance was additionally labeled as to
Table 1: Categorization of suitability-labels. whether it was considered reliable (4)-(5) or not (3).
It is this label that we try to predict in this work. By
. reliable, we understand utterances in which the re-
3.1.2 Beneficial (BENEF) lations expressed are convincing in the sense that a
While SUIT only states that the consumption ofeputable source is cited, some explanation or empir-
the target food item is suitable for people with a parica| evidence for the relation is given, or the relation
ticular health condition, BENEF actually states thafself is emphasized by the speaker. In this work,
the consumption alleviates the symptoms of the coRge are exclusively interested in detecting utterances
dition or even cures it (7). While both SUIT andhich areperceivedeliable by the reader. We leave
BENEF have a positive polarity, SUIT is much morezside whether the statements from our text corpus
neutral than BENEF. are actually correct. Our aim is to identify linguis-
tic cues that evoke the impression refiability on

(7) Usually, a glass afnilk helps me when | got a behalf of the reader.

sore throat

3.3 Class Distributions and Annotation

3.1.3 Prevention (PREVENT) Agreement

An even stronger positive effect than the relationl_

tvpe BENEF presents PREVENT which claims tha able 2 depicts the distribution of the reliability-
yp b : f bels on our corpus while Table 3 lists the class dis-
the consumption of the target food item can prevent., " o : .
. . ribution of the suitability-labels including the pro-
the outbreak of a particular disease (8). . . .
portion of the reliable instances among each cate-

(8) Citric acid largely reduces the chances ofd0ry- The proportion of reliable instances varies

kidney stoneso develop. quite a lot among the different suitability-labels,
- which indicates that the suitability may be some ef-
3.1.4 Unsuitable (UNSUIT) fective feature.

UNSUIT describes cases in which the consump- Note that the class OTHER in Table 3 comprises
tion of the target food item is deemed unsuitable (g)all instances in which the co-occurrence of a health
Unsuitability means that one expects a negative efondition and a food item was co-incidental (11) or
fect (but it need not be mentioned explicitly), thathere was some embedding that discarded the valid-
is, a deterioration of the health situation on the pafty Of the respective suitability-relation, as it is the
of the person who is affected by a particular healt§ase, for example, in questions (12).

condition. (12) It's not his_diabete$'m concerned about but

(9) Raw milk cheesshould not be eaten during the enormous amounts faft that he consumes.
pregnancy (12) Does anyone know whether | can &afu dur-
- ing my pregnancy

3.1.5 Causation (CAUSE) _ _
CAUSE is the negative counterpart of PREVENT In order to measure interannotation agreement,
It states that the consumption of the target food iteff COllected for three health conditions their co-

can actually cause a particular health condition (10 ccurrences with any food |'Eem. For the suitability-
abels we computed Cohenis = 0.76 and for the

(10) It's acommon fact that the regular consumptioriéliability-labels~ = 0.61. The agreement for reli-
of cokecauses caries ability is lower than for suitability. We assume that
the reason for that lies in the highly subjective no-
The suitability-labels can also be further sepation of reliability. Still, both agreements can be in-
rated into two polar classes (i.e. positive and nedgerpreted asubstantialLandis and Koch, 1977) and
ative labels) as displayed in Table 1. should be sufficiently high for our experiments.
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Type Frequency Percentage (15) You can treat nauseaith ginger very effec-

Reliable 480 18.43 tivel

Not Reliable 2124 81.57 vely.
Table 2: Distribution of the reliability-labels. The intensifiers we use are a translation of the lex-

icon introduced in Wilson et al. (2005). For the de-
Type Frequency Perc. | Perc. Reliable tection, we divide that list into two groups:
BENEF 502 19.28 33.39 , .
CAUSE 487 1851 2957 The first group INTENggmpl6 are ungmblguous
suIT 428 16.44 17.91 adverbs that always function as intensifiers no mat-
UNSUIT 277 10.64 34.05 ter in which context they appear (e.gery or ex-
PREVENT 74 284 14.04 |
OTHER 841 3230 0.00 tremely. _ _
The second group includes more ambiguous ex-

Table 3: Distribution of the SUItablllty-Iabels. pressionS, such as adjectives that only function as

an intensifier if they modify a polar expression
(e.g. horrible pain or terribly nice) otherwise they
function as typical polar expressions (e.gyou
4.1 Task-specific High-level Feature Types are horrible~ or he sang terribly). We employ
We now describe the different task-specific hightwo methods to detect these ambiguous expressions.
level feature types. We call thehigh-levelfeature INTENS,04, réquires a polar expression of a polar-
types since they model concepts that typically gerity lexicon to be modified by the intensifier, while
eralize over sets of individual words (i.e. low-levellNTENS, ; requires an adjective to be modified. In
features). order to identify polar expressions we use the polar-
ity lexicon underlying thePolArt system (Klenner
4.1.1 Explanatory Statements (EXPL) et al., 2009). We also consider adjectives since we
The most obvious type of reliability is a mustassume that our polarity lexicon does not cover
suitability-relation that is also accompanied by somall possible polar expressions. We chose adjectives
explanatory statement. That is, some reason for thg a complement criterion as this part of speech is
relation expressed is given (13). We detect reasoR@own to contain most polar expressions (Hatzivas-

by scanning a sentence for typical discourse cugioglou and McKeown, 1997; Hatzivassiloglou and
(more precisely: conjunctions) that anchor such repfiebe, 2000).
marks, e.gwhich is whyor because

4 Feature Design

: . e . 4.1.4 Strong Polar Expressions (STROPO)
(13) Honeyhas an antiseptic effegthich is why it o o
is an ideal additive to milk in order to cure a 'Nstead of adding intensifiers in order to put more

sore throat emphasis to a remark (84.1.3), one may also use
o polar expressions that convey a high polar inten-
4.1.2 Frequent Observation (FREQ) sity (16). For instancenice and excellentrefer to
If a speaker claims to have witnessed a certaithe same scale and convey positive polarity dx#
relation very frequently or even at all times, thercellenthas a much higher polar intensity thaite
there is a high likelihood that this relation actuallyTaboada et al. (2011) introduced an English polar-
holds (14). We use a set of adverbs (18 expressionisy lexicon SO-CALin which polar expressions were
that express high frequency (e.gften frequently also assigned an intensity label. As our German

etc.) or constancy (e.glways at all timesetc.). polarity lexicon (84.1.3) does not contain compara-
(14) Whatalwayshelps me when | have the fis a ble intensity Iapels, y\{e used a Germap tranglatlon
hot chicken broth of SQ—CAL_We |dent|f_|ed polar expressions with a
B high intensity score (i.e£4 or +5) asstrong po-
4.1.3 |Intensifiers (INTENS) lar expressions It includes221 highly positive and

Some utterances may also be perceived reliable3fi4 highly negative polar expressions. We also dis-
their speaker adds some emphasis to them. One wiyguish the polarity type (i.e. STROPCQefers to
of doing so is by adding intensifiers to a remark (15)positive and STROPOrefers to negative polarity).
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(16) Baking sodais an excellent remedy against 4.1.7 Doctors’ Prescriptions (PRESC)

heartburn Some of our food-health relations are also men-

tioned in the context of doctors’ prescriptions (5).
4.1.5  Superlatives (SUPER) That is, a doctor may prescribe a patient to con-
Another way of expressing high polar intensity issume a particular food item since it is considered
by applying superlatives (17). Superlatives can onlguitable for their health condition, or he/she may
be formed from gradable adjectives. At the samtorbid a food item in case it is considered unsuit-
time, the greatest amount of such adjectives are algéble. As already pointed out in §4.1.6, doctors usu-
subjective expressions (Hatzivassiloglou and Wieb@lly present an authority with regard to food-health
2000). As a consequence, the detection of thikelations. That is why, their remarks should be con-
grammatical category does not depend on a subjegidered reliable.
tivity/polarity lexicon but on simple morphological In order to detect doctors’ prescriptions, we
suffixes (e.g. -estin strongesf or combinations mainly look for (modal) verbs in a sentence that ex-
with certain modifiers (e.gnostin most terrifig. press obligations or prohibitions. We found that, on
our dataset, people rarely mention their doctor ex-
(17) Baking sodais the most effective remedy plicitly if they refer to a particular prescription. In-
against heartburn stead, they just mention that they must or must not
consume a particular food item. From the context,
4.1.6 Statements Made by Authorities (AUTH) however, it is obvious that they refer to their doc-

. : tor’s prescription (18).
If a statement is quoted from an authority, then it P P (18)

is usually perceived more reliable than other state- )

ments (4). Authorities in our domain are mostly sci{18) Due to my diabetesmust not eat anysweets
entists and medical doctors. Not only does a men-

tion of those types of professions indicate an autho#.1.8 Hedge Cues (HEDGE)

ity but also the citation of their work. Therefore, \yhie gl previous features were designed to iden-
for this feature we also scan for expressions, such §g cases of reliable statements, we also include fea-
journal, report, surveyetc. Our final look-up list Of ¢,re5 that indicate the opposite. The most obvious

cues comprises3 expressions. type of utterances that are commonly considered un-

We also considered using the knowledge of usggjiable are so-calletedgegLakoff, 1973) or spec-
profiles in order to identify speakers whose profesgjations (19).

sion fall under our defined set of authorities. Unfor-

tunately, the overwhelming majority of users wh 19) Cokemay cause cancer

actually specified their profession cannot be consid- -

ered as authorities (for the relations that we are inteEor this feature. we use a German translation of En-

ested in) by mere consideration of their professmnglish cue words that have been found useful in pre-

vious work (Morante and Daelemans, 2009) which
eresults in47 different expressions.

Most users ofthefkoch.dare either office employ-
ees, housewifes, students or chefs. Less tffaare

authorities according to our definition. Due to th
severe sparsity of authorities, we refrained from Usi 1 g Types of Suitability-Relations (REL)

ing the professions as they are specified in the user
profiles. Finally, we also incorporate the information

about what type of suitability-relation a statement
’We could not use part-of-speech tagging for the deteowas labeled with. The suitability-labels were al-
tion of superlatives since, unlike the standard English-p&r ready presented and motivated in §3.1. The con-

speech tag set (i.e. the Penn Treebank Tag Set (Marcus et a| .
1993)), information regarding gradation (i.e. compamtnd Erete features are: REkr (83.1.1), RElzpner

superlative) is not reflected in the standard German tag.set ( (83.1.2), RElrpvent (83.1.3), RElnsurr
Stuttgart Tubinger Tag Set (Schiller et al., 1995)). (83.1.4), RElgaysk (83.1.5).
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Suffix Description Features | Description |
-“WNDy,,q | context window around food item all trivial classifier that always predicts a reliable stafe-
-WND,,,q | contextwindow around health conditiop ment
-TS target sentence only bow bag-of-words features: all words between the target
-EC entire (instance) context food item and target health condition and the words
immediately preceding and following each of them
Table 4: Variants for the individual feature types. pos part-of-speech features: part-of-speech sequence be-

tween target food item and health condition and tags
of the words immediately preceding and following
each of the target expressions

. synt path from syntactic parse tree from target food item
4.2 Variants of Feature Types to target health condition
task all task-specific high-level feature types from 8§41

with their respective variants (84.2)

For our feature types we examine several variants
that differ in the size of context/scope. We distin- Table 5: Description of all feature sets.

guish between the target sentence and the entire con-

text of an instance, i.e. the target sentence plus the _

two preceding and following sentences (§3). If onlyp  EXxperiments

the target sentence is considered, we can al_so €Q83ch instance to be classified is a sentence in which
fine the occurrence of a cue word to a fixed wWindow, .« is a co-occurrence of a target food item and

(comprising5 words) either around the target fOOda target health condition along its respective con-

item or the target health condition rather than cong, sentences (§3). We only consider sentences in
sidering the entire sentence. which the co-occurrence expresses an actual Suit-
Small contexts usually offer a good precision. Foability relationship between the target food item and
example, if a feature type occurs nearby a mentiothe target health condition, that is, we ignore in-
of the target food item or health condition, the feastances labeled with the suitability-label OTHER
ture type and the target expression are likely to bgg3.3). We make this restriction as the instances
related to each other. The downside of such narrolsibeled as OTHER are not eligible for being reli-
contexts is that they may be too sparse. Wide comble statements (Table 3). In this work, we take the
texts may be better suited to situations in which guitability-labels for granted (this allows us to easily
high recall is desirable. However, ambiguous feaexclude the instances labeled as OTHER). The au-
ture types may perform poorly with these contextsomatic detection of suitability-labels would require
as their co-occurrence with a target expression ataadifferent classifier with a different set of features
large distance is likely to be co-incidental. whose appropriate discussion would be beyond the

Table 4 lists all the variants that we use. Thes&COPe of this paper.
variants are applied to all feature types except th.g1 Comparison of the Different Task-specific
types of suitability (84.1.9) as this label has only High-level Features

been assigned to an entire target sentence. i ] ]
In our first experiment, we want to find out how

the different task-specific high-level features that we
4.3 Other Features have proposed in this work compare to each other.

More specifically, we want to find out how the in-
Table 5 lists the entire set of features that we exdividual features correlate with the utterances that
amine in this work. The simplest classifier that wéhave been manually marked as reliable. For that
can construct for our task is a trivial classifier thapurpose, Table 6 shows the top 20 features accord-
predicts all statements as reliable statements. Timg to Chi-square feature selection computed with
remaining features comprise bag of words, part-oMWEKA (Witten and Frank, 2005). More informa-
speech and syntactic parse information. For thiéon regarding the computation of Chi-square statis-
latter two features, we employ the output of thdics in the context of text classification can be found
Stanford Parser for German (Rafferty and Manningn Yang and Pederson (1997). Note that we apply
2008). feature selection only as a means of feature compar-
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Rank | Feature Score Feature Prec Rec
1 | FREQ-WND f,0q 105.1 FREQ-WND; 104 71.13 | 14.38
2 | FREQ-TS 102.8 AUTH-EC 41.81 | 15.42
3 | FREQ-WND.opg 75.9 STROPO-WND . a 63.38 | 3.54
4 | FREQ-EC 29.2 RELEENEF 33.39 | 39.17
5 | AUTH-EC 23.7 INTENS,impre-WNDona | 41.73 | 11.04
6 | STROPOT-WND .ona 20.5 PRESC-WND 1,4 45.00 | 5.63
7 REL BENEF 20.2
8 | RELsurr 16.8 Table 7: Precision and recall of different features (we list
9 | INTENSsimpie-WNDeong | 16.4 the most highly ranked variants of the feature types from
10 | AUTH-TS 15.4 Table 6).
11 | STROPO-TS 15.0
12 | INTENS,mpie-EC 14.1
13 | STROPO -WND 004 13.7
14 | INTENS,4;-WND 04 13.2 entation, i.e. STROP@-WNDCOHd, RELBENEF:
12 :mim:ﬁ%’\m“d ﬁ:é RELsur, STROPO-WND,.,.4, while their nega- -
17 | PRESC-WND;,0q 11.0 tive counterparts are absent. This raises the question
18 | INTENS,4;-WND,spq 9.7 whether there is a bias for positive orientation for the
19 | INTENS,y;a-EC 9.0 . il
¢ AUTH-VSVPNDfOOd > detection of reliability.

We assume that there are different reasons why
Table 6: Top20 features according to Chi-square feathe positive suitability-labels (REtzngpr and
ture ranking (for each feature type the most highly rankeREL ¢;;;7) and strong positive polarity (STROP®
variantis highlighted). are highly ranked features:

As far as polarity features are concerned, it is
) o ) . known from sentiment analysis that positive polar-
ison. For classification (85.2), we will use the entquty is usually easier to detect than negative polar-
feature set. ity (Wiegand et al., 2013). This can largely be as-
cribed to social conventions to be less blunt with
communicating negative sentiment. For that reason,

_ Therhe arrlg ;)asicallykfive fﬁature types that domfor example, one often applies negated positive polar
inate the highest ranks. They are FREQ, AUTHexpressions (e.anot okay or irony to express a neg-

STROPO, REL and INTENS. Th|§ alrgady InOIICate%\tive sentiment rather than using an explicit negative
that_ several_ fgatures _presented in this work are e olar expression. Of course, such implicit types of
fegtlve... Itis mterestmg to see that wo types o egative polarity are much more difficult to detect
suitability-labels, i.e. REggnyer and RELsyrr, automatically

are among the highest ranked features which sug- e nighly ranked suitability-labels may be labels

gests that suitability and reliability are Somenow, iy, the same orientation (i.e. they both describe

connected. relationships that a food item is suitable rather than

Table 7 shows both precision and recall for eac{y,gitaple for a particular health condition), yet they
of the most highly ranked variant of the feature typeg,, e quite different properti@&sWhile RELs g g

that appear on the top0 ranks according to Chi- ig 5 feature positively correlating with reliable ut-
_square ranking (Table 6). Thus, we can have a_n 'd?é'rances, the opposite is true of RELy, that is,

in how far the high performing feature types differ.y,qrq is a correlation but this correlation is nega-
We only display one feature per feature type due t,e  Taple 8 compares their respective precision
the limited space. The table shows that for most of,\4 515 includes the trivial (reference) classiéir
these features precision largely outperforms recall, always predicts a reliable statement. The ta-

RELgeNEF is the only notable exception (its recall ble clearly shows that REbs v i is above the triv-
actually outperforms precision).

5.1.1 What are the most effective features?

%It is not the case that the proportion of reliable utterances

5.1.2 Positive Orientation and Reliability is larger among the entire set of instances tagged withipesit
suitability-labels than among the instances tagged wigfatiee

By closer inspection of the highly ranked featuressyitanility-labels (Table 1). In both cases, they are atrapp
we found quite a few features with positive ori-26%.
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ial feature while REly ;7 is clearly below. (One Feature | RELsyrr | all | RELpenEF
may wonder why the gap in precision between those Prec 1781 | 2046] 3339
different features is not larger. These features amable 8: The precision of different REL-features com-
also high-recall features — we have shown this fopared to the trivial classifiall that always predicts a re-
RELgeNEF In Table 7 — so the smaller gaps mayliable utterance.

already have a significant impact.) In plain, this
result means that a statement conveying that some Type EXPlay | EXPleue
food item alleviates the symptoms of a particular Percentage | 2259 830
disease or even cures it (RBkngr) is more likely  Table 9: Proportion of explanatory statements among re-
to be an utterance that is perceived reliable rathéable utterances (EXPJy: all reliable instances that are
than statements in which the speaker merely stat@%planatory statements; EXEJ.: subset of explanatory
that the food item is suitable given a particular healtftatements that also contain a lexical cue).

condition (RELsyrr). Presumably, the latter type

of suitability-relations are mostly uttered parenthet- .
. . . Table 6) since we assumed explanatory statements
ically (not emphatically), or they are remarks in

which the relation is inferred, so that they are unEO be one of the most relevant types of utterances.

. : . ) In order to find a reason for this, we manually an-
likely to provide further background information. In notated all reliable utterances as to whether they can
Sentence (20), for example, the suitabilityvdfiole- y

meal productss inferred as the speaker’s father eatg e regarded as an explanatory statement (ExXPL

these types of food due to hiiabetes The focus and, if so, whether (in principle) there are lexical

of this remark, however, is the psychic well-being O]g:ues (such as our set of conjunctions) to identify

the speaker’s father. That entire utterance does ntt}em (EXPLec). Table 9 shows the proportion of

. . . these two categories among the reliable utterances.
present any especially reliable or otherwise helpftw . .
: . . . . . ith more than20% being labeled as this subtype,
information regarding the relationship betwesia- .
betesandwholemeal products explanatory statements are clearly not a fringe phe-
P nomenon. However, lexical cues could only be ob-
(20) My father suffers from diabetesnd is fed up Served in approximately/3 of those instances. The
with eating all thesavholemeal productsWe Mmajority of cases, such as Sentence (21), do not con-
are worried that he is going to fall into a de-tain any lexical cues and are thus extremely difficult
pression_ to detect.

Having explained that the two (frequently occur{21) Citrus fruits are bad for dermatitis They in-
ring) positive suitability-labels are highly ranked crease the itch. Such fruits are rich in acids that
features because they separate reliable from less re- irritate your skin.

liable statements, one may wonder why we do not

find a similar behaviour on the negative suitability- In addition, all variants of our feature type EXPL
labels. The answer to this lies in the fact that therBave a poor precision (betwe@0 — 25%). This

is no similar distinction between RElzyrr and means that the underlying lexical cues are too am-
RELsyr among utterances expressing unsuitabiliguous.

ity. There is no neutral negative suitability-label
similar to RELgsy ;. The relation REbnsyiT
expresses unsuitability which is usually connected
with some deterioration in health.

5.1.4 How important are the different
contextual scopes?

Table 6 clearly shows that the contextual scope
of a feature type matters. For example, for the fea-
5.1.3 How important are explanatory ture type FREQ, the most effective scope achieves

statements for this task? a Chi-square score df05.1 while the worst vari-

We were very surprised that the feature type tant only achieves a score 89.2. However, there
indicate explanatory statements EXPL (84.1.1) pers no unique contextual scope which always outper-
formed very poorly (none of its variants is listed informs the other variants. This is mostly due to the

76



Feature Set | Prec Rec F1

all 26.46 100.00 41.85 N

bow 37.14 62.44  46.45 task-specific high,@??gu?é;(ﬁ?gi o ——
bow+pos | 36.85 57.64 44.88 T combinaton (bowk+task) -~ 1
bow+synt 39.05 58.01 46.58 e
task 3516  72.89 47.21 % e 1
bow-+task 42.54 66.01 51.56°

45

Table 10: Comparison of different feature sets (summary
of features is displayed in Table 5)significantly better -
thanbowatp < 0.05 (based on paired t-test).

40
35

30/

fact the different feature types have different proper-
ties. On the one hand, there are unambiguous fea-*t———+—— I

I I
10 20 30 40 50 60 70 80 90 100

ture types, such as AUTH, which work fine with Percentage o reining data

a wide scope. But we also have ambiguous fea-Figure 1: Learning curve of the different feature sets.

ture types that require a fairly narrow context. A

typical example are strong (positive) polar expres-

sions (STROPO). (Polar expressions are knownygwever, in situations in which large training sets

to be very ambiguous (Wiebe and Mihalcea, 2006;e ayailable, we additionally need bag of words that

Akkaya et al., 2009).) are able to harness more sparse but specific informa-
tion.

5.2 Classification

Table 10 compares the different feature sets wit
regard to extraction performance. We carry ou

a 5-fold cross-validation on our manually labeleq, s paper, we examined a set of task-specific

datasgt. As a clgssifier, we chose S“pPO” Vec“ﬁrigh—level features in order to detect food-health re-
Machines (Joachims, 1999). As a toolkit, we us

) ) ) fations that are perceived reliable. We found that,
SVMLight with a linear kernel.

. in principle, a subset of these features that include
Table 10 clearly shows the strength of the highzyerpials expressing frequent observations, state-

level features that we proposed. They do not only,ents made by authorities, strong polar expressions
represent a strong feature set on their own but they,  intensifiers are fairly predictive and complement
can also usefully be combined with bag-of-words,,q_of.\ords information. We also observed a cor-
features. ~ Apparently, neither part-of-speech nQgaion hetween some suitability-labels and relia-
parse information are predictive for this task. bility. Moreover, the effectiveness of the different
features depends very much on the context to which

. they are applied.
Figure 1 compares bag-of-words features and our

task-specific high-level features on a learning curve'zd\ K led ¢
The curve shows that the inclusion of our task- cknowleagements

.Sp(ECIfIC' features improves performance. Interesl’rhis work was performed in the context of the Software-
ingly, with taskalone we obtain a good performanceg|ster project EMERGENT. Michael Wiegand was

on smaller amounts of data. However, this classifiglinded by the German Federal Ministry of Education and
is already saturated with0% of the training data. Research (BMBF) under grant no. “011C10S01”. The

From then onwards, it is more effective to use thauthors would like to thank Stephanie Koser for annotat-
combinatiorbow-+task Our high-level features gen- ing th.e dataset presented in the paper. The authors v_vould
eralize well which is particularly important for situ- 2/S0 like to thank Prof. Dr. Wolfgang Menzel for provid-
ations in which only few training data are available

E Conclusion

5.3 Impact of Training Data

ing the German version of the SO-CAL polarity lexicon
that has been developed at his department.

*http://svmight.joachins.org
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