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ABSTRACT

In this paper, we propose a rule-based approacth®identification of semantic sub-graphs
from Tamil sentences. In order to achieve the gdatemantic sub-graph identification anc
construction, we use a semantic graph based repisg®e called Universal Networking
Language (UNL), which is a directed acyclic gragipresentation. To identify and build the
semantic sub-graphs, we classify the rules basedampho-semantic features which include
word associated features and context based featlinesrules are performed in two stages; on
while building the simple UNL graphs and one afiee simple UNL graphs construction. We
have identified 18 rules for sub-graph identifioatiand construction.
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1. Introduction

Semantic interpretation and representation of mhtanguage texts is an important task
of natural language processing. A number of semargpresentations have been used t
represent natural language using conceptual reprasens. Graph based semantic
representations such as semantic networks (Mastermi®61) is a declarative graphic
representation consisting of definitional, asserip implicational, executable, learning and
hybrid networks. Silvio (1961) proposed correlatib nets based on the relations such as pa
whole, case relations, instance, subtype and depeed relations. Yet another graph
representation that Hays (1964) proposed dependgraphs based on minimal syntactic units
and conceptual graphs (Sowa, 1976) representdoredatising inferences of first order logic.
Similar semantic graph representation which costas®mantic relations and attributes is
Universal Networking Language (UNL) relations (UND1997) consists of 46 relations include
agent, object, place, time, conjunction, disjunttico-occurrence, content, quantity etc. represe
semantics of natural language. Our work focusethendentification of sub-graphs of semantic
graphs for which we use UNL representation. Thaikket study on UNL is described in sectior
3. Identifying sub-graphs from a semantic graptutitoa difficult task is necessary to obtain the
boundaries between complex semantic entities anidhwin turn helps in understanding the
complete meaning conveyed by a natural languagesea.

In this paper, we focus on identifying sub-graphsl auilding a nested graph structure
for different types of natural language sentenicemorphologically rich and relatively free word
order languages. In this paper, we describe thetifimtion of semantic sub-graphs from Tamil,
a morphologically rich and relatively free word erdanguage. Here, we define two set of rule
one based on word associated features and anadbedton context oriented features to build :
hyper-graph or nested UNL grapNG) structure to represent sub-graphs of differemapés and
clauses of sentences. We build the nested grapbtste in two stages; one, the identification of
sub-graphs while building simple grapr®d and second, the identification of sub-graphsraft
the simple graphSG) construction. The paper is organized as follo®sction 2 discusses the
related works carried out using nested graph sirectSection 3 discusses the nested UN
graphs and the rules defined for sub-graph ideatibn and construction. The evaluation an
performance of the defined rules are investigatesection 4. Finally, section 5 concluded with
future enhancements.

2. Related Work

Since we are focusing on the identification and starction of nested UNL graphs, first we
discuss UNL in detail and the other similar sen@agtaph representations in this section. UNL
(UNDL, 2011) is an electronic language designedrepresent semantic data extracted fror
natural language texts. UNL consists of Universatdg (UWs) represents concepts, relation
represent the semantic relationship between coscepd attributes represents mood, aspec
tense etc. UNL representation is a directed acygisph representation in which nodes an
concepts and links are relations exst betweerctimeepts.

(Blanc, 2000) described the French UNL Deconveitewhich the issues in representing the
semantic characteristics of predicative conceptelieen discussed. Dikonov (2008) discusse
the representation of UNL graphs by segmenting dexgraphs into simple graphs by applying
rules based on propositions. Coreferential links also considered in segmenting the UNL
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graphs. (Jain &Damani, 2008) described the ideatibn of scopes by relative positions in &
phrase structure tree. The author classified theioglatinto cumulative and others. In the samx
vein, this paper also focuses on the identificatiéisub-graphs of UNL semantic graphs.

Similar to the graph based semantic representatiscussed above Chein et al (1997
presented a general framework for nested graphside@ with morphism which is a mapping
between two graphs that induces reflexive and ti@eselations for defining nested conceptua
graphs in preorder. The simple conceptual graphe h@en generalized by reasoning of objec
based on projection operation. A survey on freqseni-graph discovery has been described
(Krishna et al, 2011) in which the popular grapming algorithms have been compared. The
author also discussed the essential factors obuargraph algorithms for discovering the sub
graphs.

In this paper, we focus on the identification ahstruction of semantic UNL nested
graphs from Tamil sentences. Unlike other sub-gr@#mntifications for languages such as
French and English, we use the word associated festurd context based features such as UN
semantic relations instead of parsing the senteridesiever, the other approaches for UNL
nested graph identification explored some UNL iefet, we also explore more UNL relations in
the sub-graph identification.

3. Nested UNL Graphs representation

The UNL representation is saitb be a hyper-graph when it consist of several
interlinked or subordinate sub-graphs. These salpiyy are represented as hyper-noded a
correspond to the concept of dependent (subordimcigteses, and a predicate. They are used
define the boundaries between complex semantitientieing represented. A scope is a grou
of relations between nodes that behave as a s@eghantic entity in a UNL graph. For instance
in the sentenceJohn killed Mary when Peter arrivedthe dependent clause "when Pete
arrived" describes the argument of a time relaton, therefore, should be represented as
hyper-node (i.e., as a sub-graph) as representedbe
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FIGURE 1UNL graph representation with nested sub-graphs for
“John killed Mary when Peter arrived”

Scopes are used to segregate subordinate claudessadverbial clauses, adjectival clauses ai
nominal clauses. Scopes focus on identifying refeti that exist between different types o
subordinate clauses and does not focus on theoredaexst between words. Sub-graphs ar
identified only when the semantic unity is formeg the interlinked nodes and are semantically
ambiguous.
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A hypergraph can be defined as a generalizatiom @faph in which an edge can connec
to any number of vertices. The set of vertices &ifypergraph that is connected by an edge
normally associated in some way and can be coreidas sub-graphs. Hypergraphs can k
formed when nodes of one sub-graph edge may ot@in@rminate from/to a sub-graph
considered as a single entity. Therefore, hypelykags better expressive power than an ordinal
graph. UNL representation is a directed acyclicpgraepresentation in which the set of node
interlinked by edges can represent a single semantity which is formally defined by UNDL
as scopes (or) hyper-nodes (or) hyper-graphs asaned earlier.

Let the graph G = {N N, ...... Ni} where the set {\, N, ...... Ni} consists of nodes
connected by relations {RR ..... Rj}. From graph G, the hidden nested graphss) are
identified by a set of rules. The rules are basedmrphological suffixes, POS and semantic
information associated with word and the conteXe pseudo code is for rules are given ir
Figure 2.

3.1. Rulesfor Nested Graph Identification

Balaji (2011) presented a rule-based approach fdldibg the UNL graphs of Tamil
sentences using morpho-semantic features. The 188 defined in their approach were utilized
for converting Tamil sentences into simple UNL drap In this paper, we incorporate a new s¢
of 18 rules for sub-graph identification with theisting set of 53 rules originally proposed by
Balaji (2011). We explore new rules based on wordl &ontext based features for the
identification of sub-graphs during two stages @igle constructing simple UNL graphs and
one after simple UNL graph construction has beempieted. The rules defined by us are
categorized based on two stages where they areamskldave been listed below.

The rules are performed in two stages.

Stage 1: identify sub-graphs while constructingmentUNL graphs $G) using features
such as lexical and word based information convggiemantic relations between nodes
in SGs. Sub-graphs that fall under this category aredifierent phrase types.

Stage 2: identify sub-graphi@) after the construction of simple graphSG by
preserving the context level information in the medand the relations connectec
between the nodes &Gs Sub-graphs that fall under this category are dfiterent
clause types.

As discussed eatrlier, rules are classified basedayd associated features such as morphologic
suffix, POS, UNL semantic constraints and in certeéses the word itself which may convey
UNL semantic relations, and the context based featsuch as UNL semantic relations. Taes
rules setare utilized in the identification andstruction of nested sub-graphs.

1) Let the nodes Nand Nwhere i~=j, be connected with UNL relations (R) Busand,
mod, pos Then the UNL graptR(N;, Nj) can be a sub-grapiNG). In the UNL representation,
hyper-nodes are indexed by ":XX", where XX is a tdigit hyper-node index called scojzk-

Example 1:azakiya poonga (beautiful parkfhis example has the node & “azakiya” and
node N as “poongd’. The nodes N; and N are connected by “mod” relation and marked with
scope-id as nested grapNQ@). In Fig 3, the scope identifier is assigned te timeadword
“poongd of simple UNL graph. Similarly, thenested graphs are identified using other relations.
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Let the Graph (G) be represented @4V, E) where V-Vertices and E|
Edges
Notations:
Simple UNL graph- SG Nested UNL sub-graphNSG, Scope Identifier -
SCRq
Morphological suffix- MS
Parts of Speech POS
UNL Relations- UNLR
Rules—- R
Input: Natural Language Sentence
Output: Nested UNL Graphs
Stagel:
Refer (Balaji et al, 2011) for building simple UNiraphs.
If(R (MS) [|R (POS)) {
(POSe Adjective, Adjectival Noun, MS Adjectival Suffix, Genitive
case)
Set SCR, for SG;
NSG «— SCRy (SG); (SG consists of Concept-Relation-Conce
(i.e. V-E-V))
} else if (R (Connectives)) {
(Connectives Postpositions, Conjunctions)
Set SCR, for SG;
NSG « SCRq (SG);
}
Stage2:
if (UNLR (modifier || conjunction || possesyof
Set SCR, for SG;
NSG « SCP,4 (SG);

FIGURE 2 Pseudo code for Nested UNL Graph Identification and Construction

mod :01

FIGURE 3 Simple UNL graph representation for
“azakiya poonga” with scope id (:01) assignedto the headwor d of the graph

2) Rule set defined above is to identify simple grafiiest can be a sub-graph (i.e. nod:
connected to another node can be a sub-graph)sasittlrl with an example. The next rule is tc
identify the nested graphs of types

a) node N) connected to a sub-grapgd@) and vice vers&l->SG (or) SG>N
b) Sub-graph$G) connected to another sub-gragie) SG>SG*

a) N->SG (or) SG>N
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Example 2: azakiya poongavil sandhiththaan (met in a beaugtulk). This example clearly
illustrates the need of nested graphs. The verb “sandi” is connected to “poongd’ by “plc”
relation. The graph obtained with “plc” relation gives only the partial meaning of the sentence.

In order to obtain the complete meaning of the et in a graph, we can represent in tw
ways. One is by simply connecting the nodes with dppropriate UNL relations in a sentenct
and another is by representing the sentence inhwdtiows the exact meaning of the sentenc
Both Fig 4 and 5 shows simple graph and nestechgegesentations respectively.

FIGURE 4 Simple Graph representation of “azakiya poongavil sandhiththaan”

@ — @ = @

FIGURE 5 Nested Graph representation of “azakiya poongavil sandhiththaan”
b) SG> sG!

A sub-graph is connected to another sub-graph wihetNL relations conveyed by the lexical
endings such as “aal’ and some natural language words, normally referred @snectives
(mostly postpositions and conjunctions in Tamil) such as “maRRuri, “paRRi”, “enpathd etc.
Different clauses such as adverbial, adjectival andinal clauses are formed based on th
connectives and the semantic sub-graphs are i@gehtising theeconnectives

Example3: azakiyapoongamaRRum periya aaRubeautiful park and big river

Figure 6 shows the sub-graph to sub-graph reprasemt When representing as a simple
semantic graph, the headwords of both the gaphs “poongd’ and “aaRu’ are connected with
the UNL relation “and’ in which the word “maRRunf indicates “and’relation.

poonga

and
2

FIGURE 6 Nested graph representation of “azakiya poongamaRRum periyaaaRu”




4. Evaluation

We investigate our rule-based approach which céssié 18 rules for identifying and
constructing nested graphs using 500 sentencesn@ e total of 500 sentences, 160 sentenc
contain adverbial clauses, 140 are adjectival dawend 200 are nominal clauses. In addition 1
the different types of clauses, different phraspesy are also taken into consideration fo
evaluating the set of rules. The output graphseaeduated in an ad hoc manner. Table-1 shov
the analysis and performance of nested rules féareint types of sentences. Table-1 also shov
the actual number of sub-graphs (in percentage)gmteunder each category of sentences and 1
number of sub-graphs (in percentage) identifieddoy rules in each category of sentence:
However, the rule-based approach produces bettaritse additional rules are required to
improve the performance of our approach. Moreover,order to identify the sub-graphs
automatically and make it domain independent, we @so focusing on machine learning
approaches for the identification and constructibnested UNL graphs.

Table-1: Performance Bvaluation of Nested UNL Graphs

Category of sentences Precision Recall
Adverbial clauses 0.55 0.34
Adjectival clauses 0.66 0.37

Nominal clauses 0.64 0.45

The reason behind the low recall is the number wf-graphs correctly identified is
comparatively low when compared to the number df-gaphs adually present in the corpus.
The complex sentences can have the possibilityaeetincorrectly mapped concepts. This i
because some rules may conflict each other. Todugthe performance of our approach and t
increase precision and recaftore number of disambiguation rules are needed.

5. Conclusion

In this paper, we described rules for identifyingosgraphs of UNL semantic graphs. The
rules are classified into different categoriesone is the identification of sub-graphs while
constructing simple graphs and another is the ifieation of sub-graphs after simple graph
construction. The features considered for defirtimg rules are word associated features such
morphological suffixes and POS, and context assediaformation such as UNL relations. The
defined rules are tested with health domain corpnd it produces significantly better results
Further, we enhance the identification of sub-gsaphing machine learning approach so as
achieve the task to be domain independent.
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