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Abstract

This paper investigates the relation between
prior knowledge and latent topic classifica-
tion. There are many cases where the topic
classification done by Latent Dirichlet Alloca-
tion results in the different classification that
humans expect. To improve this problem, sev-
eral studies using Dirichlet Forest prior in-
stead of Dirichlet distribution have been stud-
ied in order to provide constraints on words
so as they are classified into the same or not
the same topics. However, in many cases, the
prior knowledge is constructed from a subjec-
tive view of humans, but is not constructed
based on the properties of target documents.
In this study, we construct prior knowledge
based on the words extracted from target doc-
uments and provide it as constraints for topic
classification. We discuss the result of topic
classification with the constraints.

1 Introduction

We have recently faced situations in which we have
to deal with a huge amount of text resources. To
deal with these text resources, unlike studies to an-
alyze the surface information of the resources, but a
lot of studies to analyze latent semantics by means of
Latent Dirichlet Allocation (LDA) (Blei et al., 2003)
have been being studied. When extracting latent top-
ics by means of LDA, there are many cases where
the words naturally expected to be in the same topic
are classified into different topics. To deal with this
problem, several studies to provide a constraint for
words to be in the same topic have been studied. An-
drzejewski (Andrzejewski et al., 2009) has proposed
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a method to provide a constraint for topic clustering
as prior knowledge consisting of the words, which
should be in the same topic by applying Dirichlet
Forest Prior as word probability distribution instead
of Dirichlet distribution. However, in many cases,
the prior knowledge is constructed from a subjec-
tive view of humans but is not automatically con-
structed based on the properties of target documents.
In this study, we extract the words, which will be
prior knowledge for extracting topics, from target
documents, and provide it as a constraint for topic
clustering, and then discuss the result of topic clus-
tering with constraints on the words.

2 Related studies

Many studies to incorporate prior knowledge into
topic models to raise the accuracy of topic cluster-
ing, introducing the techniques of semi-supervised
learning(Andrzejewski et al., 2007; Andrzejewski et
al., 2009; Andrzejewski and Zhu, 2009).
Andrzejewski (Andrzejewski et al., 2009) has in-
corporated a constraint on words into topic cluster-
ing by using Dirichlet Forest Prior instead of Dirich-
let distribution. They have introduced ‘Must-links’
and ‘Cannot-links’, referring to the techniques of
semi-supervised learning. ‘Must-links’ is a con-
straint that two words with similar probability dis-
tribution should be in the same topic. ‘Cannot-
links’ is a constraint that two words with different
probability distribution for all topics should be sep-
arated into different topics. Hu (Hu et al., 2011) has
proposed a method which repeatedly extracts latent
topics through the interaction with humans — con-
straints are added interactively by humans. In addi-
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tion, Kobayashi (Kobayashi et al., 2011) has made
it possible to use logical operation to combine the
constraints, ‘Must-links’ and ‘Cannot-links’, in con-
structing prior knowledge. By this, they have pro-
posed a method which can add new constraints con-
structed by logical operation of various constraints,
and extract topics based on the constraints. In gen-
eral, as for clustering with constraints, it is often that
the constraints are given by humans. However, there
are many cases where the constraints constructed by
humans are arbitrary, in addition, it is laborious to
construct prior knowledge for each target document.
In this context, Kaji (Kaji et al., 2007) extracted
synonyms from corpus by using vocabulary syn-
tactic patterns and constructed prior knowledge for
word clustering based on the synonyms. However,
the method Kaji proposed obtains prior knowledge
by learning approximately 1 billion corpus. So, it
also costs much to construct the knowledge, further-
more, the obtained knowledge might be constraints
for general purposes, but not for target documents.
So, the constructed knowledge might not be appro-
priate for the target documents.

Considering these things, in this study, we use
Dirichlet Forest Prior for word probability distribu-
tion and extract latent topics by the prior knowledge
obtained from target documents, without using any
big corpus. Then we will discuss how our method
improves the accuracy of topic extraction.

3 Topic extraction by prior knowledge

3.1 Dirichlet Forest LDA

We use Dirichlet Forest prior (DF) as word proba-
bility distribution instead of Dirichlet distribution to
reflect constraints on latent topic clustering. DF is
hierarchical Dirichlet distribution and it uses « for
topic distribution and [ for word probability distri-
bution as the hyper-parameters of Dirichlet distribu-
tion just like the conventional LDA. In addition, we
use 17 which reflects the strength of given constraints
on word occurrence distribution. In Dirichlet Forest,
each leave has occurrence probability for each word
and the sum of occurrence probability for all words
becomes 1. In the process of generating a docu-
ment with LDA using DF(LDA-DF), we firstly get
a multinomial distribution # with a hyper-parameter
«, and then according to this multinomial distribu-
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tion, a topic Z is selected. Secondly, we get a multi-
nomial distribution ¢ with a hyper-parameter /3, and
then under the topic Z selected at 8, a word or a
constraint is selected. If a word is selected, it is used
directly to generate a document and if a constraint is
selected, a word is selected according to a multino-
mial distribution 7 with hyper-parameter 7.

Here, let d; denote the documents which contain
the ¢-th word w; and z; denote the topic which as-
signs on w;. Using these parameters, LDA-DF is
represented with the below equations.

64, ~ Dirichlet(c) (1)

2i|0q, ~ Multinomial(fg,) 2)

q ~ DirichletForest(3,7)  (3)

¢, ~ DirichletTree(q) 4)

w;|2i, ¢z, ~ Multinomial(¢,;) (5)

3.2 Construction of prior knowledge

Newman (Newman et al., 2010) discusses various
evaluation indices about the topic coherence. In
this study, we choose Point-wise Mutual Informa-
tion(PMI) as an index to measure topic coherence,
and then estimate how much each obtained cluster
increases topic coherence in itself. The reason why
we choose PMI to measure topic coherence is based
on the assumption that a topic is represented by the
words with close relationship.

To construct prior knowledge, it is necessary to
select words regarded as representatives of a topic.
In this study, we assume that the words regarded as
representatives of a topic (‘important words’, here-
after) frequently appear in all documents or have
many co-occurrence relations with a lot of other
words. We select important words by following the
two basic ideas shown below.

(i) Important words based on frequency

In the case of dealing with multiple documents
about the same topic, the words which frequently
appear in all documents are regarded as necessary
words to represent the contents of the documents.
So, we regard such words as important words.

(i1) Important words based on co-occurrence
In this study, we construct prior knowledge as we
suppose that a pair of words with high PMI value



should be classified into the same topic. So, we re-
gard the words, which have many co-occurrence re-
lations with other words, as important words.

The prior knowledge is constructed by the follow-
ing process.

step.1 Important words based on frequency or co-
occurrence are selected.

step.2 Important words obtained at step.1 are clas-
sified into some groups based on co-occurrence
relation. At this time, we use PMI as in-
dex to measure co-occurrence relation between
words, and unite important words, which have
higher PMI than the predefined threshold value,
into a group.

step.3 Prior knowledge, i.e., the group obtained at
step2, is constructed based on the words with
high PMI values, therefore, the words which
have high PMI value with the words in the
group obtained at step.2 are further selected
and added to the group, if necessary. De-
pending on the number of words added to the
group, prior knowledge will be changed. So,
we experiment to investigate the influence of
the number of added words, changing the num-
ber of the words from 1 to 4. The detail about
the experiment is mentioned in section 4.

4 Experiment

4.1 Experimental settings

As the documents for the experiment to extract top-
ics, we used news articles about the same incident.
The news articles we used are ABC News in USA,
BBC News in UK, CTV News in Canada, which
are published by main newspaper companies and TV
companies in English-speaking countries.

We used the following 4 articles for the exper-
iment: 10 articles about ‘Press conference about
the convergence of atomic power plant disaster
by Japanese prime minister, 2011/12/16” consist
of 212 documents and 853 terms; 24 articles
about ‘Grounding of pomp passenger ferry in Italy,
2012/1/16° consist of 967 documents and 2267
terms; 25 articles about ‘Protest from Wikipedia to
Stop Online Piracy Act (SOPA), 2012/1/16° consist
of 700 documents and 1823 terms; 18 articles about
‘Resignation of co-founder Yahoo!, 2012/1/16” con-
sist of 553 documents and 1113 terms.
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In the experiment, we used « = 0.1, § = 0.1,
7 = 100 as hyper-parameters for LDA-DF and Col-
lapsed Gibbs Sampling (Griffiths et al., 2004) for the
presumption of probability distribution with 50 iter-
ation times.

Although we could set the number of topics so
as it fitted target documents by means of perplexity,
since we aim to evaluate adequacy of grouping of
words, adequacy of topic clustering in other words,
in the same condition, so we conducted an experi-
ment, setting the number of topics as 10 for all the
target articles.

In Hu’s study (Hu et al., 2011), in response to
given words as constraints, they re-presumed latent
topics by canceling a part of the topics already as-
signed to words by the topic model prior to addition
of new constraints. They suggested 4 ways of se-
lecting words to cancel a part of topics, and reported
that in the 4 ways they got good results when new
prior knowledge is added, topic assignment for all
the words of the documents which include the words
in the prior knowledge is once canceled and then ap-
plied again. Therefore, we also cancel the topics as-
signed to words in the same way of theirs.

We calculate the value of perplexity of topic dis-
tribution and compare the stability of a model be-
tween before and after giving constraints. we cal-
culate perplexity with equation (6). Here, N is the
number of all words in the target documents, wy, is
the n-th word in the m-th document; @ is occurrence
probability of topic for the documents, and ¢ is oc-
currence probability of the words for every topic.

Perplexity(w) = exp(—% Z lOg(Z Oz Prwmn))

4.2 Experiment result

Table 1 shows the groups of important words based
on frequency and co-occurrence, and the words with
high PMI score to the important words which are
candidates to be added to the prior knowledge. We
take up the article about ‘Press conference about
the convergence of atomic power plant disaster by
Japanese prime minister’ and explain how to inter-
pret Table 1.

Looking at the intersection between the row
of frequency and the column of ‘Atomic plant’



Table 1: Groups of important words based on frequency or co-occurrence, and added words

Types/Atticles Atomic plant Grounding of ferry Protest to SOPA Yahoo! co-founder
{prime,minister,reactor,
fukushima}[J G . {yang},{board},
Frguency | gruping | {poveruokyol.(coia), | FESLPeneerh | ERIASTER ek | o) fcompany)
words {nuclear},{plant}, ’ {thompson}
{shutdown}.
yoshihiko,electric,reached,| appears,unaccounted, bostock,position,
fj(;irz(i noda,march,state friday wale,stop,protect,free chairman,struggling,scott
{cooling,contaminated, {disaster,caused,sea}, {medium,industry,group, {prlvate,pursu!ng,deal,
; ’ . shareholder,asian},
. water},{site},{year} {aground,ran},{gash}, tech,information,popular}, .
Co- grouping . . Lo {began},{leaving},
) {stable,state,response}, {authority,safety}, {big}.{legislation}, > J
occurrence | words . L. . k . {remgnauon},{chlef},
{worst,disaster } {television},{evacuation}| {service},{community} {medium}
ton,liquid,end,tank, technical,late,side, social,web,proposed, large,umver sity,
added chernobyl trained,human,survivor provider,wale struggling,thompson,
words ’ > ’ scott,trading

in Table 1, the extracted important words were
united to one group depending on the value of
PMI, and then we obtained the following 6 groups:
{prime, minister, reactor, fukushima},{power,
tokyo},{cold},{nuclear},{plant},{shutdown}. Af-
ter that, we added some words with high PMI value
to each group to achieve the construction of prior
knowledge. The words expected to be added to the
groups are shown at the next row of grouping words.
In fact, depending on the number of the words added
to the groups of important words, prior knowledge
will be changed and the result of topic clustering
will also be changed. Furthermore, depending on
the number of given constraints, the result of topic
clustering will also be changed. Therefore, we ex-
amine how accuracy of topic clustering changes by
means of perplexity as its index, increasing the num-
ber of given constraints one by one from the initial
condition, i.e., without any constraint.

Here, we think that the values of PMI and per-
plexity will be changed by the combination of prior
knowledge, however, in this study, we gave the con-
straints in the order of a group with higher PMI
value.
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Figure 1: ‘Convergence of atomic plant disaster’
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Figure 2: ‘Grounding of pomp passenger ferry in Italy’
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Figure 3: ‘Protest of Wikipedia to SOPA’
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Figure 4: ‘Resignation of Yahoo! co-founder’




Table 2: Top 10 representative words for topics extracted from the article ‘Convergence of atomic plant disaster’
topic topic0 topicl topic2 topic3 topic4 topic5 topic6 topic7 topic8 topic9
LDA water plant | plant nuclear nuclear cold shut- | accident tokyo year ra- | cooling reactor
contaminated | return task told | tsunami down nuclear electric diation minister fuel
remains home crisis crisis reactor disaster power plant area | reactor tepco
decade ex- | govern- meeting march plant chernobyl leak time | level gov- | prime noda | tempera-
pert facility | ment force dis- | plant earth- | fukushima | univer- week ernment system ture rod
cool  point | zone aster nod | quake condition sity term | knocked expected degree melted
problem resident situation announce- govern- country huge official yoshihiko spent
remain response ment ment part en- | bring start nuclear inside
evacua- fukushima stable gineering official boundary tempera- damaged
tion mile meltdown power professor ture damage
doe month reached
topic topicO topicl topic2 topic3 topic4 topic5 topic6 topic7 topic8 topic9
LDA- | facility waste | plant nuclear tsunami cold shut- | nuclear tokyo plant radi- | nuclear reactor
DF tepco doe | home noda task | plant down cleanup electric ation level | prime min- | fuel tem-
with contaminated | return power march plant university govern- year end | ister degree | perature
con- water includ- | mile zone | force earthquake reactor country ment decade announce- tepco rod
straints | ing cooling | govern- meeting reactor condition significant | power govern- ment fukushima
earlier sea ment area | japan set | crisis fukushima | disaster official ment yoshihiko melted
resident measure meltdown govern- chernobyl told week | decom- noda mile- | cool
official declared system ment worst term | bring mission stone mark | spent
remain daiichi reached engineer- company expert news inside
people friday ing tepco accident
radiation

4.3 Discussions

We show the changes of perplexity in Figure 1, 2,
3, and 4 when increasing the number of constraints
based on frequency and co-occurrence. In the Fig-
ures, the horizontal axis indicates the number of
pieces of prior knowledge, and the vertical axis indi-
cates the value of perplexity. Looking at these Fig-
ures, we see that the case of providing constraints
based on co-occurrence decreases perplexity as the
number of constraints increases, and the topic model
becomes more stable than the case without con-
straint. Furthermore, we see that perplexity of each
graph of co-occurrence can be decreased if provid-
ing one or two additional words with high value of
PMI as a part of prior knowledge, and also that per-
plexity becomes stable when approximately 3 con-
straints are provided. From these observations, we
think that we do not have to provide so many con-
straints to get good topic clustering.

On the other hand, unlike the case of providing
constraints based on co-occurrence, we cannot get
a general view for the case of providing constraints
based on frequency from the results.

The reason why we could get good results when
providing constraints based on co-occurrence infor-
mation is that we constructed the prior knowledge
which simultaneously reflects both ‘Must-Links’
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and ‘Cannot-Links’ used as prior knowledge in (An-
drzejewski et al., 2009), because PMI represents the
co-occurrence relation of words in a sentence, so we
think that it could divide the words should be in-
cluded or should not be included in a topic.

On the other hand, we also see the case where
perplexity gets increased even if selecting important
words based on co-occurrence. Looking at the case
of providing four additional words to prior knowl-
edge in the graph of co-occurrence, especially in
Figure 2,3,and 4, we see that perplexity increases as
the number of pieces prior knowledge increases. We
think the reason for this is because we added words
to prior knowledge in the order of high PMI value,
so the fourth word should not have had high PMI
value, therefore, topic clusters became unstable.

Table 2 shows the result of topic classification of
the article about ‘Press conference of the conver-
gence of atomic power plant disaster by Japanese
prime minister” We added the following con-
straints as prior knowledge: {worst, disaster, cher-
nobyl},{cooling, contaminated, water, ton}, and
{year, end} which is constructed based on co-
occurrence information in the objective article. The
upper row of Table 2 is the result of the conventional
LDA without any constraint and the lower row is that
of LDA-DF with constraints.

We see from Table 2 that the words consisting of




prior knowledge are split into two topics at the upper
row, whereas, they are classified in the same topic,
i.e., topic 0,5,and 7 at the lower row. We see that
topic clustering with the constraints has been well
achieved.

5 Conclusion

The conventional LDA sometimes results in topic
classification different from what humans expect. To
improve this, several studies providing constraints
for topic clustering have been studied, referring to
the techniques of semi-supervised learning.

In this study, we have constructed prior knowl-
edge, which becomes constraints for topic cluster-
ing, with target documents which topics are ex-
tracted, unlike the studies to construct the knowl-
edge with huge corpus. The prior knowledge will
be constructed as a collection of the words expected
to be representative of a topic. Based on this, we
have introduced two ways to construct the knowl-
edge: one is to select important words based on
frequency and the other is to select words based
on co-occurrence from target documents. We have
compared the results of topic clustering by giving
the two types of prior knowledge, and then rec-
ognized that the result of topic clustering based
on the prior knowledge constructed based on co-
occurrence is better than that by the prior knowledge
constructed based on frequency. Furthermore, we
have also investigated how much prior knowledge
should be given as constraints for good topic cluster-
ing, and then obtained a result that good clustering
is achieved even with a few pieces of prior knowl-
edge, if the prior knowledge is constructed based
on word co-occurrence. However, we have also ob-
served several cases where this result cannot be cor-
rect. We need more investigation about this, revising
the way of constructing prior knowledge. For future
work, we will investigate another possibility to con-
struct prior knowledge, and will apply our proposed
method to various kinds of many documents.
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