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Abstract

There has been an active development of cor-
pora and annotations in the BioNLP commu-
nity. As those resources accumulate, a new
issue arises about the reusability. As a solu-
tion to improve the reusability of corpora and
annotations, we presentPubAnnotation, a per-
sistent and sharable repository, where various
corpora and annotations can be stored together
in a stable and comparable way. As a position
paper, it explains the motivation and the core
concepts of the repository and presents a pro-
totype repository as a proof-of-concept.

1 Introduction

Corpora with high-quality annotation is regarded in-
dispensable for the development oflanguage pro-
cessing technology (LT), e.g.natural language pro-
cessing (NLP)or textmining. Biology is one of the
fields which have strong needs for LT, due to the
high productivity of new information, most of which
is published in literature. There have been thus an
active development of corpora and annotations for
theNLP for biology (BioNLP). Those resources are
certainly an invaluable asset of the community.

As those resources accumulate, however, a new
issue arises about the reusability: the corpora and
annotations need to be sharable and comparable. For
example, there are a number of corpora that claim to
have annotations for protein or gene names, e.g, Ge-
nia (Kim et al., 2003), Aimed (Bunescu et al., 2004),
and Yapex (Franźen et al., 2002). To reuse them, a
user needs to be able to compare them so that they
can devise a strategy on how to use them. It is how-
ever known that often the annotations in different

corpora are incompatible to each other (Wang et al.,
2010): while one is considered as a protein name in
a corpus, it may not be the case in another.

A comparison of annotations in different corpora
could be made directly or indirectly. If there is an
overlap between two corpora, a direct comparison
of them would be possible. For example, there are
one1, two2 and three3 PubMed abstracts overlapped
between Genia - Yapex, Genia - Aimed, and Yapex
- Aimed corpora, respectively. When there is no or
insufficient overlap, an indirect comparison could be
tried (Wang et al., 2010). In any case, there are a
number of problems that make it costly and trouble-
some, though not impossible, e.g. different formats,
different ways of character encoding, and so on.

While there have been a few discussions about
the reusability of corpora and annotations (Cohen et
al., 2005; Johnson et al., 2007; Wang et al., 2010;
Campos et al., 2012), as a new approach, we present
PubAnnotation, a persistent and sharable storage or
repository, where various corpora and annotations
can be stored together in a stable and comparable
way. In this position paper, after the motivation and
background are explained in section 1, the initial de-
sign and a prototype implementation of the storage
are presented in section 2 and 3, respectively and fu-
ture works are discussed in section 4.

2 Design

Figure 1 illustrates the current situation of cor-
pus annotation in the BioNLP community, which
we consider problematic. In the community, there

1PMID-10357818
2PMID-8493578, PMID-8910398
3PMID-9144171, PMID-10318834, PMID-10713102
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Figure 1: Usual setup of PubMed text annotation

are several central sources of texts, e.g. PubMed,
PubMed Central (PMC), and so on. In this work,
we consider only PubMed as the source of texts for
brevity, but the same concept should be applicable
to other sources. Texts from PubMed are mostly the
title and abstract of literature indexed in PubMed.
For an annotation project, text pieces from a source
database (DB) are often copied in a local storage and
annotations are attached to them.

Among others, the problem we focus on in this
situation is the variations that are made to the texts.
Suppose that there are two groups who happen to
produce annotations to a same PubMed abstract.
The abstract will be copied to the local storages of
the two groups (illustrated as the local storage 1 and
2 in the figure). There are however at least two rea-
sons that may cause the local copies to be different
from the abstract in PubMed, and also to be different
from each other even though they are copies of the
same PubMed abstract:

Versioning This variation is made by PubMed. The
text in PubMed is changed from time to time
for correction, change of policy, and so on. For
example, Greek letters, e.g.,α, are spelled out,
e.g.,alpha, in old entries, but in recent entries
they are encoded as they are in Unicode. For
the reason, there is a chance that copies of the
same entry made at different times (snapshots,
hereafter) may be different from each other.

Conversion This variation is made by individual
groups. The texts in a local storage are some-
times changed for local processing. For exam-
ple, most of the currently available NLP tools
(for English), e.g., POS taggers and parsers that

Figure 2: Persistent text/annotation repository

Figure 3: Text/annotation alignment for integration

are developed based on Penn Treebank, can-
not treat Unicode characters appropriately. For
such NLP tools to be used, all the Unicode
characters need to be converted to ASCII char-
acter sequences in local copies. Sometimes, the
result of some pre-processing, e.g. tokeniza-
tion, also remains in local copies.

The problem of text variation may not be such a
problem that makes the reuse of corpora and anno-
tations extremely difficult, but a problem that makes
it troublesome, raising the cost of the entire commu-
nity substantially.

To remedy the problem, we present, a persistent
and sharable storage of corpora and annotations,
which we callPubAnnotation. Figure 2 illustrates
an improved situation we aim at with PubAnnota-
tion. The key idea is to maintain all the texts in
PubAnnotation in their canonical form, to which all
the corresponding annotations are to be aligned. For
texts from PubMed, the canonical form is defined to
be exactly the same as in PubMed. With the defini-
tion, a text entry in PubAnnotation needs to be up-
dated (uptodatein the figure) as the corresponding
text in PubMed changes (versioning). Accordingly,
the annotations belonging to the entry also need to
be re-aligned (alignment).

There also would be a situation where a variation
of a text entry is required for some reason, e.g. for
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Figure 4: Text/annotation alignment example

application of an NLP tool that cannot handle Uni-
code characters. Figure 3 illustrates a required pro-
cess to cope with such a situation: first, the text is
exported in a desired form (conversionin the fig-
ure); second, annotations are made to the text; and
third, the annotations are aligned back to the text in
its canonical form in the repository.

Figure 4 shows an example of text conversion
and annotation alignment that are required when the
Enju parser (Miyao and Tsujii, 2008) needs to be
used for the annotation of protein names. The ex-
ample text includes a Greek letter,ε, which Enju
cannot properly handle. As Enju expects Greek
letters to be spelled out with double equal signs
on both sides, the example text is converted as so
when it is exported into a local storage. Based
on the pre-processing by Enju, the two text spans,
CD==epsilon== andCD4, are annotated as pro-
tein names. When they are imported back to PubAn-
notation, the annotations are re-aligned to the canon-
ical text in the repository. In this way, the texts
and annotations can be maintained in their canon-
ical form and in alignment respectively in PubAn-
notation. In the same way, existing annotations, e.g.
Genia, Aimed, Yapex, may be imported in the repos-
itory, as far as their base texts are sufficiently similar
to the canonical entries so that they can be aligned
reliably. In this way, various existing annotations
may be integrated in the repository,

To enable all the processes described so far, any
two versions of the same text need to be aligned, so
that the places of change can be detected. Text align-
ment is therefore a key technology of PubAnnota-
tion. In our implementation of the prototype repos-
itory, the Hunt-McIlroy’s longest common subse-
quence (LCS) algorithm (Hunt and McIlroy, 1976),
as implemented in thediff-lcs ruby gem pack-
age, is used for the alignment.

Figure 5: DB schema of persistent annotation repository

3 Prototype implementation

As a proof-of-concept, a prototype repository has
been implemented. One aspect considered seriously
is thescalability, as repository is intended to be “per-
sistent”. Therefore it is implemented on a relational
database (Ruby on Rails with PostgreSQL 9.1.3), in-
stead of relying on a plain file system.

Figure 5 shows the database schema of the reposi-
tory.4 Three tables are created fordocuments, anno-
tations, and (annotation)contexts, respectively. The
annotations are stored in a stand-off style, each of
which belongs to adocumentand also to ananno-
tation context(context, hereafter). A context rep-
resents a set of annotations sharing the same set of
meta-data, e.g., the type of annotation and the an-
notator. For brevity, we only considered PubMed as
the source DB, and named entity recognition (NER)-
type annotations, which may be simply represented
by the attributes,begin, end, andlabel.

The prototype repository provides a RESTful in-
terface. Table 1 shows some example which can be
accessed with the standard HTTP GET method. A
new entry can be created in the repository using a
HTTP POST method with data in JSON format. Fig-
ure 6 shows an example of JSON data for the cre-
ation of annotations in the repository. Note that, the
base text of the annotations needs to be passed to-
gether with the annotations, so that the text can be
compared to the canonical one in the repository. If a
difference is detected, the repository will try to align
the annotations to the text in the repository.

4Although not shown in the figure, all the records are stored
with the date of creation.
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http://server url/pmid/8493578
to retrieve the document record of a specific PMID

http://server url/pmid/8493578.ascii
same as above, but in US-ASCII encoding (Unicode characters are converted to HTML entities).

http://server url/pmid/8493578/annotations
to retrieve all the annotations to the specific document.

http://server url/pmid/8493578/contexts
to retrieve all the annotation contexts created to the specific document.

http://server url/pmid/8493578/annotations?context=genia-protein
to retrieve all the annotations that belong to genia-protein context.

http://server url/pmid/8493578/annotations.json?context=genia-protein
the same as above, but in JSON format.

Table 1: Examples of RESTful interface of the prototype repository

{
"document":

{"pmid":"8493578",
"text":"Regulation ..."},

"context":
{"name":"genia-protein"},

"annotations":
[

{"begin":51,"end":56,
"label":"Protein",
{"begin":75,"end":97,
"label":"Protein",

]
}

Figure 6: The JSON-encoded data for the creation of two
protein annotations to the document of PMID:8493578.

4 Discussions and conclusions

The current state of the design and the prototype
implementation are largely incomplete, and there is
a much room for improvement. For example, the
database schema has to be further developed to store
texts from various source DBs, e.g., PMC, and to
represent various types of annotations, e.g., relations
and events. The issue of governance is yet to be
discussed. We, however, hope the core concepts
presented in this position paper to facilitate discus-
sions and collaborations of the community and the
remaining issues to be addressed in near future.
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