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Abstract. Question Answering (QA) systems try to find precise answeratt
ural language questions. QA extraction result is often amant of text candi-
date answers which requires some validation and rankingegd. This paper
presents an automatic answer appreciation technique wédracted candidate
answers are represented in a question dedicated assceimtiowledge base, a
semantic network. A spreading activation algorithm loakssemantically re-
lated candidate answers, that reinforce each other. The@se is to enhance
the best answers by rising their weight. This article codeliwith evaluation
details for an experiment with text answers to Portuguesstijons.

1. Introduction

Question Answering (QA) systems receive natural languaggew questions and look
for exact answers. If we askQue animalé o Cocas? (in English: What kind of
animal is Cocas), a QA system could answelpeluche(plush dol), ra (true frog),
sapo(toad), verde(has the green colQr or evenporco (pig) if found as the specie of
some pet name@ocas( the Portuguese name f&ermit The Frog from The Muppet
Show. Most open domain QA systems look for answers in Web docasmarplain text
files [Forner et al. 2008], possibly in static and local cdilens [Carvalho et al. 2009]
[Amaral et al. 2008] [Saias and Quaresma 2008]. Candidaeens are expressions that
fit into the expected type of answer for the question catettatlyare related to the ques-
tion focus, in some document. To handle multiple acceptabssvers within a wide list
of bogus results is a challenge. Even morphologically céffié answers might have some
semantic connection that can be useful for an informed ehoWe propose a method
to increase QA systems accuracy by executing an answeraajoe phase over the
extraction result that goes beyond the usual QA answeratabial.

2. Method

While deciding which possible answer is the best for a qoastne considers remem-
brances of those answer concepts in memory and all knowning=afor a term. In-
spired by that human process [Duch et al. 2007], our metlggotonsists on building
an associative structure, where all possible answer mgsrtan be represented along
with other semantic information possibly relevant to thesfion. Within this structure,
semantic resemblance can be detected between answerscafhig seen as local con-
sensus or mutual reinforcement, suggesting that thoseesissave more plausible and
thus may be promoted. This method is language and domaipendent. Firstly, we
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create nodes for each factoid answer. Next step looks fofirdtdevel of semantic in-
formation for those nodes and will connect them to new nodeach link from one
node to another has a type that represents a semantic melatitks also have a weight
wre, SUCh that) < w,,; <= 1, with the expected confidence degree for that relation.
New nodes are obtained with a methodology inspired by pusvibctionary based work
[Oliveira et al. 2008] and by the SESEMI system [Vanderweb@@5]. An on-line dictio-
nary is used to get a definition for each factoid. A rule basedute reads the definition
syntactic tree, from the morpho-syntactical analyzerAVRAS [Bick 2000], consider-
ing nouns, verbs and adjectives whose disposition suggestantic relations hyponymy,
meronymy, synonym and antonym. The definition for the firgvear in the example is
'peluche s.m. - Boneco revestido com tecido felpudts structure suggests a relation
betweempelucheand its definition core noun elememionecq(in English:doll). The last
step is the node expansion. For each existing node, relatezkpts and semantic rela-
tions are imported from associative information resoursesh as ontologies or synonym
tables. The resulting semantic network is drawn in figure dnder answers with defi-
nitions or descriptions begin by identifying the key eletsen their text, with a syntax
based approach, as described in [Saias 2010]. The full amswde will connect to these
key element nodes, which will be expanded through the psoceEstioned before.

The spreading activation method is inspired in Informatetrieval work from
Fabio Crestani [Crestani 1997]. Each answer node has ammtati level (AL) equal to
his answer weight at QA extraction phase. Remaining no@eswsith AL = 0. A node
can be in active or inactive status. The answer space dotivéitreshold A7) is 80%
of the twentieth best answer weight, or the last if there ass than 20 results. The ac-
tive state is achieved il >= AT. When the algorithm is applied to an answer node,
only its activation level is considered and propagated soleighbor nodes as described
later. If other nodes become active and have not yet beeregsed, then the spreading
activation process is applied to them. Each relation seicgdetermines also a propa-
gation coefficient to manage how intense the propagatidrbeifor that relation. These
coefficient values can be found at [Saias 2010]. A neighbderreceiving propagation
value PropV will update its activation level according to the first eqaaton the left of
figure 2. The starting activation levélL, is added to an amount with two components: a
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Figure 2. AL propagation formulas and semantic activation spectrum

multiple of an integer valué to reflect the quantity of propagations the target node has
received; andPropV average.R PC represents the relation propagation coefficient. The
RPC fraction will multiply K per 1 or -1, reflecting that semantic relation’s activation
reinforcement or inhibition. After some tests, the consfawas chosen fok. The value
propagated to a neighbor node depends on the relation ¢eeffand a reference activa-
tion level Re f Act,.igin. If the propagation source is the answer node doing the dpprga
process, this reference value is that node activation.levet other case&e f Act,igin

is the value that the origin node received beforePaspV'. W, is the relation weight.
The semantic activation spectrum for an answer nédgthe semantic network segment
of nodes that became in active status witk spreading activation process. The answer
space in figure 1 has activation threshold 65. Nodes withlindd text in figure 2 are in
active status, after executing the spreading activationgss for the two answers shown.
This means that the only active nodesegpds spectrum isatrachian shown on the rigth.
We compare each semantic activation spectrum and find duhtra is one node in com-
mon to two answer spectrums. This means that ansieaadsapohave some semantic
affinity. Having such semantic proximity, we can say thasth&vo answers provide a
mutual reinforcement. Thus, they can receive an increateeafweight.

Another technique based on the same principle is to applygreading activation
process to all answer nodes, in order to obtain a combinedation spectrum. The
answer nodes connected to these hyperactive nodes caveraceeight increase because
they are close to something with semantic relevance. Apglyhie combined activation
spectrum method to the example, we got 78 as the highesaaatidevel on non answer
nodes, fobatrachian That raises the weight of closer answeisndsapq once more.

3. Experiment

To evaluate the effect of this method we set up an experiméhtancollection ofDef-
inition and Whatquestions, written in Portuguese language. After the etitna phase
all candidate answers were stored in a database, along wathweight, and then as-
sessed by a human as correct or incorrect. Then we colleoted statistic elements for
each guestion: hit on system (first) answer (yes/no); firgtecb answer on rank (FC);
first wrong answer on rank (FW); hit rate in top 5 and in top Iefinition questions
had a total of 742 candidate answers, from which 112 (or 15%¥whort expressions
considered factoids. For categdfyhat we had a collection of 316 results, from which
174 (or 55%) were factoid answers. Afterward, we appliedségrmantic network based
answer appreciation method for answer list reranking. Eashwver, eventually having an
updated weight, was again stored in a database and theistaort tool was run. Table
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Table 1. Assessment with semantic network based techniques

Definition What
Technique| Correct FC FW Top5 Topl0 | Correct FC FW Top5  TOP10
extraction | 72.73% 1.32 2.27 47.27% 41.77960.00% 5.00 1.80 26.67% 25.11%

Ss 72.73% 1.64 3.05 60.00% 50.86$473.33% 1.87 2.00 30.67% 30.44%
Ss15 86.36% 1.32 3.36 60.91% 49.95§480.00% 2.00 2.07 30.67% 29.11%
cs 81.82% 2.23 2.86 55.45% 46.31p26.67% 5.33 140 26.67% 25.78%
cs-15 90.91% 1.36 3.23 60.91% 49.04p60.00% 3.67 1.87 29.33% 27.78%
BOTH 86.36% 1.55 3.27 62.73% 49.956 -— — — — —

1 shows the average results for each question categoryptorspectrum similarity (SS)
and combined spectrum (CS) techniques. Looking at SS tgaebniesult, foDefinition
type, we see no improvement in system best answer (the fitst irank), keeping the suc-
cess rate from the extraction phase, 72.73%. The FC indisastightly worse, because
the average first correct answer position has fallen to 1ledicators Top5 and Topl0
show a progress in the concentration of correct answerseabih In the second line,
SS-15 is the same technique but there is an upper bound toithes bveight increment
that an answer can receive. After some tests, the upper hbanhdllowed better results
was 15. With SS-15 the indicators for system correct angw&rFW and Top5 are better
than without the bonus limit. The result for techniqgue CSmha bigger gain. Again, the
bonus limited variant of the technique works better. Thé fifhe shows a combination
of SS-15 and CS-15 techniques. It seems to be no benefit ovegle technique. An-
swers folWhatcategory start with a lower hit rate in Top5 and Top10, atastion phase.
Techniques SS and SS-15 improve all indicators. The CS igebimas a distinct behav-
ior in each variant. Pure CS technique deteriorates themsystccess rate from 60% to
26.67%, although the number of correct answers in the firstrivnains. With CS-15,
the system answer success rate keeps equal to extractiee, @a&0%. The remaining
indicators denote a small improvement in results.

4. Discussion

This paper presents an automatic answer appreciationitepehbased on semantic net-
works and a spreading activation process. The goal is toneehtne results believed
to be the most plausible. Our method allows two techniquesctsum similarity and
combined spectrum, described in two variants each: withvatitbut bonus limit. The
system answer success rate may increase up to 20% more esttdchniques. The CS
results were different in each question class. This can bealthe greater homogenity in
Definitionanswers. Answers extracted to categdfigatare semantically heterogeneous
or scattered. This way the combined spectrum is somewhatevagd undefined. On
answer space building, the core elements identificatioonsetimes unaccomplished. As
future work we emphasize a further study to determine th@amation coefficient ap-
propriate to each semantic relation, as well as the impaptagagation in the semantic
activation of a neighbor node. We use the semantic affiniggrammote answers. This
works if most answers are correct (as shown by previous ansameparison based meth-
ods [Dalmas and Webber 2007]) or at least if there are no higgets of semantically tied
wrong answers. It is unlikely that a QA system produce sugatiee clusters, so this
method seems to be suitable to improve text answer rankiddgoefavor correct results.
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