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Abstract. This paper addresses the problem of grapheme tongrhe
conversion in order to create a pronunciation diciary from a vocabulary of
the most frequent words in European Portuguese/sées based on a mixed
approach funded on a stochastic model with embeddéss for stressed
vowel assignment is described. The model can generanunciations from
unrestricted words; however, a dictionary with #h@k most frequent words
was constructed and corrected interactively. Theabolary was defined
using the CETEMPUblico corpus. The model and dietip are publicly
available.

1. Introduction

The grapheme to phone(me) conversion (G2P), aldedcketter-to-sound conversion,
maps a written text into a string of symbols whiepresent the speech sounds exactly
and unequivocally. Several frameworks have beermpgeed to tackle the G2P
conversion, among which linguistically ruled basaddules [Kaplan and Kay 1994]
and statistical approaches [Chotimongkol 2000] b&nmentioned. Mainly in the
languages in which orthography is roughly phonalally based, such as the Portuguese
and other Romanic Languages, rule-based systemsdspmvide a good coverage of
the association between letters and sounds [Bragh 2006], [Oliveira et al. 1992],
[Teixeira 2004]. However, probably no natural huramguage satisfies this
assumption exactly because exceptions from the ¢&@BRersion can be found perhaps
in every language. The most common irregularityecs\situations when the association
between grapheme and phoneme is not quite onegdah can be to some extent
ambiguous and greatly dependent on the neighbdextsn To deal with this problem,
rule based systems have been adopted to listeakxheptions. But this solution turns
the development and the maintenance of the sysegnoomplex, hard and tiresome.
Moreover, the rule based G2P is more likely to malk&takes for new words. In

contrast to the ruled based systems outlined at@owember of authors have addressed
the G2P conversion from a stochastic perspectiies approach to G2P conversion is
based on the idea that using pronunciation examptesild be possible to predict the
pronunciation of unseen words by analogy. This wetivas already implemented by
[Caseiro et al. 2002] and [Barros and Weiss 208@ipng others, for Portuguese. In this
paper we use a new statistical approach for whigtstanding results have been
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reported, named the joint-sequence model, [Bisam Bley 2008]. In this model
graphemes and phonemes are combined into a single, sgiving rise to
"graphonemes".

Although the joint-sequence model has shown ta hmowerful tool, we also
show in this paper that for the case of the Pogagithe determination of the stressed
vowel leads to a substantial improvement in theesgsperformance, as was also
reported in [Caseiro et al. 2002]. Thus, we inctudelinguistically rule based pre-
processing stage, for stress assignment, which srenki disambiguates most of the
pronunciations.

The vocabulary used to generate the pronunciaicionary is in its previous
form of the current "Acordo Ortografico” (AO). Hower, we think that this mixed-
based G2P can also achieve good performance fapEan Portuguese (EP) with the
AO. The inherent flexibility in dealing with the Ef®uld be extended to other Romanic
languages, which makes this an advantageous ajproac

The remainder of the paper is organized as follawsSection 2, the joint-
sequence model is briefly discussed. Section 3epteshow the vocabulary and
dictionary were generated while Section 4 descrtheslinguistic model. In Section 5
experimental results are presented, the main ceiocls are summarized and future
work directions are foreseen.

2. Joint-Sequence Model

Given a sequence & graphemes defined b =G" = {g, g, g} , the goal is to
find a sequence oM phonemes,F=F" = {f, f,---, f,}, that best describes the

phonetic transcription of the original sentencee Bhatistical approach to this problem
corresponds to the determination of the optimalusage of phonemeds;, that
maximizes the conditional probability of phonemésgiven a sequence of graphemes,
G:

F’ :argrr;axP(F G). (1)

It is difficult to determineF" directly by calculatingP(F |G) for all possible sequences
F. However, using the Bayes theorem, we can rewrdgroblem as:

F' =argmaxP(F [6)= argmakP(G F)CP E )P G}. (2)

Since P(G) is common to all sequencés the problem can be simplified in the
following way:

F* =argmaxP(G |F)(P . ©)

Using a phonological dictionary, previously creatgds possible to estimate(G|F)
and thea priori probability, P(F), for all sequenceb andG found in this dictionary.

The Markov based approaches estimate a modelafdr phoneme and use n-
gram models to comput®(F). These approaches model the dependency between
graphemes and phonemes and the dependency betWweeanmes, but do not model
dependencies between graphemes [Taylor 2005], [Begr®006], [Jiampojamarn and
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Kondrak 2009]. Due to these constraints, otherssizdl approaches emerged proposing
joint probability model$?(F,G) to determine the optimal sequence of phonemesafBi
and Ney 2002], [Galescu and Allen 2001], direct§ing the expression of the joint
probability in (1) in place of the conditional padflity. In  this approach, all the
dependencies present in the dictionary were modeledulting in improved
performances than those obtained by the other model

2.1 Alignment between graphemes and phonemes

Some graphemes have a univocal correspondencethatiphonemes. However, for
other graphemes the correspondence to phonemerd$epe several factors, such as
the grapheme context and the part-of-speech. Thezealso cases where several
graphemes may lead to a single phoneme, and whenegke grapheme can lead to
several phonemes. All statistical approaches faiseproblem, being necessary, during
the training process, segment and align the twoessmes (a phoneme sequence and the
corresponding grapheme sequence) with an equal ewaitsegments. The solution is
not always trivial or unigue and depends on how d@hgnment algorithms associate
graphemes to phonemes of a given word. Alignmemt loa classified as follows
[Jiampojamarn et al. 2007]:

1) "one-to-oné - Each grapheme relates with only one phonemgn{eats with one
symbol only). A null symbol (' ") is used to deatiwthe cases in which a grapheme can
originate more than one phoneme (the insertionhohpmes) or the cases where more
than one grapheme originate only one phoneme (Hietioh of phonemes). This
alignment is easy to implement using the Levenshagjorithm, [Navarro 2001]. In the
literature these algorithms are called alignmeri-0Q" if insertions and deletions of
phonemes are allowed, or "1-01" if only deletionpbionemes are allowed. This last
case corresponds to the alignment used in this.work

2) "many-to-many' - The segments are composed of various symbdishwallow the
association of several graphemes to several phanehhés alignment is more generic
and can be used without any prior knowledge of nmappetween graphemes and
phonemes. It handles insertions and deletions oh@mes without using any special
symbol. On the other hand, the resulting model @endifficult to estimate and its
performance is generally lower than the model vatignment "one-to-one". These
alignments are also known as "n-to-m".

2.2 Statistical model

After the alignment, the sequences of graphemegphodemes have the same number
of segments. So, a new entity, born from the aasioai of a segment of graphemes and
phonemes can be defined, and is called "graphoné(fBesani and Ney 2002]. A
sequence ok graphonemes is annotated@&,G) = {q, g,---, ¢} . Given a sequence
of K graphonemesQ(F,G), rather than assuming independence between sgmihel
probability of the joint-sequenc®(Q(F, G)), can be estimated using the so-called "n-

grams" (sequences limited nesymbols).
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2.3 Model estimation

The n-gram models are used to estimate the pratyabil symbols knowing the
previousn—1 symbols (history). The estimation of the probabibf an n-gram is based
on the number of its occurrences. This probabiityasy to compute, but there is a
problem in assigning a zero probability to the args not seen or with limited number
of training examples. To overcome this limitatioh,s necessary to model unseen
examples (using a discount) or uncommon exampkasdwsmoothing). Thus, a small
probability mass must be reserved from the mosjuigat n-grams to the absent or
uncommon n-grams. There are several proposed thigwito solve this problem of
probability mass redistribution, such as Good-TgifiGood 1953], Witten-Bell [Witten
and Bell 1991], Kneser-Ney [Kneser and Ney 199%y’Sl absolute discount [Ney et al.
1994] and Katz’'s smoothing [Katz 1987]. In this nrwowe adopted the algorithm
implemented by [Demberg et al. 2007], which usesadlified version of Kneser-Ney
algorithm [Chen and Goodman 1998].

3. Pronunciation Dictionary

In this work we intend to create a pronunciatioctidnary from a given vocabulary. The
vocabulary derives from the CETEMPUblico corpusnfa and Rocha 2001], that
corresponds to a collection of newspaper extracislighed from 1991 to 1998,
annotated in terms of sentences and containing m@llon words in European

Portuguese. The process of generating the vocabstarts by taking all the strings
annotated as words, which obey simultaneouslyaddthowing criteria: i) start with a

letter (a-z, A-Z, &-4, A-U); ii) do not contain dtig; iii) are not all upper case (e.g.
acronyms); iv) do not have the character '.' (&lBLs); v) end with a letter; vi) the
corresponding lemmas do not contain '=' (e.g. camgaouns).

From the resulting list, we took the sub-list obrds that occur more than 70
times in the corpus, totaling about 50k differenbrels. Foreign words were then
removed, using an automatic criteria followed bynmel verification. This process
results on a vocabulary of 41,586 words.

3.1 Transcription

The transcription of the vocabulary words is a ltestian iterative procedure. First, a
statistical model was estimated, as described2nuaing the SpeechDat pronunciation
dictionary, [SpeechDAT 1998]. This dictionary cantaabout 15k entries, from which

foreign words were deleted. Some SAMPA transcnipVells 1997] were substituted

according to the following directions: 1) we didtnose the velar /I~/ and the

semivowels /j/ and /w/; and 2) some standardizatidhe pronunciations was done.

The result of applying the statistical model toTEMPUblico vocabulary was
fairly accurate, although with some significantwita Then we followed a long
procedure of manual verification and correctiorthe transcriptions. The next pass was
to compare the transcriptions with other ones, gdad by a commercial speech
synthesizer. This comparison allowed us to relyoonresults since the majority of the
transcriptions agreed. All different transcriptionere analyzed one by one and we
found that the transcriptions from our dictionargres the right ones most of the times.
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This has led to the phonological transcription idicary referred to as
"dic_CETEMP_40k".

With the "dic_ CETEMP_40k", a new statistical models built. The test of this
model on the training dictionary, allowed us toreot some remaining errors as well as
to standardize and regulate some transcriptiongoies. Throughout the development
of this work, the dictionary had been revised amderted. Although it may still contain
some errors, we are confident on its accuracy. M tthat this dictionary could be an
interesting resource for studies about phonetidspduonology of Portuguese.

3.3 Graphoneme alignment

An important step for establishing the statisticabdel is the alignment between
graphemes and phonemes in the form "1-01" (onehgrap leads to zero or one
phoneme; see § 2.1). The option "1-01" was chasen the beginning, because we had
identified only six cases where a grapheme could gse to more than one phoneme.
Some cases were the insertion of a yod in somesmMoeginning with <ex->; others
were the cases of non-common pronunciations suckpasm> -. /po~i~6~i~/ and
<tém>_ /t 6~i~6~i~/. Defining symbols corresponding toonm than one phoneme
solved this problem of phoneme insertion. The mobbf the phoneme deletions still
remains, because there are always graphemes that dove rise to any phoneme.

The alignment between graphemes and phonemesgtveas,obtained using the
known edit distance or Levenshtein algorithm [Nawy&001]. This required defining a
distance between each phoneme and grapheme. Stasck or cost of association was
defined using the log probability of this assoaati which was estimated from an
aligned dictionary.

4. Phonetic-phonological restrictions

Since the EP is a language with much phonologiegularity, we added to the G2P
module some linguistic restrictions, which weretipent to convert graphemes into
phonemes. Before any regard on the linguistic rules aspect concerning the
phonetic/phonological binomial must be clarifiedhM phonetics gives us the physical
and articulatory properties of the sound pronoun@edneans the surface structure)
phonology studies the sound that has a given roteée pronunciation (the underlying
structure). However, any methodological perspectigencerning the speech
transcription links these two linguistic fields senit deals with the inter-relationship
between the units and its distinctive characteogmes) and the physical reality of
those units (phones and allophones) [Crystal 2002].

The studies on the G2P often alternate betweenetine phone: [Caseiro et al.
2002], [Oliveira and al. 2004] with the term phoresrfBarros and Weis 2006], without
any clarification on the perspective followed. Wistjfy our option to adopt the term
phoneme mainly because the procedure to converettex into the sound brings us
information that derives from the structure of theguage (such as, both left and right
context which imply the choice of a single unit lexiing all other units available in the
language). The phoneme that corresponds to thégmagpis well accepted as a class to
which may group all allophonic realizations ableBR (which could include all the
multi pronunciations). We also considered thatgheneme conversion corresponds to
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the EP-standard. The phonological neutralizationpgositions is not described in this
study and phonemes do not represent any archipremem

Algorithms have been constructed based on pradiigguistic rules, such as
stress marking of the vowel (the syllable nucléiqmy single word and identifying short
contexts in which the correspondence between graphe&nd phoneme has a good
stability.

4.1 Rules for stress assignment

Following the theoretical assumptions discussefMateus and d'Andrade 2000], we
adopted to mark all vowels, which are stressed gylable nuclei) within a word. The
importance of the stressed vowel{essey has been recognized in previous G2P works,
such as in [Caseiro et al. 2002]. Since the n-greomgext is short and cannot, most of
the times retain information about the syllableigtire, marking th&/syessegimproves
the statistical model by expressing graphonemesetasnequivocally. As in [Andrade
and Viana 1985], our proposal considered to maek/thesseq(With the symbol " " ") and
did not require the identification of the syllaligit. However, the process of identifying
the Vsressegthat is described in this study was achieved wery simple way. In the
following Table 1, a set of rules for stressing edsvis presented with examples. All
contexts were considered, including those withoustissed vowel, such as the
prepositions <com>, <de>, <em>, <sem>, <sob>, Jdp(sno(s)>; the personal
pronouns <me>, <te>, <se>, <nos>, <vos>, <lhe(spfs)>, <a(s)>, <lo(s)>, <no(s)>,
<vo(s)>, <mo(s)>, <to(s)>, <lho(s)>; the relatp®noun <que>; and the conjunctions
<e>, <nem>, <que>, <se>; which are often added wtressed nuclei within the
prosodic unit.

Table 1: Rules for stress assignment of the vowels (V)

Rules

Example

If the word has a V with a graphic stress mark,

aux'ilio, an"alise, avalia¢"do, "as,

Then V - Vgyessed- s"6t"ao
If the word has not a graphic stress mark and
ends in <a>, <e> or <o> followed (or not) by | c"arta, d"ancam, cont"ente(s),

<m|n|s>, Then prior V to <a>, <e> or <o0> -
Vstressed-

h"omem, h"omens, est"udo(s)

If the word has not a graphic stress mark and deftla‘ns or, capt ar, em'!_t Ir, dev"_er,
ends in C <I>, <r>, <x> or <z>, Then the last V - can‘al, pap"el, funl, cet m,
v ' ' ’ telef'ax, dupl'ex, cab"az, fel'iz,
stressed* arr"oz,
If the word has not a graphic stress mark and .
delf'im, bot"ins, par'is, alg"um,

ends in V <i> or <u>, followed (or not) by <m|n|s>,
Then <i> or <u> - Vgyessed-

com"uns, jes"us

If in 2, 3 and 4, the V <i> or <u> are preceded by
Othel’ V, Then V—> Vstressed-

p“ai(s), r'ei(s), m"au(s), I"eu, decid"iu,
c"aixa(s), ad"eus, p“eixe(s),
p“auta(s), I"ouca(s), natur'ais

If in 5V <i> or <u> are followed by <ch>, <nh>,
<m + CJ#> or <n + C>, Then <i> or <U> - Vgyessed-

sandu'iche, vento"inha, amendo"im,
co"imbra
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A problem arises with words, which are morphololiycderived, such as the adverbs
ending in <mente>, especially when the adjectivaini, from which they derive, has a
stress mark (e.g. <rapido> <rapidamente>; <doécil> <docilmente>). The solution
adopted was the following: we implemented an athorithat divides the word into two
parts, ROOT> and <mente>. TheROOT> part undertakes a specific module, which
compares it with a list of graphematic patternsolvhiiave theéVsyesseqidentified. This
method solved all the cases present in the diatyooiadOk words.

This pre-processing module attributes a specialbsy to all stressed vowels
generating a univocal graphoneme.

5. Results and conclusions

All experiments were based on the pronunciatiotiahary of 41,586 Portuguese words
as described in Section 3.1. There are two casesesponding to the dictionary with
and without stress marking.

To train and test the statistical model, each oihthese two dictionaries was
partitioned into five folds for a cross-validatigmmocedure. The initial dictionary is
divided into five folds, each one with 8317 (20%hdomly chosen words. The words
are mutually exclusive in each of the five foldsick fold gives rise to a training and
testing run. Final results were obtained by evaigathe average of the five patrtial
results.

The performance of the G2P conversion system wpeessed in two average
error rates: average error rate of phonemes (PBER)axerage error rate of words
(WER). The following figures summarize the resutstained using n-grams with
between 2 and 8.
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Figure 1. Word and Phoneme Error Rates for the two models.

As can be seen in Figure 1, the marking of thessé® vowel contributed to a
significant improvement in the system performandete that, contrary to what we
would expect, the use of n-grams with large costéxgreater than 5) did not improve
the system. In fact, there was a slight increag@enerror rates. This can be explained
by the lack of samples to estimate properly theamg with large contexts. The optimal
length of n-grams was 5 in this case, but it depemdthe size of the training dictionary.
For example, the optimal context for the Speechidatunciation vocabulary waes4.
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As a general conclusion, we can emphasize thatjdim-sequence model
achieved good results. In fact, inspecting the ¢estrs, we observed that most of them
resulted from uncommon grapheme patterns or contpauands without graphic stress
marks. However, the most frequent errors resultednfthe pronunciation of the
stressed <e> and <o0> since they could be pronowscdd/ vs /e/ and /O/ vs /o/ without
any systematic rule.

It is our purpose to extend this work with thelirston of other linguistic pre-
processing stages for dealing with digraphs (bo#th and consonantal) as well as with
rules for regular contexts.

Our system is freely available through the kitig://Isi.co.it.pt/spl/and includes
the models, dictionaries and the G2P module.
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