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Abstract plicity, we just consider Millstream systems con-

taining only two modules, for syntax and seman-
Millstream systems are a non-hierarchical tics. With this simplifying assumption, a configu-
model of natural language. We describe an  ration of the Millstream system consists of two trees
incremental method for building Milistream i, |inks between them and represents the analy-
configurations while reading a sentence. This . . .
method is based on a lexicon associating sis of the seqtence that_ is t_he yield of the syn'_[ax
words and graph transformation rules. tree. An obvious question is how such a config-
uration can be constructed from a given sentence.
Such a procedure would be a step towards auto-
1 Introduction matic language understanding based on Millstream

Language processing is an incremental procfyStems' We propose to use_graph transformations
dure. This is supported by various psycholinguisti or that purpose. By expressing language process-

and cognitive neuroscience-based studies (see e'.'bg. In terms ofgrap_h transformatlon_ we can employ
(Taraban and McClelland, 1988)). We do not post"fl wealth of theoretical results relating graph trans-

pone the analysis of an utterance or sentence unt”fﬂ_rmatlons and monadic second-order logic. We

is complete, but rather start to process immediatelm'm'cI the mcrertnhental Waty 'nt_Wh'CthILI’TanS pro-
hearing the first words (or word parts). We prese ess language, thus constructing a Milistream con-

ongoing work regarding the incremental syntacti%'guraﬁon by a step-by-step procedure while reading

and semantic analysis of natural language sentencg%(? words of a sentence from left to right. The idea

We base this work on Millstream systems (Benscﬁ‘ that the overall structure of a sentence is built in-
and Drewes, 2010), (Bensch et al., 2010), a gener%ement?"yf word-li)y-word. With 'e?cg V_Vrc;lrd’ oln €
mathematical framework for the description of nat®" mortte ‘exicon en ”ﬁsj[ are ?SSOC,['.a ed. | (;\rs]e exI-
ural language. These systems describe linguistic axon entries are grapn transtormation ru'es the pur-

pects such as syntax and semantics in parallel aRgq>® of which is to constru_ct an approprlate config-
uration. For a sentence likglary likes Petey for

provide the possibility to formalise the relation be- i i
tween them by interfaces. Millstream systems argxample, we first apply a lexicon entry correspond-

motivated by contemporary linguistic theories (se{eﬂgtto Mary, Wth'is resul;[s Itr'] a partial tt':onfl%u.ra;tlofn
e.g. (Jackendoff, 2002)). A Millstream system con- atrepresents e syntactic, semantic and infertace

sists of a finite number ahoduleseach of which de- SrUcture oMary. We continue by applying the lex-

scribes a linguistic aspect andiaterfacewhich de- icon entry forloves which yields a partial config-

scribes the dependencies among these aspects. Jf'ﬁ%t'on representiniary loves Finally, a lexicon

interface establishes links between the trees giveefptry Irlel\[;lrﬁstentlng’ete:c_ls apghedf, retiultlngt_ln the
by the modules, thus turning unrelated trees into guerall Miflstream configuration for the entire sen-

meaningful whole called aonfiguration For sim- ence.
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2 Millstream Configurations as Graphs

A configuration in a Millstream system is a tuple of
ranked and ordered trees (in our restricted case, a

pair consisting of the syntactic and the semantic rep- [Tj
resentation of a sentence) with links between them. NP

The (labelled) links indicate relations between the .
nodes. A typical link establishes a relation between

two nodes belonging to different trees. In this paper, Mary
we want to represent configurations in a way which

is suitable for graph transformation. For this, we first

define the general type of graphs considered. For Peter
modelling convenience, we work with hypergraphs _ o i

in which the hyperedges (but not the nodes) are laF19ure 1: Atree inits (hyper)graph representation
belled. For simplicity, we call hypergraphs graphs

and their hyperedges edges. Edge labels are takeymbols point to the target nodes of the tree edge
from a doubly ranked alphab&t meaning thak is  representing that symbol.

a finite set of symbols in which every symhohas

sourceandtarget ranksranks,.(a), rank,-(a) € N

[ ]

S
determining the number of sources and targets, re- / \
spectively, that an edge labetiss required to have.
Definition 1 Let X be a doubly ranked alphabet. NP VP
A X-graph is a quadrupléV, E, src, tar, lab) con- i / \
sisting of finite setd” and £ of nodesand edges Mary Vv NP
sourceand target functionsre, tar: E — V*, and l l
an edge labelling functioriab: F — X such that
ranks.c(lab(e)) = |src(e)| and rank,,(lab(e)) = loves Peter
|tar(e)| forall ¢ € E. The components ofagragh  kjgure 2: A more condensed representation of the

will also be referred to a¥, Eq, sreq, tara, labg. tree in Figure 1
By Gs. we denote the class of all-graphs.

A Millstream alphabeis a doubly ranked alpha- A k-ary link establishes a relation betweén
bet ¥ in which the target rank of each symbol isnodes by arranging them in a tuple. In this paper
either 1 or 0. Symbols of target rank aretree there is only one link symbol, this link symbol is
symbols edges labelled with these symbols &l of source rank, and connects nodes across the two
edges Symbols of target rank arelink symbols trees every configuration consists of. These links are
edges labelled with link symbols alieks. A tree drawn as unlabelled dashed lines. With these con-
or link symbola may be denoted by, to indicate ventions, a complete configuration looks as shown
that ranks..(a) = k. In the following, the termree in Figure 3. This configuration consists of two trees,
refers to an acyclic graph in which all edges are treepresenting the (extremely simplified) syntactic and
edges, each node is the target of exactly one edgegmantic structures of the senteidary loves Pe-
and there is exactly one node (the root) that is ndéer. The symbols in the semantic tree are interpreted
a source of any edge. B-configurationis a graph as functions from a many-sorted algebra. The sorts
G € Gy such that the deletion of all links fro®  of the algebra are the semantic domains of interest,
results in a disjoint union of trees. and the evaluation of a (sub-) tree yields an element

Figure 1 depicts a tree, built using the treef one of these sorts. In the semantic tree shown in
SymbolsS y), VP (9), NP (1), V(1), Mary g, loves(q), the figure, we assume thitary and Peter are (in-
Peter . To save space we use the drawing styléerpreted as) functions without arguments (i.e., con-
shown in Figure 2 instead. The links pointing to treestants) returning elements of the sodme The
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§ /~>*I(>)‘_ng 1. L is isomorphic to a subgraph @f (for sim-

/ \ / \ plicity, let us assume that the isomorphism is
, h the identity) and
NP VP refers,to// refers_to
L /\ ,,,,, f l 2. no edge irnG is attached to a node W, \ V.
Ma";?/ Vv NP ,//Mary /// Peter i .
\ l L In this case, applying means to remove all nodes
’’’’ T and edges frondz that are inL but not in K, and

\ P 4
. loves Peter-

to add all nodes and edges that areRirbut not in

K. Thus, the so-called glueing grapgh is not af-
Figure 3: A sample configuration that relates a Syrfacted by the rule, but rather used to “glue” the new
tactic and a semantic tree nodes and edges in the right-hand sii¢o the ex-
isting graph. The second condition for applicability
gnsures well-formedness, as it makes sure that the
deletion of nodes does not result in so-called dan-

returns, say, an element of the domaerson Fi- } q s q th defined h
nally, loving is a function that takes two personsg Ing edges, I.e., edges wit an undetine gttac )
ent. If the result of the application efto G is

as arguments and returns an element of the domzﬂ?) hi be d q oM "
state namely the state that the first argument (com- » this may be denote by? - Moreover, Itk

monly called theagen) loves the second (thea- is & set of graph transformation rules, afid- G’
tient). The links establish correspondences betwegdr somer € R, we denote this fact bgg = G.
R

nodes in the two trees showing that, €.9., the Verb ., mnared to general DPO rules, our lexicon rules
of the sentence corresponds to the funcliofing, 46 guite restricted as they never delete anything. In
whose two arguments correspond to the two NOUSher words. we always have— K, and hence the

phralsesf of the sentence. :n realistic settings, ONEles only glue new subgraphs to the existing (par-
would of course use more elaborate trees. HOWeVe[,) configuration. We call rules of this kinidcre-

since we primarily want to convey the idea behing,onaiand denote the set of all incremental rules
our proposed approach, we use this simple type {er 5 Millstream alphabet by Rs. In addition to
configuration as our running example. the conditions 1 and 2 above, we restrict the appli-
cability of rules further, by introducing a third con-
dition:

functionrefers_to takes a name as its argument an

3 Incremental Construction of
Configurations
3. targ(e) # targ(€') for all tree edges € E¢

In a Millstream system, we are givénmoduledor ande’ € Ep \ Ex.

each of th&: trees in a configuration. These modules
are tree grammars or any other kind of device ger¥his condition merely avoids useless non-
erating trees. Furthermore, we are given a logicaleterminism leading into dead ends.
interfacethat describes which configurations (con- Derivations start with a common start graph.
sisting ofk trees generated by the modules and a s&ince our example is extremely simple, it suffices to
of links between them) are considered to be correathoose the graph that consists of the edge labelled
In the current paper, we take a more pragmatic pointith the root symbol,, of the syntactic tree (to-
of view and investigate how configurations can bgether with the three attached nodes). The fact that
built up “from scratch” along a sentence using arll our rules satisfy. = K means that we can depict
approach based on implementing a lexicon by graprule as just one graph, naméty where the nodes
transformation. and edges i are drawn in blue. Graph transforma-
We use graph transformation in the sense of thigon rules of this type are called lexicon entries. Fig-
so-called double pushout (DPO) approach (Ehrig efres 4, 5 and 6 show sample lexicon entries for the
al., 2010) (with injective morphisms). A ruteis a wordsMary, loves andPeter, respectively. Starting
spanr = (L 2 K C R) of graphsL, K, R. The with the start graph (the blue subgraph in Figure 4)
rule applies to a grap&y if and applying the three rules in the order in which the
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words appear in the sentence takes us to the confighe lexicon assigns to evety € W a finite set
uration in Figure 3. Note that the complete lexicom\(w) C Ry of rules, theexicon entries

should contain another entry similar to the one in A readingof an input sentence - - - w,, by R is
Figure 4, but withMary and Mary being replaced a derivation

by Peter and Peter, respectively. Similarly, there

should be a variant of Figure 6 for the name Matry. S = G = = G,

This would make it possible to read the senteRee A(wr)
ter loves Mary The reader should also note that,

when reading the third word of the sentenBeter  Such thatG,, is a X-configuration. The set of all
the corresponding variant of Figure 4 cannot be ap+" conflguratlons that result from readings of =

plied, because the first child 6fis already present. @1 ---wn iS denoted byR(w), and the language
(of X-configurations) generated bR is L(R) =

ST Uwew- R(w).
/ \ Future work will have to develop methods for
‘e proving the correctness of readers with respect to a
refers_to given Millstream system. This notion of correctness
L/ T TTTTTTT T \l is given in the next definition.
Mary Mary

Definition 3 Let MS be a Millstream system having
a distinguished syntactic moduMé (i.e., every con-
figuration of M'S contains a syntactic tree.) The set
of all configurations ofMS is denotedL(MS). A

Figure 4: Lexicon entry foMary

; Iovmg readerR = (X, W, A, S) is correct with respect to
MS if L(R) = L(MS) and, for everyw € W* and
/ \ 7 / \ everyG € R(w), the yield of the syntactic tree 6f
NP is equal tow.
i / \ 4 Future Work
l More research will be necessary to find out whether
l the type of lexicon entries proposed is most appro-
oves

priate. Bigger lexica to treat a greater variety and
complexity of sentences need to be considered, and
an implementation is required. An extension to ren-
° der the readers of Section 3 more powerful might

/ \ introduce nonterminal (hyper-)edges to act as indi-
.

Figure 5: Lexicon entry foloves

cators of “construction sites”. These nonterminals
would be consumed when a lexicon entry is applied.

o refers_to An important question for future research is how
L’ T l to build lexica in a systematic way, possibly distin-
Peter Peter guishing lexica with different strategies, to accom-

Figure 6: Lexicon entry foPeter

modate different behaviours of readers. Future re-
search will also have to study efficient algorithms

for constructing lexica and readings. In particular, it
should be possible to “learn”. For large lexica, ef-
ficient pattern matching algorithms are needed and
optimisation algorithms would need to be examined.

Definition 2 A reader is a quadruple R =
(X, W, A, S) consisting of a finite sel’ of words
(the input words), a Millstream alphabegt, a map-
ping A called thelexicon and a start graptd € Gs..
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