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Abstract

This paper presents an approach for auto-
matic mapping of International Classifica-
tion of Diseases 10th revision (ICD-10)
codes to diagnoses extracted from dis-
charge letters. The proposed algorithm is
designed for processing free text docu-
ments in Bulgarian language. Diseases are
often described in the medical patient
records as free text using terminology,
phrases and paraphrases which differ sig-
nificantly from those used in ICD-10 clas-
sification. In this way the task of diseases
recognition (which practically means e.g.
assigning standardized ICD codes to dis-
eases’ names) is an important natural lan-
guage processing (NLP) challenge. The
approach is based on multiclass Support
Vector Machines method, where each
ICD-10 4 character classification code is
considered as single class. The problem is
reduced to multiple binary classifiers and
classification is done by a max-wins vot-
ing strategy.

1 Introduction

The nomenclature ICD or ICD CM (International
Classification of Diseases with Clinical Modifi-
cation), supported by WHO (World Health Or-
ganization) [1], is translated to many languages
and serves as the main source for diagnoses defi-
nition.

The Bulgarian hospitals are reimbursed by the
National Insurance Fund via the “clinical path-
ways” scheme. When a patient is hospitalized,
they often select from the Hospital Information
System (HIS) menu one diagnosis which is sufti-
cient for the association of the desired clinical
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pathway to the respective patient. Thus most of
complementary diseases diagnosed by the medi-
cal experts are recorded in the personal history as
free text. To describe diseases as free text in the
medical patient records (PRs) usually is used
different terminology than those used in ICD-10
classification in order to express more specific
and detailed information concerning particular
disorder or using paraphrases, which usually are
not available in general classification. For in-
stance, in some diagnoses is specified the stage
“satmpcTsaBane | cremen” (Stage 1 Obesity), the
specific location “karapakra Ha nsBo oko“ (left
eye cataract) etc.

Thus the task of diagnoses recognition from
free-text discharge letters and assignment of
standardized ICD codes to diseases’ names is an
important natural language processing (NLP)
challenge [2].

PRs in all Bulgarian hospitals have mandato-
ry structure, which is published in the Official
State Gazette within the legal Agreement be-
tween the Bulgarian Medical Association and the
National Health Insurance Fund [3]. PRs contain
the following sections: (i) personal data; (ij) di-
agnoses; (iij) anamnesis; (iv) patient status; (v)
lab data; (vi) medical examiners comments; (vii)
discussion; (viii) treatment; and (ix) recommen-
dations. Most of the diagnoses are entered in the
discharge letter section Diagnoses as free text
and some of them are only mentioned in the Dis-
cussion or Medical examiners comments.

In this paper we present an approach based on
multiclass Support Vector Machines (SVM) for
automatic diagnoses recognition from free-text
PRs and assignment the ICD-10 codes to them.

The paper is organized as follows: Section 2
overviews related work, Section 3 describes re-
course bank, Section 4 presents the method, sys-
tem architecture and some examples, Section 5
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discusses evaluation and results and Section 6
sketches further work and conclusion.

2 Related Work

The application of natural language processing
methods to clinical free-text is of growing inter-
est for both health care practitioners and academ-
ic researchers. Unfortunately there is no interna-
tional standard for discharge letters presentation.
Another main difficulty in such texts is medical
terminology - German, English and French med-
ical terminology mainly is based on domesticated
terms, but still some Latin terms are used and
some of them are modified by preserving Latin
root and using domestic ending

There are no systems dealing with clinical
texts in Bulgarian. Thus we will overview some
of the recent results achieved mainly for
processing discharge letters in English [6, 8, 9],
German [7] and French.

Several methods dealing with this problem
were presented on 2007 Computational Medicine
Challenge where about 50 participants submitted
results [4]. The main goal was to create and train
computational intelligence algorithms that auto-
mate the assignment of [CD-9-CM codes to ano-
nymised radiology reports with a training set of
978 documents and a test set of 976 documents.

In NLP the performance accuracy of text ex-
traction procedures usually is measured by the
precision (percentage of correctly extracted enti-
ties as a subset of all extracted entities), recall
(percentage correctly extracted entities as a sub-
set of all entities available in the corpus) and
their harmonic mean

F-measure: F=2*Precision*Recall/(Precision+Recall).

In 2007 Computational Medicine Challenge
[5] the top-performing systems achieved F-
measure 0.8908, the minimum was with F-
measure 0.1541, and the mean was 0.7670, with
a standard deviation of 0.1340. Some 21 systems
have F-measure between 0.81 and 0.90. Another
14 systems have F-measure 0.70. The article [9]
compares three machine learning methods on
radiological reports and points out that the best
F-measure is 77%.

The top rated systems use variety of ap-
proaches like: Machine-learning; Symbolic
methods; Hybrid approaches; UMLS Structures,
Robust classification algorithm (naive Bayes)
etc. the system reported in [8] uses a hybrid ap-
proach combining example-based classification
and a simple but robust classification algorithm
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(naive Bayes) with high performance over 22
million PRs: F-measure 98,2%; for about 48% of
the medical records at Mayo clinic. SynDiKATe
[7] based on combination between text parsing
and semantic information derivation from a
Bayesian network and reports about 76% F-
measure.

The better systems process negations,
hypernyms and synonyms and were apparently
doing significant amounts of symbolic
processing.

SVMs and related approaches to machine
learning were strongly represented in this chal-
lenge, but did not seem to be reliably predictive
of high ranking. This motivated us to try to use
SVM method for ICD-10 codes assignment to
diagnoses, but enhanced with some preprocess-
ing techniques applied to input data, concerning
usage of synonyms, hyponyms, negation
processing and word normalization and etc. used
in other methods with better performance.

3  Material

The IE experiments were performed on training
corpus if 1,300 and test corpus of 6200 ano-
nymised hospital PRs for patients with endocrine
and metabolic diseases provided by the Univer-
sity Specialised Hospital for Active Treatment of
Endocrinology (USHATE), Medical University
Sofia, Bulgaria.

Bulgarian medical texts contain a specific
mixture of terminology in Latin, Bulgarian and
Latin terms transcribed with Cyrillic letters (Ta-
ble 1). There is no preferred language for the
terminology so the two forms are used like syn-
onyms. The terms occur in the text with a variety
of wordforms which is typical for the highly-
inflexional Bulgarian language.

The mixture of such terminology, given in
Cyrillic and Latin alphabets, makes very hard the
task for automatic assignment of ICD-10 codes
to diagnoses. About 2.34% of the text is
presented with Latin letters; the rest is written
with Cyrillic symbols but contains Latin
terminology (mostly diagnoses, anatomic organs
and examinations) which is transliterated to
Cyrillic alphabet (about 11.6% of all terms).
About 37% of all diagnoses in our test corpus of
1,300 PRs were presented in Latin. This very
specific medical language reflects the established
medical tradition to use Latin language. Last but
not least the foreign terminology is due to the
lack of controlled vocabularies in Bulgarian



language. In addition no bilingual Bulgarian-
Latin medical dictionary is available in electronic
format as well.

Table 1 Examples for diagnoses representation

Type Example
. KoHcynraumsa c obTasnMoJior:
Mixture of | pop- 0,6 BoC=0,6, meyouno
medical 0,8 c kopekumsa. OYHIOCKOMUA:
terminology | mamwmm na HwBOTO Ha
in Latin and | peTuHara. Angiosclerosis
Bulgarian vas. retinae hypertonica.
HavaJjiHy MPOMEHM [0 THula Ha
IyabeTHa PEeTMHOOATHUA .
. IvarHo3a: 3BaxapeH nuadbeT TuUl
Med%cal 2. BarmabcTsaBaHe I1II cT.
terminology | muacerna [IOJIMHEBPONATUS .

in Bulgarian ApTepmrasiHa XunepTroHmA-IIcr.

IveHuedbasieH CUMHIOPOM.

InarHosza:

Latin terms XurnonapaTmupeonaonusMy C

transcribed mocTonepaTuBa KOMIIEHCAaTa.

with Cyrillic | Xunormpeonmuzsmyc

letters [locTonepaTuBa KOMIEHCATA.
CraTyC NOCT THMPEOMIOEKTOMMUAM
IpO KapLUMHOMa [anujape Joodu
cuHucTpu. CraTyc IOCT
panmnoronabialumam.

Further we  have developed semi-

automatically a dictionary with pairs of Latin and
Bulgarian terms corresponding to anatomic
organs and their status containing about 7,230
terms. The most complicated task was to develop
semi-automatically the list of correspondences
between diagnoses in Bulgarian and Latin. For
this task were used resources available in Bulga-
rian [10] and English [11]: ICD-10 Classification
(Fig. 1); Index of diseases and pathological states
and their modifications (Fig. 2). There were also
used: (i) Terminologia Anatomica providing
terminology in English and Latin; (ii)) Sets of
about 300 prefixes and suffixes, about 100 roots,
about 150 abbreviations in Latin and Greek and
their corresponding meanings in English and
Bulgarian; (iii) Rules for transliteration from Lat-
in to Cyrillic.

E00.9 BpoaeH oa-HeJoMMbYEH CUHAPOM, HEYTOUHEH

E01.0 [undbysHa (eHaemMuyHa) ryla, cBbp3aHa ¢ NoeH HeJoUMbK

EO01.1 MonuHoZo3Ha (eHAeMWYHa) ryla, CBbp3aHa ¢ MoAeH HeJOMMbK

E01.2 lywa (eHAeMU4Ha), CBbp3aHa ¢ oAeH HeJOUMbK, HeYyTOYHeHa

E01.8 [pyrn GonecTy Ha WMTOBUAHATA XKe3a, CBbP3aHu ¢ MoAeH HeJOUMBK U CPOAHN CbCTOSHN
E03.0 BpopaeH xunotvpeonausbm ¢ AudysHa rywa

E03.1 BpogaeH xunotupeonaunsbm 6es rywa

E03.2 Xunotnpeonausbm, AbMmKall ce Ha fiekapcTea U ApYr eK3oreHHU BellecTsa
E03.3 MoCTUHGEKLMO3EH XMNOTUPEOUAN3bM

E03.4 ATpous Ha WMToBMAHaTa Xnesa (npuaobuta)

E03.5 MwukcegemHa koma

E03.8 [pyrv yTOUHEHM BUAOBE XMNOTUPEONAN3bM

E03.9 XUnoTnpeonansbm, HeyTOUHEH

E04.0 HeTokcuyHa andysHa rywa

E04.1 HeTokcnyeH eAnHNYeH Bb3en Ha WMToBUAKATA XXne3a

E04.2 HeTokcunyHa nonnHoaoska rywa

E04.8 Llpyrv1 yTouHeH BUAOBE HETOKCUYHa rywa

Fig. 1 ICD-10 Classification in Bulgarian - excerpt
for class “E”
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Kpusa
— aauconosa E27.2
obOpeuna N28.8
BTOpHUHa raykoma H40.4
emounoHanna [43.2
ocTpa peakumst Ha cTpec F43.0
npucnocobnTenna peakuus F43.2
creunduIHa 3a 1€TCTBOTO 1
1oHoMmecTBOTO F93.8
xopemna R10.4
Ha Pel (TaGecna) A52.1
HanOBOpeuna (koposa) E27.2
HHTPHTHA
a7IeKBATHO HA3HAYEHO H MPABHUITHO
TPUIOKEHO BerecTso 195.2
CBPBX03a HJTH MOTPELIHO BELIECTBO.

Fig. 2 ICD-10 Volume 2 Tabular Index in Bulgarian —
excerpt for “K” terms

Koponapupyc (coronavirus), kato
nj 3a G0JIeCT, KiIac)
apyrajae B97.2

Koponapna (aprepust) — suoic cocmostue

Kopcukancka Tpecka (suaic coiyo
Manapust) B54

Kopruko-ajapenanen — 6uic cocmosuue

Koca — gudic cowjo cocmosnue
n3TpBrBane, ckydane Ha F63.3

Pa3CTPOIicTBO B CTepeoTHNa Ha
aemkenusTa F98.4

Koceen — guoic cocmositue

Kocvu

— Bpacnam L73.1
NPBCTEHOBHAHH HIN H3BUTH (BPOIEHH)
Q84.1

pana

ICD-10-CM (Clinical Modification) codes
may consist of up to seven digits (Fig 3). A se-
venth character is required on some diagnoses
that begin with "M," "O," "R," "S," "T," and
"VWXY." and represents visit encounter or
squeal for injuries and external causes.

M60.162

1
category

Interstitial myositis,
left lower leg
etiology,
anatomic site,
severity

Fig. 3 ICD-10-CM Code Format

The ICD-10-CM is divided into the Alphabet-
ic Index, an alphabetical list of terms and their
corresponding code, and the Tabular List, a
chronological list of codes divided into chapters
based on body system or condition. The Alpha-
betic Index consists of the following parts: the
Index of Diseases (Fig. 2) and Injury, the Index
of External Causes of Injury, the Table of Neop-
lasms (Fig. 4) and the Table of Drugs and Chem-
icals [10].

3n0KauecTBEHO C neonpee-
—————————— JICH WIIH He-
Mupeuuno Bropuuno  Insitu [loGpoka- u3secten
YECTBOEO  XapaKren
Hosoobpasysauue—npooviicenue
BbHILEH(-Ha)
MarQ4Ha oc...... C53.1 (€798 D06.1 D26.0 D39.0
OTBOp (YXO) ... C442 (€792 D042 D232 D485
BBIPEIPbAHA (KyX1Ha) C76.1  C79.8 D36.7 D487
BETPEOUHO ©eveervreseies s eseesenis s eeeceeeene C694 C794 D092 D314 D487
BBIPELIHA
KarcyJa C71.0 C793 D33.0 D43.0
0C C53.0 (€798 D06.0 D26.0 39.0
srrperny opranu, HKJL ... ... C767 C79.8 D36.7 D487

Fig. 4 ICD-10 Volume 2 Table of Neoplasm

The data from ICD-10 Volume 2 Tabular in-
dex [10] are organized with leading term — level
1 (diagnose or pathological state) and modifica-
tions, which can be specified up to 7 levels. For
instance for “A” terms are used 18256 words in total
for explanation in different levels and 3568 different
words.



6538

3803

2441 3540

3284 3241 3437

6353

6142

3819

2966

[ 2] [e] P Q R

5 T W x Y z

Fig. 5 Number of different diagnoses per cluster described in ICD-10 Volume 2 Tabular Index in Bulgarian

Searching in different sublevels not necessary
specifies the ICD-10 codes. For instance, if the
leading term is “Cyst” [10, 11], modification on
level 1 “development” leads to K09.1, but further
modification on level 2 “ovary” or “ovarian”
leads to codes Q50.1 which belongs to other
cluster. Another example for “Cyst” with mod-
ification on level 1 “epidermal” leads to L72.0
and further modification on level 2 “mouth” or
“oral soft tissue” leads to codes K09.8. This
shows that we need to use all nested levels of
modifiers before final conclusion for the correct
ICD-10 code for some diagnose.

In addition Tabular Index contains 19,161 dif-
ferent words and 291,116 words in total with
repetitions, 2,221 in Latin (11.59%) and occur-
rences 83,713 in total (about 28.76%). This
shows that direct application of Tabular index is
not appropriate for automatic ICD-10 codes as-
sociation for free-text diagnoses from discharge
letters.

Tabular Index contains 76,939 descriptions of
ICD-10 codes representing 9,044 different codes.
ICD-10 classification [10] contains 14,439 dif-
ferent codes descriptions.

4 Method

4.1 SVM Classifier

SVMs have an ability to learn independent of the
dimensionality of the feature space. This makes
SVM Classifiers suitable approach for our task
for automatic assignment of ICD-10 codes to
diagnoses extracted from free-text PRs. This
means that we can generalize even in the pres-
ence of very many features, because SVMs use
overfitting protection, which does not necessarily
depends on the number of features [12].

We present all ICD-10 codes as a set

C= {cl,cz,...,ck}. The distribution in different
clusters of codes described in the Tabular index

(Fig. 5) shows that most of the diagnoses, except
"VWXY" clusters, are described with variety of
descriptions that in our opinion should be enough
for generating rules for automatic classification.
To cover all possible codes included in ICD-
10 classification we create training set of pairs

(xi,cj) of diagnoses descriptions x; and their

corresponding ICD-10 codes c;, e C from ex-

tracted diagnoses descriptions from Tabular In-
dex in Bulgarian, those used in ICD-10 classifi-
cation and 1,300 PRs from training corpus. In

the training set vectors x, contains words used

to describe diagnose with omitting meaningless
word (e.g. a, an, the, this, that, and, or).

The implemented system (Fig. 6) works in
two steps [13,14]: (i) Preprocessing and (ii) SVM
Classification.

Preprocessing analysis includes several text
processing tasks performed as pipeline: PRs sec-
tions splitting; Tokenization; Diagnoses extrac-
tion; Abbreviations expansion; Transliteration;
Latin terminology processing; Words normaliza-
tion; Medical terminology synonyms; SVM
model.

Bulgarian hospitals discharge letters have
mandatory structure [3]. The system splits the
text on all available sections and passes Diag-
nose section text for further processing. Diag-
nose section text is spitted into words set

W:{Wl,wz,...,wp}. Using scoping rules ap-
plied to Diagnose section text words from the
generated set W are combined into diagnoses
D= {dl,dz,...,dn}. For each diagnose d,, € D

Wogsenes Wy >

we create vector y,.=<Ww,,
containing words included in it. Using sets AL

and AB of abbreviations in Latin and Bulgarian

language and functions a,: AL — Lat and

14



a,: AB — Bul , words in vectors y,. for each

diagnose d, € D are substituted by expanded
terms meaning in Latin (Lat) and Bulgarian (Bul)
language correspondingly according (1).

ab(wm].), if w,, € AB

a\w,, ),if w,, € AL (1)

mi

w . , otherwise

mj
Then we replace vectors y, . by their corres-

ponding vectors z,. =<u, U

ml>

Uy > for

2o
each diagnose d, €D . Using transliteration
rules ¢ : Cyrillic — Latin from Cyrillic to Latin
alphabet we convert each word in vector z,, to

its equivalent in Latin. The cases when some
words in vector z,; are in Latin and the other are

Cyrillic are very If
(u,;)€Lat or wu, €lLat we substitute it

in rare.
by its corresponding term b, € Bul from Bul-
garian terminology repository Bul, otherwise we
suppose that #,,is in Bulgarian and set bmj =u
Using rules for words derivatives we replace all
terms b, by their lemmas /,; € Bul and con-

struct vector v, =</ .1

iolaseesl, > The result
vector v,. contains only words in Bulgarian.

Further we process negations [15] and searching
for synonyms and hyponyms of disease and pa-

m*

thological states names in Bulgarian medical
terminology repository. We generate all possible

partitions P, of consecutive words in vector v, :
ij = {lml" : "lmq | lmq+l" : "lmt | | lms""’lmr} (2)
For each sequence in (2) in partition P, we

create set of its synonyms s, . Usually parts contain

from 1 up to 7 consecutive words in the vector. The
Cartesian product of synonym sets for partition

P, generates set ¥, =5, X...xs, ={y,..., V,}

mj
of input vectors. The union (3) of these sets for
all partitions contains input vectors with different
descriptions of each diagnose d, :

Y, =UYm.f
P

We use the formal representation for SVM
model, learned by training examples, to trans-
form test examples as input vectors for SVM.

SVM Classification - The input space in
SVM Classifier is a vector space and the output
is a single number corresponding to different
classes. SVM classifier applies binary classifica-

tion for each of the input vectors y, €Y, for

3)

each diagnose d,, € D and each of the classes in

C . Winning strategy ranks all classes and
chooses the highest ranked class ¢, for each

diagnosed, € D.

1300 encoded
training PRs

ICD-10
Classification

(e e

ICD-10-CM
Diagnosis
Codes Index

Medical
Terminology

Linguistic
Resources

== ==

- )
PRs” Sections Siis Diagnoses
Splitting kentzaton Extraction
6200 test PRs
Preprocessing Module
Latin Terminf)logy e Abbrevia.lions
Processing Expansion
NDTI"]"\]JE:)'ESHStiOI’I Terms synonyms SVM Model
o S
svm Binary Wining [, 6200PRsvith
Module Classifiers Strategy assigned
| ICD-10 codes

Fig. 6 System Architecture
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4.2 Example

The implemented system allows processing of a
single PR stored as text file in manual mode.
There is also available automatic mode where
can be processed all PRs stored in the selected
folder and the result is stored in single CVS for-
mat file. In manual mode (Fig. 7) the text of PR
is opened in section (1). After opening the text
file, PR first is applied preprocessing steps from
the algorithm and PR is automatically separated
on sections and the text from diagnoses section is
displayed in section (2). After choosing “Ana-
lyze” function from menu bar the extracted text
in section (2) is processed and automatically is
generated list (3) with recognized diagnoses
within the text.

After selection of diagnose from list (3) to be
processed its name is automatically excluded
from list (3) and displayed in section (5). In the
current example the selected diagnose “xucma
ogapuu dexcmpa’ (kucma na siunuka — in Bulga-
rian, cyst of ovary — in English) is displayed in
sections (5). The system identifies possible ICD-
10 codes assignments and displays them in list
(4) - N83.0 @onuxyrapra kucma Ha AUYHUKA
(N83.0 Follicular cyst of ovary). It is possible the

¥, PSiP-
File

Test About  Statistics

system to identify more than one possible codes
for assignment, in this case different options are
displayed in list (4) in decreasing order of rank-
ing. The most appropriate association is ranked
first. The data for processed diagnoses from list
(3) are displayed in list (6) for further storage in
CVS format text file.

In this example the diagnose
“peoxpomuyumoma”  (pheochromocytoma) is
presented using Latin terminology with translite-
ration. This term corresponds to
“[lobpoxauecmeeno  H080006paszysanue Ha
HaobvoOpeuna ocneza” (neoplasm of Adrenal
gland) in Bulgarian language. In ICD-10 4 chars
categories it corresponds to D35.0. The next di-
agnose “kucma osapuu Oexcmpa’ (Kucma Ha
atynuka — in Bulgarian, cyst of ovary — in Eng-
lish) is processed using again latin terminology
transliteration for Latin term “osapuu” (ovarian)
(atiunuyu — in Bulgarian) and the result assigned
code is N83.0 @onukyrapna xucma Ha AUYHUKA
(N83.0  Follicular cyst of ovary). Here
“Oexcmpa” in Latin means (0dscna — in Bulga-
rian, Right — in English) is not considered in
classification in this case.

e

»

eNUKpHN3a

e X 49r.
agpec
13 N215834 XX

]

AWarHosa: (eoxXpoMOLUMTOME. CTATYC NOcT

afpeHaneKToMnam AeKCTpa. MeTabonuTeH CUHAPOM.
HeDPONUTUASNG. KANKYNYC peHc BUNaTepanuc. cTaTyc
NoCT MUTOTPUNCHEM. CTPYMa HOA03a iB-eyTMPeoUIHO
ChCTOAHWE. YTEPYC MUOMATOSYC. KUCTa OBaPUH AEKCTPa.
KenAsofeduUNTHA aHeMUA.

aHaMHe3a: NOCTLNBA B KIMHMKaTa 38 NopedeH MbT 33
[MarHOCTMYHO W TePaneBTHYHO YTOUHABaHS. Npes Xre
YCTaHOBEH (heOXPOMOLIMTOM Ha Asfcha HanGbBpeuHa
xnesa ¢ p-pu 5,8/6,4 cM BbB Bpb3Ka C KPU3K Cbe

2008-00131 ; cheoxpoMounTomMa ; D35.0 ; HanGwuBpeyuna xneszal
2008-00131 ; kucTa osapun Aekctpa ; N83.0 ; @onukynapHa KMCTa Ha AR4HK|

®©

CTOMHOCTM Ha aH Ao 220/120, CbMbLTCTBaHK OT rMasobo, - Ak
Extracted Data

Diagnose KWMCTa OBapWK AeKCTpa

iIco-10 N83.0 DonvkynapHa KMcTa Ha aiyHnKa/

Diagnoses

=N
D

(heOXPOMOLMTOMA. CTaTYC MOCT aApeHaneKToMnam
meTaBonuTeH CMHAPOM. HetppONMTUA3NC. KaTKYYC PeHnC

Bunatepanuc. cTaTyc NOCT NMTOTPUNCHAM. CTPYMa HOAO3a iB
-eyTUPEONAHO CLCTOSHNE. YTEPYC MUOMATOS3YC. KMCTa OBapun

CTaTyC NOCT aJpeHaneKToMnam AsKCTpa
meTabonuTeH CUHAPOM

HeponUTHas1c

Kankynyc pesuc Gunatepannc

CTATYC NOCT NMTOTPUNCUEM

CTpyMa HOL03a IB-8YyTUPEOUIHO ChCTORHUE
YTEpYC MUOMATO3YC -

m

| ] N83.0/DonvkynapHa KUCTa Ha HHHHHKBI@

FIND

FIND ALL

1

ADD

Fig. 7 Screenshot of System processing PR in manual mode
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5 Evaluation and Results

The experiments were made with a training
corpus described in Section 3 and the evaluation
results are obtained using a test corpus, contain-
ing 6,200 PRs for patients with endocrine and
metabolic diseases provided by USHATE.

For the test corpus there was identified de-
scriptions of 26,826 diagnoses and 448 different
classes diagnoses.

Because for the purposes of our project we
are processing PRs for patients with endocrine
and metabolic diseases their leading diagnoses
are obviously classified in cluster “E”. Thus
some of the clusters are presented by few classi-
fied diagnoses (Fig. 8) and the other clusters (K,
M, N, H, D, G, I) representing endocrine and
metabolic diseases and related to them complica-
tions are presented by several classifications

(Fig. 9).

Fig. 8 Number of diagnoses classified
for rare clusters

11572

Fig. 9 Number of diagnoses classified
for most common clusters

92

A B C D E F G H |

J K L M NO P QR S T 2

Fig. 10 Number of different diagnoses
per cluster
Although the experiments was performed for
such specific test set the diversity of result

classes of diagnoses in test set presented on Fig.
10 and the average number of classified diagnoses
per cluster (Fig. 11) shows that almost all cluster were
presented by sufficient amount of examples.

i 2,20
H2n
M 286
E—— 30,10

d 12578

B 5,00

d 72,70

d 73,50

d 66,51

- — I 06 m m 9 0 ®m »

h— 1157

d 14,56

i 7,00
— 22,76
E— 2486
b 450

M 300

= 5,00

E— 1457
2,00

i 5,00
— 20,67

N A4 w ® O v O zZ £ -~

Fig. 11 Average number of classified
diagnoses per cluster
Evaluation results (Table 3) shows high per-
centage of success in diagnoses recognition in
PRs texts.

Table 3 Extraction sensitivity according to the IE
performance measures

Precision Recall F-measure

Diagnoses 97.3% 74.68% 84.5%
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F-measure for leading diagnose in E-cluster
and the diagnoses from the most common clus-
ters (Fig. 9) is 98.76% for about 81.53% of the
test set examples.

Obtained results are comparable with recent
systems performing such task. For leading diag-
noses we obtain better results, but still there are
several difficulties like incorrect codes associa-
tion due to:

e Latin terminology - for 345 cases;

e Abbreviations — for 538 cases

e Other — 1,202 cases describing mainly “status
post” conditions, most of them is difficult to

classify even manually.

For some diagnoses associated codes can be
considered partially correct, because they the
first three symbols of the ICD-10 code are as-
signed correctly, but the next tree symbols are
either not specified, or associated to too general
classes like “... unspecified”, “... classified else-
where”, “other disorders of ...” etc.



6 Conclusion and Further Work

This paper presents software modules for ongo-
ing scientific project which supports the automat-
ic extraction of diagnoses from PR texts

The implemented modules
oriented to Bulgarian language.

Usage of SVM method for ICD-10 codes as-
signment to diagnoses, enhanced with some pre-
processing techniques applied to input data, con-
cerning usage of synonyms, hyponyms, negation
processing, word normalization, Latin terminol-
ogy and abbreviations processing and etc. shows
better performance in certain context.

are strictly

The plans for their further development and
application are connected primarily to Bulgarian
local context. For diagnoses recognition task we
plan improvement of rules and extension of re-
source bank for Latin terminology and abbrevia-
tions for more precise code assignments.
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