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Preface

In recent times, research activities in the areas of Opinion, Sentiment and/or Emotion in natural language
texts and other media are gaining ground under the umbrella of affect computing. Huge amount of text
data are available in the Social Web in the form of news, reviews, blogs, chats and even twitter. Senti-
ment analysis from natural language text is a multifaceted and multidisciplinary problem. The existing
reported solutions or available systems are still far from perfect or fail to meet the satisfaction level of
the end users. There are many conceptual rules that govern sentiment and there are even more clues
(possibly unlimited) that can map these concepts from realization to verbalization of a human being.
Human psychology that relates to social, cultural, behavioral and environmental aspects of civilization
may provide the unrevealed clues and govern the sentiment realization. In the present scenario we need
constant research endeavors to reveal and incorporate the human psychological knowledge into machines
in the best possible ways. The important issues that need attention include how various psychological
phenomena can be explained in computational terms and the various artificial intelligence (AI) concepts
and computer modeling methodologies that are most useful from the psychologist’s point of view.

In addition to Question Answering or Information Retrieval systems, Topic-sentiment analysis can be
applied as a new research method for mass opinion estimation (e.g., reliability, validity, sample bias),
psychiatric treatment, corporate reputation measurement, political orientation categorization, stock mar-
ket prediction, customer preference study, public opinion study and so on. Regular research papers
continue to be published in reputed conferences like ACL, EMNLP or COLING. There have been an
increasing number of efforts in shared tasks such as SemEval 2007 Task#14: Affective Text, TAC 2008
Opinion Summarization task, TREC-BLOG tracks since 2006 and relevant NTCIR tracks since 6th NT-
CIR that aim to focus on different issues of opinion and emotion analysis. Several communities from
sentiment analysis have engaged themselves to conduct relevant conferences, e.g., Affective Computing
and Intelligent Interfaces (ACII) in 2009 and 2011 and workshops such as “Sentiment and Subjectivity
in Text” in COLING-ACL 2006, “Sentiment Analysis – Emotion, Metaphor, Ontology and Terminology
(EMOT)” in LREC 2008, Opinion Mining and Sentiment Analysis (WOMSA) 2009, “Topic-Sentiment
Analysis for Mass Opinion Measurement (TSA)” in CIKM 2009, “Computational Approaches to Anal-
ysis and Generation of Emotion in Text” in NAACL 2010, Workshop on Computational Approaches to
Subjectivity and Sentiment Analysis (WASSA) in ECAI 2010 and in ACL 2011, FLAIRS 2011 special
track on “Affect Computing” and so on.

This workshop aims to bring together the researchers in multiple disciplines such as computer science,
psychology, cognitive science, social science and many more who are interested in developing next gen-
eration machines that can recognize and respond to the sentimental states of the human users and serve
the society.

The workshop starts with an invited keynote talk titled “What are Subjectivity, Sentiment, and Affect?”
by Prof. Eduard Hovy. The talk outlines a model of sentiment/opinion and affect, and show that they
appear in text in a fairly structured way, with various components. The proper understanding of a text in
terms of sentiments, opinions, and affects requires the reader as well as the system to build some kind
of person profile of the author. The talk concludes by opening the door to a whole new line of research
with many fascinating and practical aspects.

Bermingham and Smeaton argue that a diverse range of political insight and commentary in Twitter
can model political sentiment effectively enough to capture the voting intentions of a nation during an
election campaign. The Plurk micro-blogging platform is used by Tang and Chen to model emotion
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generation from writer and reader perspectives based on the combination of linguistic, social, behavioral
and textual features in Support Vector Machine (SVM)-based classifiers. Munezero et al. introduce the
antisocial behavior detection (ASBD) model for portraying the emotions pertaining to antisocial behav-
ior.

Amgoud et al. concentrate on pairing opinion analysis with argument extraction in order to identify why
opinions about a certain feature are positive or negative and also analyze the preferences of customers if
the customer recommendations are given. Cambria et. al. have proposed the Sentic Corner, an intelligent
user interface that dynamically collects audio, video, images and text related to the user’s current feelings
and activities as an interconnected knowledge base.

From the perspectives of multilingualism, Banea et al. explore the ability of senses aligned across lan-
guages to carry coherent subjectivity information. They have worked with two methods that are able to
incorporate subjectivity information originating from different languages, namely co-training and mul-
tilingual vector spaces. Inui and Yamamoto describe a method for multilingual review classification
by employing machine translation techniques to remove language gaps in the dataset. The sentiment-
oriented sentence filtering module reduces translation errors that occur as a side-effect.

Das and Bandyopadhyay reports different interesting statistics of emotions based on individual as well as
combinational roles of the general variables (intensity, timing and longevity) and physiological variables
(psycho-physiological arousals) from the situational statements of the ISEAR (International Survey on
Emotion Antecedents and Reactions) dataset. Chandra et al. seek to enhance the chat experience using
an intelligent adaptive user interface exploiting semantics and leveraging Sentic Computing. Roshchina
et al. have proposed a personality-based recommender system, TWIN (“Tell me What I Need”), that fo-
cuses on User Profile construction in the travelling domain. Ahmad et al. show that a diachronic study of
the coverage of the named-entity dictionary crafted from electoral lists with key financial and economic
terms added, supplemented by an affect dictionary from the General Inquirer system, helps to distinguish
the winner from the losers in an election.

Lee and Renganathan present the use of Maximum Entropy technique for Chinese sentiment analysis
to estimate the polarity of given comments on electronic products. Fang and Chen incorporate senti-
ment lexicons as prior knowledge with SVM technique and describe a method to automatically generate
domain specific sentiment lexicons to improve the accuracy of sentiment analysis. The basic NLP tech-
niques like NGram, POS-Tagged NGram along with several machine learning algorithms are used by
Bakliwal et al. to identify the polarity of the movie and product reviews.

We thank Prof. Eduard Hovy for the keynote talk, all the members of the Program Committee for their
excellent and insightful reviews, the authors who submitted contributions for the workshop and the par-
ticipants for making the workshop a success. We also express our thanks to the IJCNLP 2011 Organizing
Committee and Local Organizing Committee for their support and cooperation in organizing the work-
shop.

Organizing Committee
The Workshop on Sentiment Analysis where AI meets Psychology (SAAIP)
IJCNLP 2011
November 13, 2011.
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Abstract 

Pragmatics —the aspects of text that signal in-

terpersonal and situational information, comple-

menting semantics— has been almost totally ig-

nored in Natural Language Processing.  But in 

the past five to eight years there has been a surge 

of research on the general topic of ‘opinion’, also 

called ‘sentiment’.   Generally, research focuses 

on the determining the author’s opi-

nion/sentiment about some topic within a given 

fragment of text.  Since opinions may differ, it is 

granted that the author’s opinion is ‘subjective’, 

and the effectiveness of an opinion-

determination system is measured by comparing 

against a gold-standard set of human annotations.   

But what does ‘subjectivity’ actually mean?  

What are ‘opinion’ and ‘sentiment’?  Lately, re-

searchers are also starting to talk about ‘affect’, 

and even ‘emotion’.  What are these notions, and 

how do they differ from one another?   

Unfortunately, a survey of the research done 

to date shows a disturbing lack of clarity on these 

questions.  Very few papers bother to define their 

terms, but simply take a set of valences such as 

Good–Neutral–Bad to be sufficient.  More recent 

work acknowledges the need to specify what the 

opinion actually applies to, and attempts also to 

determine the theme. Lately, several identify the 

holder of the opinion.  Some even try to estimate 

the strength of the expressed opinion.   

The trouble is, the same aspect of the same ob-

ject can be considered Good by one person and 

Bad by another, and we can often understand 

both their points of view.  There is much more to 

opinion/sentiment than simply matching words 

and phrases that attach to the theme, and compu-

ting a polarity score.  People give reasons why 

they like or dislike something, and these reasons 

pertain to their goals and plans in the case of 

opinions) or their deeper emotional states (in the 

case of affect).   

In this talk I outline a model of senti-

ment/opinion and of affect, and show that they 

appear in text in a fairly structured way, with 

various components.  I show how proper under-

standing requires the reader to build some kind 

of person profile of the author, and claim that for 

systems to do adequate understanding of senti-

ments, opinions, and affects, they will need to do 

so as well.  This is not a trivial challenge, and it 

opens the door to a whole new line of research 

with many fascinating and practical aspects.   

About The Speaker 

Dr. Hovy currently holds several positions: 

� Director of the Natural Language Group at 

Information Sciences Institute (ISI) of the 

University of Southern California.   

� Deputy Director of the Intelligent Systems 

Division of ISI.   

� Research Associate Professor of Computer 

Science at USC.   

� Director of the Center for Knowledge Inte-

gration and Discovery (CKID).   

� Director of Research for the Digital Gov-

ernment Research Center (DGRC).   

� Regular High-Level Visiting Scientist, Inter-

national Guest Academic Talents (IGAT) 

Program for the Development of University 

Disciplines in China (111 Program), Jan 

2008–Dec 2012. 

� Advisory Professor at the Beijing University 

of Posts and Telecommunications, Beijing, 

China.  

� Concurrent Professor at the University of 

Shenyang, China, Oct 2008–Sep 2011.   
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Adam Bermingham and Alan F. Smeaton
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Abstract

The body of content available on Twit-
ter undoubtedly contains a diverse range
of political insight and commentary. But,
to what extent is this representative of an
electorate? Can we model political senti-
ment effectively enough to capture the vot-
ing intentions of a nation during an elec-
tion capaign? We use the recent Irish Gen-
eral Election as a case study for investigat-
ing the potential to model political senti-
ment through mining of social media. Our
approach combines sentiment analysis us-
ing supervised learning and volume-based
measures. We evaluate against the conven-
tional election polls and the final election
result. We find that social analytics us-
ing both volume-based measures and sen-
timent analysis are predictive and we make
a number of observations related to the
task of monitoring public sentiment dur-
ing an election campaign, including exam-
ining a variety of sample sizes, time pe-
riods as well as methods for qualitatively
exploring the underlying content.

1 Introduction

For years, standard methodologies such as polls
have been used by market researchers to measure
the beliefs and intentions of populations of indi-
viduals. These have a number of disadvantages in-
cluding the human effort involved and they can be
costly and time-consuming. With the advent of so-
cial media, there is now an abundance of online in-
formation wherein people express their sentiment
with respect to wide variety of topics. An open
research question is how might we analyse this
data to produce results that approximate what can
be achieved through traditional market research.
An automated solution would mean that we could
“poll” a population on demand, and at low cost.

This is a challenging task however. How can we
ensure that our sample has a representative distri-
bution? How much confidence do we put in noisy
signals such as sentiment analysis? The wisdom
of crowds teaches us that sufficient scale should
at least somewhat mitigate these problems. In this
paper we review a live system we developed for
the Irish General Election, 2011. Our system used
a variety of techniques to provide a live real-time
interface into Twitter during the election. Using
the volume and sentiment data from this system
we review a number of sampling approaches and
methods of modelling political sentiment, replicat-
ing work of others as well as introducing novel
measures. We evaluate the error with respect to
polls, as well as with respect to the election result
itself.

In the next section we review related research.
This is followed in Section 3 by a description of
our methodology. We present our results in Sec-
tion 4, followed by discussion in Section 5, and
we conclude in Section 6.

2 Related Work

There appears to be three research areas emerging
in terms of using online sentiment to monitor real
world political sentiment. First is event monitor-
ing, where the aim is to monitor reactionary con-
tent in social media during a specified event. In the
political area this would typically be a speech, or
a TV debate. An example is work by Diakopou-
los and Shamma who characterised the 2008 US
presidential debate in terms of Twitter sentiment
(Diakopoulos and Shamma, 2010). Previously
Shamma et al. examined a variety of aspects of
debate modelling using Twitter, beyond individ-
ual politician performance (Shamma et al., 2009).
In these studies, Twitter proved to be an effective
source of data for identifying important topics and
associated public reaction.

A second area which has received attention is
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modelling continuous sentiment functions for pre-
dicting other real-world continuous values, for ex-
ample to predict stock market values. Bollen et al.
have focused on modeling public mood on a vari-
ety of axes to correlate with socio-economic fac-
tors (Bollen et al., 2009) and to predict the Dow
Jones Industrial Average (Bollen et al., 2010).
They report a number of interesting observations
such as changes in tension and anxiety around
important events and find a significant improve-
ment in predicting the Dow Jones Industrial Av-
erage when incorporating sentiment. This work
is echoed by preliminary work from Zhang et
al. who also focus on emotive concepts, in this
case “hope” and “fear”, and correlate with a num-
ber of market indicators (Zhang et al., 2010). It
is noteworthy that the emphasis in these studies
is on emotive sentiment (mood states, emotions),
rather than polar sentiment (positivity, negativity)
which is popular in other applications. O’Connor
et al. also observe leading signals in Twitter sen-
timent, but with respect to political opinion polls
(O’Connor et al., 2010). They offer the caveat,
“text sentiment is volatile ... it is best used to de-
tect long-term trends”.

A third, related area, is result forecasting. A
classic example of this is predicting election re-
sults, the focus of this paper. In result forecast-
ing, it is the final result which is used to judge
the accuracy of a particular forecasting measure,
rather than a continuous series. Asur and Huber-
man (Asur and Huberman, 2010) used Twitter vol-
ume and sentiment to predict box office takings for
movies, bettering other market indicators. They
find volume to be a strong predictor and sentiment
to be a useful, yet weaker predictor. They also
propose a general model for linear regression so-
cial media prediction which serves as a basis for
our model.

More directly, related to elections is Tumasjan
et al.’s work on the German federal election in
2009 (Tumasjan et al., 2010). They found that that
the share of volume on Twitter accurately reflected
the distribution of votes in the election between the
six main parties. It is difficult to draw general con-
clusions from this single result however. A focus
of our study is to replicate and extend these exper-
iments with respect to the Irish General Election.
Noteworthy also is an earlier study which mined
content from a political prediction website and
in identifying author-party valence, trained clas-

Figure 1: A screen shot of the sentiment portion
of the #GE11 Real-time Twitter Tracker

sifiers with lexical features to identify “predictive
sentiment” with promising results for predicting
Canadian district elections (Kim and Hovy, 2007).

The concerns around using Twitter as the basis
for a prediction mechanism have been voiced by
Gayo-Avello et al. who state, “we argue that one
should not be accepting predictions about events
using social media data as a black box.” (Gayo-
Avello et al., 2011) They cite the two primary
caveats with using social media to inform predic-
tive models as selection bias (inability to deter-
mine a representative sample) and potential for
deliberate influence of results (through gaming
and spamming for example). This is echoed by
(Jungherr et al., 2011) who argue that methods
of prediction using social media analytics are fre-
quently contingent on somewhat arbitrary experi-
mental variables.

Thus we see that predictive systems which
utilise social media are both promising and chal-
lenging. The contention of our research is that
the development of techniques for political pub-
lic sentiment monitoring and election prediction is
a promising direction requires more research work
before we fully understand the limitations and ca-
pabilities of such an approach.

3 Methodology

The system we developed to evaluate our research
idea was completed in collaboration with an in-
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dustrial partner, an online news company1. The
purpose of the “#GE11 Twitter Tracker” was to
allow users, and our partner’s journalists, to tap
into the content on Twitter pertaining to the elec-
tion, through an accessible dashboard-style inter-
face. To that end, the “Twitter Tracker” featured
a number of abstractive and extractive summariza-
tion approaches as well as a visualisation of vol-
ume and sentiment over time (see Figure 1).

The Irish General Election took place on 25th
February, 2011. Between the 8th of February and
the 25th we collected 32,578 tweets relevant to
the five main parties: Fianna Fáil (FF), the Green
Party, Labour, Fine Gael (FG) and Sinn Féin (SF).
We identified relevant tweets by searching for the
party names and their abbreviations, along with
the election hashtag,#ge11. For the purposes of
the analysis presented here, we do not consider the
independent candidates or the minority parties2.
Tweets reporting poll results were also filtered out.

3.1 Election Polls

The standard measure of error in predictive fore-
casting is Mean Absolute Error (MAE), defined as
the average of the errors in each forecast:

MAE =
1

n

n∑

i=1

|ei| (1)

wheren is the number of forecasts (in our case 5)
and ei is the difference in actual result and pre-
dicted result for theith forecast. MAE measures
the degree to which a set of predicted values de-
viate from the actual values. We use MAE to
compare Twitter-based predictions with polls as
well as with the results of the election. To pro-
vide a reference point for our analysis, we use
nine polls which were commissioned during the
election. These polls guarantee accuracy to within
a margin of 3% and in comparison to the final
election results, had an average MAE of 1.61%
with respect to the five main parties. There have
been varying reports for Twitter-based predictions
in the literature where the observed error can vary
from very low (1.65%) (Tumasjan et al., 2010)
to much higher (17.1% using volume, 7.6% using
sentiment) (Gayo-Avello et al., 2011).

1http://www.thejournal.ie
2There is a difficulty with the minority parties and inde-

pendent candidates for this election in that many of the of-
ficial parties were more commonly referred to by their party
alliance. This made relevance difficult to determine and such
an exercise is outside the scope of this work

3.2 Predictive Measures

It is reasonable to assume that the percentage of
votes that a party receives is related to the vol-
ume of related content in social media. Larger par-
ties will have more members, more candidates and
will attract more attention during the election cam-
paign. Smaller parties likewise will have a much
smaller presence. However, is this enough to re-
flect a popularity at a particular point in time, or
in a given campaign? Is measuring volume sus-
ceptible to disproportionate influence from say a
few prominent news stories or deliberate gaming
or spamming? We define our volume-based mea-
sure as the proportional share of party mentions in
a set of tweets for a given time period:

SoV (x) =
|Rel(x)|∑n
i=1 |Rel(i)| (2)

whereSoV (x) is the share of volume for a given
partyx in a system ofn parties and|Rel(i)| is the
number of tweets relevant to partyi. This formula
has the advantage that the score for the parties are
proportions summing to 1 and are easily compared
with poll percentages. The sets of documents we
use are:

• Time-based: Most recent 24 hours, 3 days, 7
days

• Sample size-based: Most recent 1000, 2000,
5000 or 10000 tweets

• Cumulative: All of the tweets from 8th
February 2011 to relevant time

• Manual: Manually labelled tweets from pre-
8th February 2011

When we draw comparison with a poll from a
given date, we assume that tweets up until mid-
night the night before the date of the poll may
be used. The volume of party mentions was
approximately consistent in the approach to the
election, meaning thecumulativevolume function
over time is linear and monotonically increasing.

3.3 Sentiment Analysis

Our previous research has shown that supervised
learning provides more accurate sentiment analy-
sis than can be provided by unsupervised meth-
ods such as using sentiment lexicons (Berming-
ham and Smeaton, 2010). We therefore decided to
use classifiers specifically trained on data for this
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Positive Negative Neutral Mixed Total
Week 1 255 1,248 1,218 47 2,768
Week 2 629 1,289 2,411 106 4,435
Total 884 2,537 3,629 153 7,203

Table 1: Annotation counts

election. On two days, a week apart before the
8th of February 2011, we trained nine annotators
to annotate sentiment in tweets related to parties
and candidates for the election. The tweets in each
annotation session were taken from different time
periods in order to develop as diverse a training
corpus as possible.

We provided the annotators with detailed guide-
lines and examples of sentiment. Prior to com-
mencing anntoation, annotators answered a short
set of sample annotations. We then provided the
gold standard for these annotations (determined
by the authors) and each answer was discussed
in a group session. We instructed annotators not
to consider reporting of positive or negative fact
as sentiment but that sentiment be one of emo-
tion, opinion, evaluation or speculation towards
the target topic. Our annotation categories con-
sisted of three sentiment classes (positive, nega-
tive, mixed), one non-sentiment class (neutral) and
the 3 other classes (unannotatable, non-relevant,
unclear). This is in line with the definition of sen-
timent proposed in (Wilson et al., 2005).

We disregard unannotatable, non-relevant and
unclear annotations. A small subset (3.5%) of
the documents were doubly-annotated. The inter-
annotator agreement for the four relevant classes
is 0.478 according to Krippendorff’s Alpha, a
standard measure of inter-annotator agreement for
many annotators (Hayes and Krippendorff, 2007).
We then remove duplicate and contradictory an-
notations leaving 7,203 document-topic pairs (see
Table 1). Approximately half of the annotations
contained sentiment of some kind.

The low level of positive sentiment we observe
is striking, representing just 12% of the document-
topic pairs. During this election, Ireland was in
a period of economic crisis and negative political
sentiment dominated the media and public mood.
This presents a difficulty for supervised learning.
With few training examples, it is difficult for the
learner to identify minority classes. To mitigate
this effect, when choosing our machine learning
algorithm we optimise for F-measure which bal-
ances precision and recall across the classes. We

Recall
classifier accuracy pos neg neu F-score
trivial 50.19 0 0 1 0.335
MNB 62.94 0.007 0.561 0.832 0.584
ADA-MNB 65.09 0.334 0.689 0.7 0.645
SVM 64.82 0.201 0.634 0.768 0.631
ADA-SVM 64.28 0.362 0.623 0.726 0.638

Table 2: Accuracy for 3-class sentiment classifica-
tion

disregard the mixed annotations as they are few in
number and ambiguous in nature.

Our feature vector consists of unigrams which
occur in two or more documents in the training
set. The tokenizer we use (Laboreiro et al., 2010)
is optimised for user-generated content so all soci-
olinguistic features such as emoticons (“:-)”) and
unconventional punctuation (“!!!!”) are preserved.
These features are often used to add tone to text
and thus likely to contain sentiment information.
We remove all topic terms, usernames and URLs
to prevent any bias being learned towards these.

Unsatisfied with the recall from either Support
Vector Machines (SVM) or Multinomial Naive
Bayes (MNB) classifiers, we evaluated a boosting
approach which, through iterative learning, up-
weights training examples from minority classes,
thus improving recall for these classes. We used
Freund and Schapire’s Adaboost M1 method with
10 training iterations as implemented in the Weka
toolkit3 (Freund and Schapire, 1996). Following
from this, we use an Adaboost MNB classifier
which achieves 65.09% classification accuracy in
10-fold cross-validation for 3 classes (see Table 2).

3.4 Incorporating Sentiment

It is difficult to say how best to incorporate senti-
ment. On the one hand, sentiment distribution in
the tweets relevant to a single party is indicative
of the sentiment towards that party. For example,
if the majority of the mentions of a party contain
negative sentiment, it is reasonable to assume that
people are in general negatively disposed towards
that party. However, this only considers a party in
isolation. If this negative majority holds true for
all parties, how do we differentiate public opinion
towards them? In a closed system like an election,
relative sentiment between the parties perhaps has
as much of an influence.

To address the above issues, we use two novel
measures of sentiment in this study. For inter-

3http://www.cs.waikato.ac.nz/ml/weka/
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party sentiment, we modify our volume-based
measure,SoV , to represent the share of posi-
tive volume,SoVp, and share of negative volume,
SoVn:

SoVp(x) =
|Pos(x)|∑n
i=1 |Pos(i)| (3)

SoVn(x) =
|Neg(x)|∑n
i=1 |Neg(i)| (4)

For intra-party sentiment, we use a log ratio of
sentiment:

Sent(x) = log10
|Pos(x)| + 1

|Neg(x)| + 1
(5)

This gives a single value for representing how pos-
itive or negative a set of documents are for a given
topic. Values forSent(x) are positive when there
are more positive than negative documents, and
negative when there are more negative than pos-
itive for a given party. 1 is added to the posi-
tive and negative volumes to prevent a division by
zero. The inter-party share of sentiment is a pro-
portional distribution and thus prediction error can
be easily measured withMAE. Also, as it is non-
parametric it can be applied without any tuning.

We fit a regression to our inter-party and intra-
party measures, trained on poll data. This takes
the form:

y(x) = βvSoV (x) + βpSoVp(x) + βnSoVn(x)

+βsSent(x) + ε

This builds on the general model for sentiment
proposed in (Asur and Huberman, 2010). The pur-
pose of fitting this regression is threefold. Firstly,
we wish to identify which measures are the most
predictive and confirm our assumption that both
sentiment and proportion of volume have predic-
tive qualities. Secondly, we want to compare the
predictive capabilities of our two sentiment mea-
sures. Lastly, we want to identify under optimum
conditions how a Twitter-model for political senti-
ment could predict our election results.

For many applications there is little to be gained
from measuring sentiment without being able to
explain the observed values. We conclude our
study with a suggestion for how such sentiment
data may be used to explore Twitter dataqualita-
tively during an election.

4 Results

Comparing our non-parametric inter-topic mea-
sures with the election result, our lowest error

MAE
Dataset SoV SoVp SoVn

cumulative 0.0558 0.0576 0.0658
1 day 0.0841 0.0574 0.1248
3 days 0.0920 0.0805 0.1203
7 days 0.0790 0.0718 0.0982
last 1000 0.0805 0.0857 0.1088
last 2000 0.0795 0.0663 0.1335
last 5000 0.0723 0.0701 0.1066
last 10000 0.0926 0.0808 0.1206
manually labelled 0.0968 0.1037 0.1128

Table 3: Mean absolute error for non-parametric
measures compared to election result

Figure 2: Mean absolute error forcumulativeand
last 1000sample data forSoV andSoVp

comes for when we use all available data, with
volume performing marginally better (5.58%) than
the share of positive volume. Interestingly, in
many of the other data sets, the share of posi-
tive volume outperforms the share of volume in
terms of result prediction. Unsurprisingly, share
of negative volume performs worst in all cases.
Also interesting is the fact that among the worst-
performing is the more accurate manually labelled
data. Perhaps this is due to the gap in time be-
tween when the documents were labelled and the
election. See Table 3 for the MAE for result pre-
diction for our data sets.

To understand better how each of these predic-
tive measures is performing, we look closer at two
of our datasets:cumulativeand last 1000. We
choosecumulativeas it performs best out of all our
datasets and we chooselast 1000as this sample
size is easy to reproduce and a number frequently
used in polling for sufficient sample size. This also
allows us to compare a cumulative data set with a
fixed volume dataset.

In Figure 2 we can see that broadly the error
for the cumulative datasets improves compared to
each successive poll over time. The performance
of the positive share of volume and overall volume
are strongly positively correlated. For the most
recent 1000 document samples however, we see
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Features MAE MAE
cumulative last 1000

s 0.0996 0.1029
n 0.071 0.0661
n,s 0.0448 0.0645
p 0.0471 0.066
p,s 0.04 0.064
p,n 0.04 0.0594
p,n,s 0.0388 0.0608
v 0.0551 0.0573
v,s 0.0403 0.0547
v,n 0.0434 0.0533
v,n,s 0.0377 0.0502
v,p 0.0466 0.0538
v,p,s 0.0399 0.0542
v,p,n 0.0383 0.0486
v,p,n,s 0.0367 0.0486

Table 4: Error for regressions, trained and tested
on poll datav = SoV, p = SoVp, n = SoVn, s =
Sent

MAE
Regression (cumulative) 0.0585
Regression (last 1000) 0.0804
Exit poll 0.0108

Table 6: Error for regressions, trained on poll data
and official exit poll, compared to election results

the error for share of positive volume vary wildly,
likely due to the low volume of tweets classified as
positive. This does appear to lessen as the election
draws nearer, eventually reaching the same level
as the overall share of volume in the recent 1000
documents. After the initial polls however, the cu-
mulative scores give a much lower error.

Using intra-party sentiment in Figure 3 we see
that in the weeks before the election, it is diffi-
cult to discern any salient pattern. The party sen-
timent values all seem to be relatively close, with
an average sentiment score of 0.75, approximately
equal to a ratio of 1 positive document for every
6 negative documents. In the days before polling
day however we observe a divergence of sentiment
which continues through polling day and beyond,
showing overall positive sentiment for Labour and
Sinn Féin, both of whom won a record number of
seats in the parliament. This trend continues for a
few days after the election but by a week later has
returned to values similar to those observed earlier
in the campaign.

Looking at the results of the regressions which
were fitted to the poll results, we see a low er-
ror, particularly for the cumulative data which has
an MAE of 3.67%. In Table 5 we can see how
the regression has weighted each of the factors.

(a) Regression: Cumulative data

(b) Regression: Last 1000

(c) Exit poll

Figure 4: Exit poll, election results and election
predictions for regression trained on poll data us-
ing all features

For both datasets, the regression has placed a high
weight on share of volume. Intuitively, the share
of positive volume receives a positive weight and
the share of negative volume receives a negative
weight. Each of the sentiment scores are weighted
higher for the cumulative data. In Table 4, we can
see that adding in more features improves the re-
gression accuracy but taking just two features (for
exampleSoVp andSoVn) we can approach similar
accuracy. In terms of the final election results, the
cumulative regression outperforms the 1000 sam-
ple regression significantly with an MAE of 5.85%
(see Table 6 and Figure 4).

In order to explore the content according to sen-
timent we defineSentiment TF-IDF. In this mea-
sure, we consider the entire set of documents to be
the tweets relevant to a topic and thus the docu-
ment frequency for a term is the number of rele-
vant documents in which a term appears. To cal-
culate the term frequencies for a topic-sentiment
class we then concatenate all documents of that
class into a single document and calculate word
frequencies. Doing this for the positive and neg-
ative classes for each party provides us with the
ranked terms list in Table 7. These terms may be
thought of as those terms that most characterise
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Figure 3: Daily sentiment: each data point is average of the daily Sent score for a party over the previous
three days

SoV SoVp SoVn Sent ε MAE Correlation Coefficient
Cumulative 1.3444 0.6516 -1.0019 0.2193 0.1801 0.0367 0.9524
Last 1000 1.3339 0.2125 -0.6708 -0.0075 0.0196 0.0486 0.896

Table 5: Linear regression coefficients, error and correlation coefficient for regression fitted to poll data

the sentiment-bearing documents for that party.

5 Discussion

Overall, the best non-parametric method for pre-
dicting the result of the first preference votes in
the election is the share of volume of tweets that a
given party received in total over the time period
we study. This is followed closely by the share of
positive volume for the same time period which,
despite considering only a fraction of the docu-
ments considered by share of volume, approaches
the same error. Either overall share of volume or
share of positive volume performs best for each
dataset. As expected, negative share of voice con-
sistently performs worst, though in some cases ri-
vals the other measures. This is likely due to a
correlation with the overall share of volume.

The error compared with the individual polls is
telling as we see a downward trend for the cumu-
lative data as more data is available. This pat-
tern does not appear in thelast 1000sample vol-
ume data so this is likely linked to quantity of
data rather than temporal proximity to election
day. The share of positive volume for thelast 1000
sample is much more erratic than we observe for
the cumulative data suggesting that 1000 is per-
haps too small to rely on metrics derived from sub-
sets of the data.

Perhaps the most intriguing results is the sen-

timent pattern over the course of the election. In
Figure 3 we see that there is a dramatic change
in sentiment towards the parties for the days af-
ter polling day but that this sentiment shift had al-
ready begun before polling day. This period, from
a few days before the election to approximately a
week afterwards, is a period where public senti-
ment appears to have settled at a range of values
for the parties. Outside of this time period it is
difficult to separate the parties in terms of senti-
ment. Perhaps this is a case of Twitter users be-
ing more honest and considered with the vote and
results imminent, rather than simply reactionary.
The fact that this sentiment appears to be leading
makes for an interesting avenue to pursue in future
studies.

We achieved an MAE of 3.67% using our re-
gressions compared to the poll results, although
naturally this was overfitted, since the regressions
had originally been fitted to the poll data. For that
reason the error is much higher when we test with
the actual result at 5.85%. It is noteworthy that
this is in fact slightly worse that the best perform-
ing non-parametric measure. In both cases, the er-
ror is significantly higher than that achieved by the
tradition polls.

Both the intra-party and inter-party sentiment
measures appear to improve upon volume-based
measures and the weights the regression assigns
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to them reflects this. However it is difficult to con-
clude that intra-party sentiment is important when
inter-party sentiment is considered. In a closed
system, the actual distribution of sentiment in con-
tent relevant to a given party may only matter rel-
ative to that for the other parties. Considering
the regression results, it seems that capturing the
share of positive volume and the share of nega-
tive volume is sufficient, particularly where a large
amount of data is available. With all features for
cumulative data, the coefficient for intra-party sen-
timent score is assigned a weight of just -0.0075
suggesting that this factor is effectively ignored by
the regression.

Examining the errors, we see that our meth-
ods have particular trouble forecasting the result
for the Green Party (too high) and Fianna Fáil
(too low). In the former case, we suspect this
is due to the selection bias in sampling Twitter.
Green party members, and their supporters, tend to
be more tech-savvy and have a disproportionately
large presence in social media. In the latter case
we speculate that although Fianna Fáil attracted
low volume and plenty of negativity, they are how-
ever traditionally the largest Irish party and thus
enjoyed a degree of brand loyalty.

In opinion measurement and social media an-
alytics it is limiting to simply measure without
providing means to explain measurements. Using
Sentiment TF-IDFwe can identify terms that pro-
vide a path to qualitatively exploring the dataset.
We suggest usingSentiment TF-IDFto identify
terms which can be used to identify important,
sentiment-bearing documents. Doing this we were
able to use the words in Table 7 to determine that
people were discussing Fine Gael negatively with
respect toplanting a member of theaudiencein
a popular current affairs television show. We also
saw a negative reaction to the Green Party’s pro-
posal for acitizens’ assembly. This shows that
there may be further value in terms of qualitative
analysis which Twitter may offer during an elec-
tion.

6 Conclusion

Overall, we conclude that Twitter does appear to
display a predictive quality which is marginally
augmented by the inclusion of sentiment analysis.
We derive two different methods for monitoring
topic sentiment, intra-party and inter-party. Fitting
our features to a regression we observe that vol-

ume is the single biggest predictive variable fol-
lowed by inter-party sentiment. Given sufficient
data, intra-party sentiment appears to be less valu-
able as a predictive measure. Our speculation is
that the relative success of the inter-party senti-
ment is due to the closed nature of the system.

Our approach however has demonstrated an er-
ror which is not competitive with the traditional
polling methods. A next step is to conduct a failure
analysis to discern whether there is a further aspect
of the content that we may able to model, or a bias
we may be able to correct for which can reduce
this error. We also observe a dramatic sentiment
shift in the two days before polling day which hint
at the election outcome. It is perhaps a deeper
analysis of the sentiment distribution during this
period which will produce the most beneficial ap-
plication of sentiment analysis in the context of an
election campaign.

There are perhaps two reasons that volume is an
altogether stronger indicator than sentiment. The
first is that volume may simply be a reasonable in-
dicator of popularity in a population of people, and
in this case, voting intention. The other is that sen-
timent in comparison is reactive and it is difficult
to discriminate between sentiment which reflects
the inner preferences of people, and that which is
reflecting an immediate response to a given news
story or event. We do see cases where sentiment
is necessary. For example, the Green Party in this
election had a relatively high volume, but a closer
look at the content reveals that this was because
people were commenting on low levels of support,
an aspect not adequately captured by our senti-
ment analysis.

At this stage it is unclear whether confining our-
selves to sentiment and volume data will allow us
to approach levels of acceptable accuracy for re-
liable measurement. Improvement in sentiment
analysis techniques and increased availability of
data will likely increase performance, however the
research community must address the issues of
representativeness and potential for adversarial ac-
tivity before these methods can be used in a credi-
ble way.
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The Green Party Fianna Fáil Fine Gael Sinn Féin Labour
pos neg pos neg pos neg pos neg pos neg

1 vote happen lesson vinb vote vote election vinb vote tv3ld
2 mid election unparalleled tv3ld team vinb luck plan north vinb
3 flyer happening failure bad children ha fought point cllr tv3news
4 dublin made interesting vote bucket voting candidates vote dublin vote
5 west citizens wake tv3news bearable don seat job central baby
6 rx assembly east country day gay vote creation prefs lost
7 oireachtas proposal record voting giving tv3news constituency banks donegal bunch
8 candidate hard flyer anglo picture twitter hard playing fair eating
9 welcomes final education door bebo facebook rain blinder running communists
10 preference obliterated smacking telling yellow planted biased disgraceful great opportunity
11 urban poor election things hope audience helping don good major
12 man week b4 screwed red answering campaign racist today posters
13 guidelines idea seats anarchist plan twolicy poised vincent west back
14 achieved ireland brilliant day roses script tonight money 2nd won
15 statutory hoax ad friend equality priceless today tonight govt advising

Table 7: The most positive and negative terms for each party according toSentiment TF-IDF
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Abstract 

Most recent studies on emotion analysis and 

detection focus on how writers express their 

emotions through textual information. In this 

paper, we model emotion generation on the 

Plurk microblogging platform from both writ-

er and reader perspectives. Support Vector 

Machine (SVM)-based classifiers are used for 

emotion prediction. To better model emotion 

generation on such a social network, three 

types of non-linguistic features are used: social 

relation, user behavior, and relevance degree, 

along with textual features. We found that 

each of the non-linguistic features can be 

combined with linguistic features to achieve 

higher performance. In fact, the combination 

of linguistic, social, and behavioral features 

performs the best. 

1 Introduction 

Emotions express humans’ feeling and expe-

riences on some subject matters. They are typi-

cally recognized in text, speech, body gestures, 

and some visual information.  Emotion mining is 

crucial for many applications, including custom-

er care (Gupta, Gilbert, and Fabbrizio 2010), sale 

prediction (Liu, et al. 2007), game animation 

(Bernhaupt et al. 2007), and robot simulation 

(Becker, Kopp, and Wachsmuth 2004). Captur-

ing people’s feelings, predicting their reactions 

to events, and generating suitable emotions are 

typical tasks in emotion mining. 

Emotion-tagged corpora are indispensable for 

emotion modeling. Recently, the social media 

known as weblogs, or blogs, encourage users to 

share their emotions through writing. For exam-

ple, bloggers regularly use emoticons to express 

personal feelings in their written posts. To en-

courage increased reader interaction, some news 

media, e.g., Yahoo! Kimo News, provide a vot-

ing mechanism for news readers to express their 

feelings about news articles they’ve just read.  

The collection of blogger posts and news reader 

responses forms writer and reader emotion-

tagged corpora, respectively, facilitating writer 

emotion and reader emotion mining.    

Previous studies (e.g., Yang, Lin, and Chen 

2007a; Yang, Lin, and Chen 2007b; Yang, Lin, 

and Chen 2008) have used an emotion-tagged 

weblog corpus to investigate the ways in which 

people express their emotions, trying to detect 

writers’ affective status with textual contents 

they have written. While these studies aimed to 

perform emotion analysis and detection from the 

writer’s perspective, a few papers have studied 

reader emotion generation (Lin, Yang, and Chen 

2007; Lin and Chen 2008; Lin, Yang, and Chen, 

2008) using an emotion-tagged news corpus, 

modeling how readers react to articles on news 

websites.  

To study how writer emotion affects readers’ 

feelings, Yang, Lin and Chen (2009) used the 

Yahoo! Kimo Blog and Yahoo! Kimo News to 

produce a dataset annotated with both writer and 

reader emotions. They constructed a document-

level reader-emotion classifier using the Yahoo! 

Kimo News corpus, and applied the resulting 

classifier on the Yahoo! Kimo Blog corpus. In 

this way, a new blog corpus labeled with both 

writer and reader emotions was obtained.   

The major problem with the above approach is 

that the reader emotion tagging on the writer 

corpus depends on classification performance. 

Plurk, a unique social network and microblog-

ging platform, provides a new opportunity in 

which a dialogue consists of posts and corres-

ponding replies. A poster begins by publishing a 

post along with an emotion, then a replier re-

sponds to the post and labels it with an emotion 

symbol. The replier serves as a reader, and also 

as a writer when the reply has been attached. 
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Therefore, the original poster has only a writer 

emotion, but the replier has both a writer emo-

tion and a reader emotion.  

In this paper, we model emotion mining from 

the writer perspective, reader perspective, and 

the combined writer and reader perspective. To 

collect data including both writers’ and readers’ 

emotional information, we extracted messages 

from Plurk, ending up with 50,000 conversations 

in the dataset. 

Support Vector Machine (SVM) was chosen 

as classifiers to predict repliers’ emotion. Like 

other related studies, this experiment included 

textual features for training and testing. Since the 

conversations collected present communication 

and interaction between social network users, 

some non-linguistic features were taken into ac-

count. As a result, 4 types of features are used, 

including linguistic features, social relation, user 

behavior, and relevance degree. 

The rest of this paper is organized as follows. 

Section 2 discusses previous work related to 

emotion studies. Section 3 introduces the Plurk 

social network and describes the extraction of the 

dataset. Section 4 discusses how emotions from 

reader and writer perspectives are analyzed. Sec-

tion 5 describes the SVM classifier, along with 

the feature set. Section 6 details the performance 

of the prediction tasks, and discusses and com-

pares the usefulness of different types of features. 

The final section concludes the paper. 

2 Related Work 

Mishne (2005) adopts mood taggings in Live-

Journal articles to train a mood classifier on doc-

ument-level with SVM.  Mishne and Rijke (2006) 

use a blog corpus to identify the intensity of 

community mood during some given time inter-

vals.  Jung, Choi, and Myaeng (2007) also focus 

on the mood classification problem in LiveJour-

nal. 

Yang, Lin, and Chen (2007a) use Yahoo! Ki-

mo Blog as corpora to build emotion lexicons.  A 

collocation model is proposed to learn emotion 

lexicons from weblog articles.  Emotion classifi-

cation at sentence level is experimented by using 

the mined lexicons to demonstrate their useful-

ness.  Yang, Lin, and Chen (2008) further inves-

tigate the emotion classification of weblog cor-

pora using SVM and conditional random field 

(CRF) machine learning techniques. The emotion 

classifiers are trained at the sentence level and 

applied to the document level. Their experiments 

show that CRF classifiers outperform SVM clas-

sifiers.   

Lin, Yang and Chen (2007) pioneer reader 

emotion analysis with an emotion-tagged Yahoo! 

Kimo news corpus. They classify documents into 

reader emotion categories with SVM and Naïve 

Bayes classifiers (Lin, Yang and Chen, 2008).  

Besides classification, Lin and Chen (2008) pro-

pose pairwise loss minimization (PLM) and emo-

tional distribution regression (EDR) to rank 

reader emotions.  They show that EDR is better 

at predicting the most popular emotion, but PLM 

produces ranked lists that have higher correlation 

with the correct lists. Yang, Lin, and Chen (2009) 

further introduce the application of emotion 

analysis from both the writer’s and reader’s 

perspectives. The relationships between writer 

and reader emotions are discussed in their works. 

Besides long articles, some studies also deal 

with emotion detection of short messages from 

microblogs and news headlines. Strapparava and 

Mihalcea (2007) focus on the emotion classifica-

tion of news headlines. Go, Huang, and Bhayani 

(2009) use distant supervision for sentiment clas-

sification of Twitter messages. In their study, 

SVM outperforms Naïve Bayes and Maximum 

Entropy, and has the accuracy of 82.2%. Sun et 

al. (2010) focus on the Plurk microblogging plat-

form, using text content and the NTU Sentiment 

Dictionary to build their feature set. These stu-

dies all focus on writer’s emotions rather than 

reader’s emotions. 

 Our contributions are different from the others.  

We employ the emotion tagging of both posters 

and repliers in Plurk and investigate reader and 

writer emotion analysis with both linguistic and 

non-linguistic features using a machine learning 

approach. 

3 The Plurk Dataset 

3.1 The Plurk Social Network 

Plurk is a web-based social network that allows 

users to post short messages limited to 140 cha-

racters. From this viewpoint, Plurk is similar to 

Twitter and other microblogging platforms. Un-

like Twitter, however, Plurk also acts like an in-

stant messaging system because a user can see 

replies as soon as they are sent by another user. 

A post and its replies are grouped within a box 

on the screen, indicating that they are messages 

from the same conversation. Every post can be 

given an optional “qualifier,” which is a one-

word verb indicating the poster’s action or feel-

ing. There are 18 qualifiers, including Loves, 

Emoticon 
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Likes, Shares, Gives, Hates, Wants, Wishes, 

Needs, Will, Hopes, Asks, Has, Was, Wonders, 

Feels, Thinks, Says, and Is. Figure 1 shows a 

typical conversation on Plurk. In this conversa-

tion, the first line was entered by a poster. He 

chose "loves" as the qualifier, stating that he 

"loves the iPod." The other messages were en-

tered by other users as replies to the poster. Their 

messages are followed by graphic emoticons that 

express their emotions. 

Plurk provides 78 basic graphic emoticons, 

and these emoticons are commonly used in users’ 

messages. We choose 35 of the emoticons and 

categorize them into the positive and negative 

group. The other 43 are either neutral or cannot 

be clearly categorized, so we exclude them to 

minimize uncertainty. Figure 2 lists the Plurk 

emoticons used in this study. 

  

Figure 2. Emoticons as positive and negative labels 
 

Plurk is very popular in Taiwan and some oth-

er Asian countries.  Figure 3 shows the number 

of unique daily visitors from Taiwan. As of Au-

gust 2009, it has about four hundred thousand 

unique daily visitors, and the number keeps in-

creasing.  Thus, we can easily obtain an enough 

amount of data suitable for training and testing.  
 
 
 
 
 
 
 

 
 

Figure 3: Number of unique daily visitors of 
Plurk according to Google Trends. 

3.2 Dataset 

We prepare our dataset from the Plurk platform. 

In this dataset, there are 50,000 conversations 

dating from Jun 21, 2008 to Nov 7, 2009, and 

each of them consists of a post with or without 

emoticon and a corresponding reply with an 

emoticon. All the replies have to be the first re-

ply to a post, because this can help us make sure 

the reply is a response to the original post rather 

than to other responses. All messages are in Tra-

ditional Chinese. 

We filter out some messages by their qualifi-

ers. For example, we filter out the messages with 

the “share” qualifier, because most “shares” are 

website links or images rather than general text 

messages. If a message contains an emoticon that 

is not shown in Figure 2, it will also be filtered 

out. Such an emoticon does not present obvious 

positive or negative emotion, and will not be 

used in our study. 

In the dataset, there are 42,115 conversations 

with a positive reply and 7,885 conversations 

with a negative reply. These conversations are 

obtained randomly from the Plurk website, and 

we think this should reflect their actual distribu-

tion on Plurk. For this reason we use this dataset 

without adjusting the proportion of the two emo-

tion types. The proportion of positive conversa-

tions (84.23%) is used as baseline. 

4 Reader/Writer Perspective 

Most related studies focus on the analysis and 

detection of writer’s emotion, since a writer’s 

content has a more direct link to his emotion, and 

corpora containing writer’s emotion are easier to 

find on the Web. In this paper, we try to model 

the generation of reader’s emotion, and this kind 

of emotion can be related to the content written 

by poster, replier, or both. Depending on differ-

ent perspectives, we have 3 types of models: 

reader model, writer model, and reader + writer 

model.  Figure 4 shows important components in 

the modeling: a poster pt and the text T(pt) that 

pt posts; a replier rp, the text T(rp) used by rp to 

reply to pt and rp’s emotion E(rp); S(pt,rp) de-

notes the social relationship between pt and rp;  

B(rp) denotes the behavior of rp; and 

R(T(pt),T(rp)) denotes the relevance between 

post T(pt) and reply T(rp).  The uses of the com-

ponents will be discussed in detail in the follow-

ing. 

Positive 

Negative 

 

Figure 1. A conversation on Plurk 

 

 

the iPod. ☺ Loves 

Thinks It’s amazing.☺ 

Good for you! ☺ Says 

Says have no money   

Post 

Qualifier 

Poster  

User1 

User2 

User3  

Reply 

Emoticon 
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4.1 Reader Perspective 

By looking at a replier’s emotion from reader 

perspective, we can build a reader model. In this 

model, we assume a replier’s emotion is directly 

generated by reading the poster’s message, and 

then the replier expresses his emotion by using 

an emoticon in his reply. It is indicated by the 

model Mreader-replier in Figure 4.  That is, 

E(rp)=Mreader-replier(T(pt)), where Mreader-replier is a 

function that maps T(pt) into an emotion.  Be-

sides T(pt), we can consider social relationship 

between rp and pt, and the behavior of rp such 

that E(rp)=Mreader-replier(T(pt), S(pt,rp), B(rp)). 

4.2 Writer Perspective 

In a conversation, both the poster and the replier 

produce textual contents. To model emotion gen-

eration from writer’s perspective, we assume 

users’ emotions are related to their own contents. 

Thus, we have two types of writer model: post-

er’s writer model and replier’s writer model. In 

our study, we mostly deal with replier’s writer 

model, while poster’s writer model is listed for 

comparison. For replier’s writer model, a rep-

lier’s content is used to predict his own emotion. 

The model Mwriter-replier in Figure 4 indicates the 

generation of a replier’s emotion from writer’s 

perspective.  That is, E(rp)=Mwriter-replier(T(rp)), 

where Mwriter-replier is a function that maps T(rp) 

into an emotion.  Besides T(rp), we can consider 

social relationship between rp and pt, and the 

behavior of rp such that E(rp)=Mwriter-replier (T(rp), 

S(pt,rp), B(rp)).  For poster’s writer model, a 

post’s content is used to predict his emotion.  

That is, E(pt)=Mwriter-poster(T(pt)). 

4.3 Reader and Writer Perspective 

We combine both reader and writer perspectives, 

and assume a replier’s emotion is related to both 

poster’s content and the replier’s own content. 

Thus, a replier’s emotion is predicted using post-

er’s and replier’s texts. In this case, 

E(rp)=Mreader-writer(T(pt), T(rp), R(T(pt),T(rp))), 

where Mreader-writer is a function maps T(pt), T(rp), 

R(T(pt),T(rp)) into an emotion.  Besides textual 

information, we can also introduce social rela-

tionship between rp and pt, and the behavior of 

rp into this function. 

5 Emotion Modeling 

SVM is adopted as classifiers to predict emotion 

from reader and/or writer perspectives. Besides 

textual features, we also incorporate non-textual 

features such as social relation, user behavior, 

and relevance degree.  

5.1 Text Features (T) 

Since about 70% of Chinese words are disyllabic, 

and new words and slangs are commonly used in 

social media, we use bigrams instead of words as 

features. Chinese character bigrams in all post-

er’s and/or replier’s messages are extracted.  We 

model the relationship between a bigram w and 

an emotion e as probability P(w|e).   

A training set is composed of conversations 

between posters and repliers.  A conversation 

scenario between a poster and a replier is as fol-

rp 

R(T(pt),T(rp)) 

B(rp) 

pt 

E(rp) 

 

T(rp) 

Figure 4. Different emotion generation models on Plurk 

 

T(pt) 
E(pt) 

S(pt, rp) Mreader-replier 

Mwriter-replier 

Mwriter-poster 
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lows. A poster pt writes down a post T(pt) with 

emotion E(pt). After a replier rp reads the post 

T(pt), rp writes down a reply T(rp) with emotion 

E(rp).  Note poster pt writes and replier rp reads 

the same message T(pt), and express emotions 

E(pt) and E(rp), respectively.  In contrast, replier 

rp reads and writes different messages, i.e., T(pt) 

and T(rp), with the same emotion E(rp). 

In this way, we have three data sets Dwriter-poster, 

Dreader-replier, and Dwriter-replier. Here, Dwriter-poster is 

composed of all the messages of posters along 

with their emotions. Dreader-replier consists of all 

the messages which repliers read and emotions 

they express.  Dwriter-replier denotes a set of mes-

sages and emotions that repliers make. These 

three data sets are used to train Pwriter-poster, Preader-

replier, and Pwriter-replier, respectively. 

To apply SVM in the experiments, libSVM is 

used as the classification tool (Chang and Lin 

2001). The libSVM parameter selection tool 

found that C=3 and gamma=0.13 yielded the best 

results. 

5.2 Social Relation (S) 

The text-based emotion model does not consider 

the personalization issue. Intuitively, each replier 

has his own preference. Social relationship be-

tween a poster and a replier is the first cue. We 

measure the social relationship between two us-

ers with their interaction degree. The following 

three features are proposed.  

S1 defines an interaction degree between users 

u1 and u2 as their total number of interactions. 

 

            

         

 

 

where D is a multiset of conversations (u1, u2), 

and u1 and u2 are poster and replier in the con-

versation. 

Feature S2 considers how often user u1 posts 

messages. 

          
         

                            
   (2) 

Where start and end denote the starting day 

and the ending day of the interaction between 

user u1 and u2. Here S2 equals to S1 divided by 

the frequency of posts by poster u1. 

We also consider how often a replier posts a 

reply. S3 defined as follows captures this idea. 

          
         

                           
    (3) 

 

5.3 User Behavior (B) 

Individual user behavior is another feature. It 

models the subjective tendency of a user. The 

history of a specific replier shows which emo-

tions he tends to express often.       defines the 

negative tendency of user u.   

         
         

                   
         (4) 

where u is a replier, E(u) is the replier’s emotion 

with a value 0 (negative) or 1 (positive). C is the 

frequency of       This indicator does not take 

the interaction with posters into account. 

We also consider how often he expresses his 

positive emotion to a specific poster. This feature 

is called interactive behavior (B+int) and is 

defined as follows. 

         
         

              
    (5) 

In some cases, replier’s behavior history is not 

available. We use back-off smoothing to deal 

with this issue. Interactive user behavior after 

smoothing (Bs) is defined as: 

                        

                                            

                                                              

                                                                                      

 

 (6) 

where rp is a replier, pt is a poster, and RP is a 

set of all repliers. We set K1 and K2 to 1 in the 

experiments. 

5.4 Relevance Degree (R) 

Although a post and its reply are in the same 

conversation, they are not necessarily on the 

same topic or fully related to each other. This 

may affect the use of emoticons, so we also deal 

with relevance degree. R(T(pt), T(rp)) is defined 

as follows: 

R(T(pt), T(rp))= 

                                                                                  

    
                                           

                      
              

 

(7) 

If there exists an anaphoric element or a con-

junction in replier’s message, then we say the 

conversation is related and assign relevance de-

gree to 1.  Nine anaphoric elements and 43 con-

junctions are adopted.  Otherwise, we check if 

the post and the reply overlap.  More overlapped 

words mean more related.  We assume the post 

and the reply have some basic relationship, so 

(1) 
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that the default relevance degree is set to 0.5.  In 

current design, although the relevance degree is 

measured based on some linguistic markers, we 

still call it a non-linguistic feature for compari-

son with Text feature. 

5.5 Normalization 

The size of the linguistic feature set is much 

larger than the three non-linguistic feature sets, 

so we apply the following vector normalization 

method to deal with the issue: 

                                   (8) 

                              (9) 

     
  

   
    

    
      

 
                  (10) 

F is a vector representing a feature set with n 

features f1, f2, f3, …, fn. To get the normalized F, 

each f value is divided by the length of F. Thus, 

we have the normalized F, which is defined as 

NF above, with features nf1, nf2, nf3, …, nfn. 

6 Results and Discussion 

Classifiers were trained and tested with 10-fold 

cross-validation. In this section, the results of the 

models from the three perspectives are shown 

and discussed.  

6.1 Text Features (T) 

T Reader model 80.67% 

Writer model 88.75% 

Reader+Writer model 88.71% 

S 82.78% 

B-int 84.14% 

B+int 86.25% 

Bs 86.93% 

R 81.53% 

 Table 1. Accuracy of different feature sets 

 

First, we use an individual feature set at a time to 

compare their performance. The linguistic fea-

ture set (T) is used to model replier’s emotion 

generation from three different perspectives. 

When performing the prediction task with the 

reader model and the writer model, 3,000 bi-

grams from either poster’s or replier’s messages 

were used, respectively. For performing the task 

with the reader + writer model, all the bigrams 

from both the reader and writer models were 

used, for a total of 6,000 features. 

Table 1 shows that the writer model and the 

reader+writer model achieved much higher per-

formance than the reader model. The perfor-

mance of the writer model is slightly higher than 

that of the reader+writer model, but the t-test 

shows that the difference is insignificant. The 

performance of the writer model and the read-

er+writer model is higher than the baseline 

(84.23%), while the performance of the reader 

model is lower than that of the baseline. 

Interactive user behavior (B+int) outperformed 

non-interactive user behavior (B-int), and 

achieved performance (86.25%) higher than the 

baseline. After applying back-off smoothing, the 

interactive user behavior (Bs) proved to achieve 

even higher performance (86.93%), which is the 

best among all non-linguistic feature sets. 

 Social relation (S) and relevance degree (R) 

performed lower than the baseline, with relev-

ance degree (R) performing the worst.  Most rep-

lies should be related to their posts since they are 

in a conversation, and because participants are 

usually friends.  However, 85.27% of conversa-

tions have a relevance degree of 0.5, the lowest 

value, which means there were not anaphoric 

elements, conjunctions, and overlaps.  Relevance 

is not easy to be measured accurately between 

two short messages. In summary, when each of 

the non-linguistic feature sets is used individual-

ly, the following results are seen: Bs > B+int > B-int 

> S > R. For the behavior feature set, back-off 

smoothing is useful. In addition, the behavior 

pattern in response to a specific poster is more 

useful than to all posters, suggesting that the af-

fective interaction between two given users may 

be based on a certain pattern. 

6.2 Combination of Feature Sets 

Experimentation with some combinations of dif-

ferent feature sets was also conducted.  Table 2 

shows the results of these combinations, from 

reader, writer, or reader and writer perspectives. 

Writer models still outperformed reader models, 

and are slightly better than reader+writer models 

for all feature combinations except for the SVM 

model with the T + Bs + S combination. 

When combined with textual features, the be-

havioral feature set was still more powerful than 

social relation and relevance degree. However, 

all these 3 feature sets are helpful since paired t-

tests show that the differences between T and T + 

Bs, T and T + S, and T and T + R to be significant 

(p < 0.05). 
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 Reader 

Models 

Writer 

Models 

Reader + 

Writer 

Models 

T 80.67% 88.75% 88.71% 

T + S 83.42% 89.60% 89.26% 

T + Bs 88.02% 91.42% 91.16% 

T + R 82.73% 89.14% 88.93% 

T + Bs + R 88.14% 91.48% 91.27% 

T + Bs + S 88.42% 91.60% 91.61% 

T + Bs + S + R 88.37% 91.53% 91.30% 

Table 2. Accuracy of models with different 

feature set combinations 

 

Because Bs is most useful when used with tex-

tual features, T + Bs with T + Bs + S and T + Bs + 

R were compared to see how S and R can im-

prove performance. For the reader models with 

SVM, the difference between T + Bs and T + Bs + 

S was significant (p < 0.05), but the difference 

between T + Bs and T + Bs + R was insignificant. 

This shows that T + Bs + S is a more useful com-

bination than T + Bs + R. For writer and reader + 

writer models, T + Bs + S still outperformed T + 

Bs + R. 

Although each of the 3 non-linguistic features 

can improve performance, combining all of them 

(T + Bs + S + R) does not achieve the highest per-

formance. The highest performance is achieved 

by the combination of T + Bs + S, regardless of 

which perspective is used. According to results 

from the paired t-test, the difference between T + 

Bs + S + R and T + Bs + S is insignificant for the 

reader model and the writer model. This shows 

that that although adding R to the combination 

does not decrease the performance significantly, 

it is also not helpful. The reasons for this may be 

the following: both social relation and interactive 

behavior are related to interaction between two 

specific users, so their effects may overlap; only 

14.73% of conversations have a relevance value 

higher than 0.5. 

6.3 Different Perspectives 

For all feature set combinations, the writer mod-

els and the reader+writer models achieve better 

performance than the reader models. These dif-

ferences are significant according to the paired t-

tests, which suggests that for predicting a rep-

lier’s emotion, the message generated by the rep-

lier him- or herself contains more useful infor-

mation than the message generated by the poster 

and then read by the replier. 

When using the textual feature set only, the 

reader model’s SVM performance (80.67%) was 

much lower than the writer model's (88.75%) 

and that of the reader+writer model (88.71%). 

When T is used with Bs and S, in contrast, the 

SVM performance of the reader model is 88.42%, 

only slightly lower than the performance of the 

writer model (91.60%) and the reader+writer 

mode (91.61%). This indicates that when model-

ing emotion generation on a social network, non-

linguistic features play more important roles.  

The performance of textual feature set for the 

writer model with SVM is 88.75%, slightly high-

er than that for the reader+writer model (88.71%). 

According to results of the paired t-test, the dif-

ference between them is insignificant. For the T 

+ Bs + S combination, the performance of the 

reader+writer model (91.61%) is slightly higher 

than the performance of the writer model 

(91.60%), though the difference is also insignifi-

cant. Thus, it makes little difference in perfor-

mance whether emotion generation is modeled 

from writer perspective or both reader and writer 

perspectives. In this series of experiments, 

91.61% was the highest accuracy achieved. 

6.4 Writer Model 

As mentioned in the Section 4, another kind of 

writer model exists, for which the content is writ-

ten by the poster, of which was also included as 

experiment with poster’s writer model. In this 

case, only the linguistic feature set can be used. 

Results seen included an accuracy of 89.19%. 

Results of t-test for the posters’ and repliers’ 

writer model showed the difference as insignifi-

cant (p<0.082). However, it is important to note 

that the dataset used for the posters’ writer model 

differs from the one used for the repliers’ writer 

model, so this comparison is for reference only. 

7 Conclusion 

To better model emotion generation on a micro-

blogging platform with social network characte-

ristics, different models from the reader and/or 

writer perspectives were included in the experi-

ment, and showed their differences. Discoveries 

included that predicting emotion from the reader 

perspective is more challenging than from the 

writer perspective. In addition, using non-

linguistic features with linguistic features for 

emotion prediction resulted in discovering that 

each of the non-linguistic feature sets is useful. 
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In this study, the combination of all feature 

sets did not achieve the best performance. In fu-

ture work, the weights and combination methods 

of different feature sets will need to be further 

studied. Additional efforts will also be needed to 

precisely represent the characteristics of user in-

teraction and message contents. The relevance 

degree used in this study, for example, deals with 

only anaphoric elements, conjunctions, and over-

lapped bigrams in this study. Other factors and 

resources also will be needed to more effectively 

determine the relevance of two messages.  

As this paper suggests, a writer model is dif-

ferent from a reader model. The same bigrams or 

words can have different effects on writers’ and 

readers’ emotional expression. For example, 

greetings can cause a positive reader response 

even if the writer uses a negative emoticon and 

shows some negative feelings. Thus, these find-

ings suggest that reader emotion be further ex-

plored in future studies. 

The models presented in this paper are useful 

for a wide range of applications, especially those 

related to conversation and interaction between 

humans and machines. They can also help im-

prove the performance of automated customer 

service and writing assistance systems, in which 

readers’ emotional responses are important. Dif-

ferent types of features can be used for different 

application domains. The behavioral feature, for 

example, can be used when a user’s conversation 

history is available. 
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Abstract 

 

The automatic analysis of emotional content 

of text has become pervasive and has been 

applied in many fields of research. The work 

reported in this paper is in particular interest-

ed in modeling antisocial behavior and the 

emotional states that define it. We introduce 

the antisocial behavior detection (ASBD) 

model for portraying the emotions pertaining 

to antisocial behavior. In addition to describ-

ing negative affective states, our model uses 

the concepts of action tendencies and evi-

dences in order to predict possible acts of an-

tisocial behavior based on input texts. We 

outline a design for an antisocial behavior de-

tection system based on the ASBD model.  

1 Introduction 

Emotions connect individuals to the social world 

and, hence, are the triggers of many social psy-

chological phenomena, such as altruism, antiso-

cial behavior, and aggression (Parrot, 2001). To 

be able to identify and classify a behavior, one 

has to understand the behavior itself and the 

emotional states (e.g. happiness, sadness and an-

ger) that pertain to it. This paper focuses on 

modeling the emotional states that characterize 

antisocial behavior. 

We define antisocial behavior as any unconsi-

dered action against others that may cause harm 

or distress to society. Antisocial behavior has 

been linked to disruptive and impulsive beha-

viors, bullying, and in extreme cases, school 

shootings (Flory et al, 2007; Sutton et al, 1999; 

Borum et al, 2010).  

Upon reviewing the available data about ex-

treme antisocial behavior, O’Toole (2000) re-

ported that often the individuals involved have 

disclosed in advance their plans orally or in writ-

ten form. In particular, the Internet has been used 

as the outlet for the expression of their emotional 

states through the use of blogs or video sites 

(Crowley, 2007). In many cases these troubled 

people have written and publicly distributed doc-

uments over the web in the form of manifestos as 

a way of shouting out their intentions before en-

gaging in their acts of violence (Web search, Dec 

2010). Interestingly, little research has been done 

regarding the automatic analysis of the media in 

order to warn the pertinent authorities of the 

threat. 

The aim of our research is the automatic anal-

ysis of texts in order to uncover emotions and 

possible behavioral traits related to antisocial 

behavior. By analyzing and identifying these 

specific traits in writings we seek to determine 

hints of antisocial behavior while the possible 

acts of violence that may follow are still in their 

planning stages.  

As a cornerstone, this paper introduces our 

proposed model of emotions for the detection of 

antisocial behavior from text sources. Section 2 

reviews the related previous and ongoing re-

search on antisocial behavior and briefly intro-

duces the circumplex model of emotions. Section 

3 outlines our proposed model of emotions and 

its connection to antisocial behavior. Design of a 

system for detecting antisocial behavior based on 

the ASBD model is outlined in Section 4. Con-

clusions and directions for future work are given 

in Section 5. 

2 Background Work 

2.1 Research on antisocial behavior and 

associated emotions 

Antisocial behavior has been substantially re-

searched in the fields of psychology and educa-

tion (Borum et al, 2010). It can manifest itself or 

be expressed in different ways; it can range from 

aggression to verbal abuse, from conduct disord-
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er to delinquencies (Foster, 2005). In our work 

we are interested in the emotional traits of anti-

social behavior that can be perceived linguistical-

ly in people’s writings. 

Notably, aggression is the behavioral state that 

is most directly associated with antisocial beha-

vior (Clarke, 2003). Other types of behavioral 

states also associated with antisocial behavior 

include violence, hostility, and lack of empathy. 

Behavioral states in this paper are considered as 

a result of emotions. For example, hostile and 

aggressive inclinations are a result of depression 

and anger (Parrot, 2001). 

Antisocial behavior has also been linked to 

several negative emotions. Some of these emo-

tions include anger, frustration, arrogance, 

shame, anxiety, depression, sadness, low levels 

of fear, and lack of guilt (Cohen, 2005). Many of 

these emotions have been shown detectable in 

writings (Gill et al, 2008). 

2.2 Previous work on automatic detection 

of antisocial behavior 

Sentiment analysis and opinion mining are estab-

lished areas of study within the NLP research 

community and both have received a raising 

amount of attention over the last decade. Al-

though negative emotions like anger and sadness 

have been identified in writings, the detection of 

antisocial behavior from text per se is a new area 

of research interest. The analyses of texts written 

by terrorist groups and the automatic detection of 

criminal behavior have received some attention 

from the NLP community. While terrorism and 

crime might be regarded as extreme forms of 

antisocial behavior, they form a rather narrow 

sub-part of the whole issue we are dealing with 

in this work. Nonetheless, as no previous general 

models for detecting antisocial behavior from 

text exist, we provide an overview of the work 

done in the context of terrorism and criminal be-

havior since they are also a result of negative 

emotions.  

Perhaps the most notable related work is car-

ried out in a research project entitled “Intelligent 

information system supporting observation, 

searching and detection for security of citizens in 

urban environment” (INDECT) (The INDECT 

consortium, 2009). The project aims at “automat-

ic detection of terroristic threats and recognition 

of serious criminal (“abnormal”) behavior or vi-

olence” based on multi-media content. Within 

context of INDECT, such abnormal behavior is 

defined as “criminal behavior”, and specifically 

as “behavior related to terrorist acts, serious 

criminal activities or criminal activities in the 

Internet”.  

The work presented in this article differs from 

the one done in the INDECT project in the focus 

of the research. While INDECT aims at using the 

analysis of images and video to text, our focus is 

on the analysis of text data.  

2.3 Circumplex model 

While most of the work on sentiment analysis 

has been done based on the theories of basic 

emotions, our work however starts from a differ-

ent view - the circumplex model. Whereas the 

basic emotions based models (e.g. Ekman, 1992) 

divide all human emotions into a limited set of 

discrete and independent categories (such as fear, 

anger), the circumplex model, first proposed by 

Russell (1980), asserts that emotions can be cha-

racterized in a two-dimensional space: pleasure-

displeasure and arousal-sleep. In this model, 

emotions are seen as a linear combination of the 

two dimensions rather than judged belonging or 

not belonging into a specific basic emotion cate-

gory. This allows for a “fuzzy” characterization 

of emotions. 

Posner et al. (2005), for example, stated that 

the fact that people have difficulties in assessing 

their own emotions implies that “individuals do 

not experience, or recognize, emotions as iso-

lated, discrete entities, but that they rather recog-

nize emotions as ambiguous and overlapping 

experiences”. The circumplex model provides a 

starting point for the development of our model 

of emotions. For a full description of the cir-

cumplex model see (Russell, 1980; Posner et al, 

2005). 

3 Model for Detection of Antisocial Be-

havior from Texts 

Based on the relevant literature on antisocial be-

havior (see Section 2), we developed the ASBD 

model (Figure 1) that takes into consideration 

negative emotional states (Section 3.1), action 

tendencies (Section 3.2) and evidence (Section 

3.3) that may lead into those behavioral states 

that are associated with antisocial behavior. 

3.1 Circumplex-based model of emotions 

related to antisocial behavior 

The left-hand side of our model, shown in Figure 

1, illustrates 14 interplaying emotions (not an 

exhaustive list) that may lead to antisocial beha-

vior. These discrete emotions are seen in a two 

dimensional space within the unpleasantness and  
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arousal dimensions. As previously stated, this 

spatial representation has been adopted from 

Russell’s 1980) circumplex model of emotions. 

In our proposed model, each emotion type is 

placed within the two dimensional space accord-

ing to its subjective proportion of unpleasantness 

and arousal as given by Reisenzein (1994) and 

Russell (1980). 

The proportion of unpleasantness and arousal 

of a specific emotion determines its emotion 

quality, which is represented by the angle be-

tween the emotion type and the unpleasantness 

axis. The conceptual emotion intensities used in 

our model are taken from the works of Reisenze-

in (1994). Reisenzein demonstrated that the in-

tensity of an emotion can be represented by the 

distance from a subjective neutral point (hedonic 

neutrality and medium arousal level) to a point in 

the space symbolizing that emotion. The subjec-

tive neutral point of the space corresponds to a 

neutral emotional state; a state in which there is 

no emotion present. The minimum intensity for 

an emotion (denoted in Figure 1 by a small dot 

along the line towards the neutral point) is the 

neutral state for that particular emotion. 

3.2 Connecting emotions to behaviors 

While the way in which emotions and behaviors 

are connected has been heavily debated in psy-

chological and social science literature (see, for 

example Green, 1970; Lyons, 1978; Baumeister 

et al, 2009) there does not, however, appear to be 

a lack of consensus that such a connection exists.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 gives samples of the types of connec-

tions that have been reported in research litera-

ture between specific emotions and behaviors. 

Table 1. Emotions and associated behaviors 

Emotion 
Associated be-

havior 
Source 

hurt feelings, 

shame leading 

to rise of anger 

anger, resent-

ment, hatred 

 

feeling agi-

tated, angry, 

fearful 

Aggression and 

conflict escala-

tion 

Maiese, 2005 

Give rise to cycle 

of violence 

“…cause disputes 

to escalate and 

sometimes even 

cause negotia-

tions to break 

down.” 

chronic anger 

Endorsement of 

aggressive solu-

tions, and identi-

fication with de-

linquent peers”. 

Granic and 

Butler, 1998  

anger 

Provides suffi-

cient impetus for 

the formation of 

the intention to 

correct what is 

perceived as a 

problem. 

Cho and Wal-

ton, 2009  

frustration 
Increased aggres-

sion 

Verona and 

Curtin, 2006 

Clarke, 2003 

 
Figure 1. Model of antisocial behavior 
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Regardless of the precise way in which the 

connection between emotion and behavior occurs 

in the human brain, in our model we adopt the 

notion of emotions as influencing or participating 

in shaping the mind’s processes, including those 

which activate behavior (Russell, 2003).   

What can be concluded based on Table 1 is 

that emotions do influence the motivational state 

of a person to carry out an action or behavior. 

We use the notions of action tendency and evi-

dence to model this connection. 

Action Tendency 

In order to link the emotion to a possible action 

outcome, the ASBD model supplements the cir-

cumplex representation of emotions with Frijda’s 

(1986) concept of action tendencies (ATs). 

Frijda (1986)’ emotion theory associates emo-

tions to a small set of action tendencies (see Ta-

ble 2.), which are defined as “states of readiness 

to execute a given kind of action [which] is de-

fined by its end result aimed at or achieved”. For 

example, in the case of negative emotions, reach-

ing the corresponding end state should mitigate 

its experience (e.g., anger subsides once one be-

lieves the object of one’s anger has been re-

moved) Frijda (1986). Table 2, provides some 

examples of ATs. 

Table 2, tells us that, for example, in the case 

of anger, a person is in a “state of readiness” to 

remove their obstruction. However, ATs should 

not be mistaken for intentions, while intensions 

are goal-directed, ATs are stimulus driven (Frij-

da, 1986). Hence, a person’s intentions or man-

ner in which they are planning to carry out the 

action is only revealed to us through additional 

information (evidence) in the text.  

Table 2. Classification of some action tenden-

cies. Adapted from Frijda (1986) (p.88) 

Evidence 

In addition to using the concept of ATs, we draw 

from Green’s (1970) concept of evidence to de-

scribe indications of antisocial behavior linked to 

negative emotions. Green describes evidence as 

the actions or reactions that a person ordinarily 

carries out or has when they experience a par-

ticular emotion within “appropriate circums-

tances”. Thus, instead of directly connecting an-

tisocial behavior to specific negative emotions 

we describe those behaviors that a certain emo-

tion might evoke under specific conditions:  ‘B is 

the behavior a person is likely to engage in when, 

among other things, they feel emotion E in C 

circumstances’. 

While various types of circumstances leading 

to anti-social behavior have been suggested (see 

for instance the references given in Table 1), we 

do not believe that it is possible to reliably detect 

all of them based on a piece of text. Taking 

Maiese (2005) as an example, she suggests that 

being angry and fearful may cause disputes to 

escalate when “a person feels that their interests 

are threatened”. It would be impossible to make 

judgments about such a condition without having 

access to detailed information about the situation 

the author is facing. Such background informa-

tion is almost impossible to obtain based solely 

on analyzing few text fragments written by an 

author. 

Thus we confine ourselves to a subset of these 

circumstances in which we believe we can obtain 

from text fragments and user profiles. The sub-

set, though not exhaustive includes the follow-

ing: 

• Age: Moffitt (1993) has noted that antiso-

cial behavior is almost ten times more 

common among adolescents than other 

age groups.  

• Gender: It is commonly accepted that 

males are more prone to extreme forms of 

antisocial behavior, such as violence, de-

linquency and physical aggression 

(Björkqvist et al, 1992). 

• Presence of frustration: Research has re-

vealed a strong link between frustration 

and antisocial behavior, showing that fru-

stration can lead to extreme manifestations 

of antisocial behavior such as aggression 

(Clerk, 2005). 

In addition, we expand this concept of evi-

dence to include keywords, such as ‘kill’, shoot’, 

‘gun’, abuse’, etc, that are commonly expressed 

Emo-

tion 

Func-

tion 

Action 

tenden-

cy 

End state 

desire 
con-

sume 
approach access 

anxiety caution 
inhibi-

tion 

absence 

of re-

sponse 

anger control agonistic 

obstruc-

tion re-

moved 

fear 
protec-

tion 

avoid-

ance 

own inac-

cessibility 

disgust 
protec-

tion 
rejecting 

object 

removed 
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by people exhibiting violent and antisocial beha-

vior. 

4 Design of an antisocial behavior de-

tection system based on the proposed 

model 

The ASBD model serves as the backbone for the 

design of an antisocial behavior system. The sys-

tem will function as follows. When it receives an 

input text, it first detects the emotions (quality 

and intensity) in the text. Next, it resolves the 

ATs corresponding to each detected emotion. 

Thirdly, the system identifies the available evi-

dence (both in the input text and from external 

sources, for instance, user profiles). Finally, the 

system uses all the collected information to pre-

dict the behavioral state connected with the in-

put. Figure 2 illustrates the system design. 

As shown in Figure 2, the system consists of 

three components. The Emotor component com-

bines the circumplex-based model for detecting 

emotions along with their corresponding ATs. 

 

 

 

 

 

Figure 2. Architecture of an antisocial behavior 

detection system based on the ASBD model. 

Adapted from (Frijda and Moffat, 1994) 

 

The Perceiver component collects the pieces 

of evidence from the input document and other 

sources. The Predictor component finally com-

bines the information collected by the Emotor 

and Perceiver in order to predict which behavior-

al state associated to antisocial behavior might 

occur.  

Figure 3 gives an example of the process of 

detecting potential anti-social behavior with the 

proposed system. As illustrated in Figure 3, the 

Emotor component first automatically detects 

and analyses the emotion qualities and intensities 

present in the two input sentences (s1 and s2) 

based on the circumplex model. It makes use of a 

supervised classification algorithm developed 

through a human-annotated corpus to resolve the 

emotion quality and intensity. Thus s1 is re-

solved to be near the emotion ‘disgust’ and s2 

near the emotion ‘anger’. The Emotor com-

ponent then identifies the ATs connected to these 

two emotions. s1 is defined to have the AT ‘re-

jecting’ and s2 ‘agonistic’ (see Table 2).    

The Perceiver collects sets of evidence, such 

as the writer’s gender and age if they are availa-

ble in the text or the user profile. In addition, it is 

able to detect the keywords related to various 

forms of antisocial behavior such as violence, 

racism and crime. To that end, we are developing 

an ontology and an ontology-based information 

extraction tool. The antisocial behavior, conflict 

and violence (ABCV) ontology currently con-

sists of a 19-class classification system for terms 

related to antisocial behavior and is capable of 

detecting a total of 340 terms related to these 

classes. The predictor finally collects the analysis 

results from the Emotor and Perceiver, and based 

on a statistical classification algorithm, it resol-

ves that s1 could indicate potential hostile beha-

vior and s2 is showing signs of threatening beha-

vior. 

4.1 Data model 

A key design issue related to the implementation 

of the proposed system architecture was the data 

model. Our main aim was to come up with an 

extensible data model that is based on a standard. 

We therefore opted for the EmotionML (Emotion 

Mark-up Language) that was recently introduced 

by W3C as a working draft standard for 

representing emotions in text (Baggia et al, 

2011). 

EmotionML is an XML-based mark-up lan-

guage that provides a standard interface between 

components. It defines a set of vocabularies for 

representing emotion-related states (Schröder 

and Pelachaud, 2011). EmotionML comes with 

the vocabulary definition for Frijda’s (1986) 

ATs. This pre-defined set, however, does not 

support the circumplex-based representation of 

emotions. EmotionML is flexible enough to al-

low us to define our own vocabularies depending 

on the needs of our model and system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Emotor 

emotions + 

AT’s 

Perceiver 
evidence 

Predictor 

behavioral 

states 

24



4.2 Vocabulary definition of emotions and 

action tendencies 

As the Emotor component is representing emo-

tions the circumplex-based model, we need to 

define a new vocabulary in accordance to the 

structure of EmotionML. As described above, 

our emotional model has two values for 

representing an emotion: quality and intensity. 

These can be defined in EmotionML as follows: 

 

<vocabulary type = "dimension"            

            id="cplex"> 

<item name="quality" /> 

<item name="intensity" /> 

</vocabulary> 

 

Let us assume that we want to describe the 

emotion ‘anger’ which has an emotion quality of 

81 degrees (when taking the unpleasant axis as 

0degrees) and an intensity value of 0.5. The defi-

nition for ‘anger’ would appear in an Emo-

tionML document inside <emotion> tags as: 

 

<emotion dimension-set="#cplex"> 

      <dimension name = "quality"  

           val ue="81degrees"/> 

      <dimension name = "intensity"   

           value = "0.5"/> 

</emotion> 

 

In addition, the Emotor module annotates the 

text with the available default set of ATs. The  

AT for the emotion ‘anger’ would appear in an 

EmotionML document as (Ashimura et al, 2011):  

 

<emotion dimension-set="#cplex" ac-

tion-tendency-set=”#frijda-subset”> 

      <dimension name = "quality"  

           value="81degrees"/> 

      <dimension name = "intensity"   

           value = "0.5"/> 

      <action-tendency name=”agonistic” 

value=”0.9”/> 

</emotion> 

 

Furthermore, in our XML-based document re-

presentation, the Perceptor module annotates the 

evidence in the text with <evidence> tags. 

Vocabulary definition for behavioral 

states 

Whenever the Predictor component receives in-

formation from the Emotor and Perceiver com-

ponent, it analyses and computes the value of a 

behavioral state. The Predictor component also 

outputs in EmotionML format. The vocabulary 

of the behavioral states is defined as follows: 

 

<vocabulary type="behavior-state" 

id="antisocial-subset"> 

  <item name="violence"/> 

 <item name="aggression"/> 

  <item name="hostility"/> 

  <item name="threats"/> 

</vocabulary> 

 
Figure 3. Example of antisocial behavior detection process. s1 and s2 are two sample input sen-

tences. Example sentences cited from (OddCulture, 2011). 
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Let us consider an example: 

 

<emotion behavior-state="#antisocial-

subset "> 

< behavior-state  name = "vi-

olence" value="0.3"/> 

< behavior-state  name = ag-

gression" value = "0.5"/> 

</emotion> 

 

In addition to the above representations, Emo-

tionML allows us to provide reference informa-

tion regarding the resolved behavior. For exam-

ple, if the behavior resolved is ‘hostility’ we can 

reference the following values:  

• Who expressed the behavior (experien-

cedBy)  

• To whom the behavior is directed at 

(targetedAt).  

The <reference> element may occur as a child 

of the <emotion> element (Baggia et al, 2011). 

5 Conclusion and Future Work 

We have reviewed the previous research work on 

antisocial behavior, its defining emotions and 

automatic detection from texts. We also pro-

posed ASBD, a combined model of negative af-

fect states, ATs, evidence and behavioral states 

that have been shown to lead to antisocial beha-

vior. 

In addition, the paper outlined the architecture 

of antisocial behavior detection system based on 

the ASBD model. The system design consists of 

three modules that communicate with each other 

using the standard EmotionML markup lan-

guage. We defined new EmotionML vocabulary 

sets which pertain to the purpose of our system. 

Our future work involves the implementation 

of the outlined system. The next steps in this 

work include collecting and annotating a corpus 

with the proposed annotations and running sen-

timent detection experiments by applying the 

circumplex model. 
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Abstract

This paper concentrates on pairing opinion
analysis with argument extraction in order
to identify why opinions about a certain
feature are positive or negative. The objec-
tive is to have a better grasp at the underly-
ing elements that support the analysis. In a
second stage, given customer recommen-
dations, the goal is to identify the prefer-
ences or priorities of customers, e.g. fares
over welcome attitude. This induces cus-
tomers value systems. Finally, we give el-
ements of the implementation based on the
<TextCoop> platform, dedicated to dis-
course analysis.

1 Introduction

Nowadays, there is an increasing need for an opin-
ion analysis tool. While politicians may find it
useful to analyze the popularity of new propos-
als or the overall public reaction to certain events,
companies are definitely interested in consumer
attitudes towards a product and the reasons and
motivations of these attitudes. It is therefore es-
sential to accurately and quickly analyze opinion
intensity on a particular object. In addition to find-
ing a quantitative and qualitative rating, it pro-
vides different information on the object like the
most important features for people and the weak-
nesses of the object. The conjunction of efforts in
language processing and artificial intelligence is a
new promising way to address the problem. Argu-
ment analysis (Walton et al. 2008), (Reed, 1998)
is a central challenge that has seldom been carried
out in such a framework in particular paired with
opinion analysis, where the semantics of evalu-
ative expressions remains by large an open is-
sue. The introduction of domain or common-sense
knowledge (Breck et al. 2004) for the interpreta-
tion of these expressions is also an open issue.

In order to be able to analyze opinion, besides
the language processing aspects and semantic in-
terpretation challenges, we need to define efficient
models for aggregating the different opinions re-
ported on the web (Ashley et al. 2002), (Amgoud
et al. 2005). We will take advantage of existing
works in social choice theory, namely on judgment
aggregation. The output would be a final rating of
the object as well as a global rating of each feature
and a list of key features. The main difficulty will
be the choice of the aggregation function. Differ-
ent kinds of simulations can also be made, in par-
ticular in order to know which feature(s) should be
improved in order to alter the global rating of an
object (Amgoud et al. 2001) (Keil, 2000) (Pollock
1974). Finally, we may help a user to get an opin-
ion on an object. The idea is to ask the user to give
her preferences on the set of features, then using
an efficient multiple-criteria decision system, we
could give an appropriate recommendation.

In this paper we first address the language point
of view focusing on argument identification and
extraction. Then, we introduce the main formal
aspects of an aggregation system that allows to ef-
ficiently and accurately compute opinion values
and their arguments, as found in various texts.
The project is now in a development stage, imple-
mented within the <TextCoop> platform and the
Dislog language (under submission).

2 The global situation of opinion analysis

The current stage of opinion analysis is somewhat
more oriented towards the analysis of short texts:
blogs, in particular consumer blogs, news editori-
als or short news messages. This requires a more
accurate linguistic analysis. A smaller amount of
texts is then necessary, allowing opinions to be
elaborated for a larger variety of topics. The as-
sumption is to consider that the products or per-
sons being evaluated can be qualified by means
of a few salient predefined properties or attributes.

28



These properties may however be more or less in-
dependent from each other, salience is another im-
portant feature, which may depend on the text au-
thor. For example, for a political person: honesty,
rigor, friendliness, capacity to listen to people, etc.
For a hotel, welcome attitude, cleanliness, calm,
fares, proximity of restaurants or attractions, qual-
ity of breakfast, etc. are salient properties from
the consumer point of view. These properties may
not correspond to the most salient ones from the
product provider point of view: e.g., fares become
profit.

In terms of argumentation, a statement in the
hotel domain such as very friendly welcome can
be interpreted as: This hotel is good because the
staff is very friendly, or: welcome is good because
it is very friendly. The argument is organized as
follows: this hotel is good is the conclusion, while
because the staff is very friendly is its support.
The conclusion can also be attacked by other state-
ments which are negatively oriented: ... but it is
really noisy because of heavy air traffic. In fact,
the conclusion summarizes the general feeling or
recommendation of the customer, this conclusion
being supported or attacked by various statements.
The conclusion orientation w.r.t. its attacks and
supports reveal the customer preferences and pri-
orities: in our example, the hotel is good even if it
is noisy: welcome has a higher priority over noise.

Product description in newspapers or technical
brochures abound in product descriptions based on
e.g. charts of properties with yes/no indications or
marks. Using these properties in opinion analysis
results, in general, in an analysis of the opinion
per attribute, based on an a priori classification of
adjectives or closely related evaluative expressions
identified as having a positive or a negative orien-
tation. While this obviously constitutes a major
progress w.r.t. the previous stage, the results re-
main quite limited. In particular:
- properties are not necessarily independent from
each other; dependencies may be difficult to iden-
tify, and their impact on opinion cohesion diffi-
cult to establish (Redeker 1990) (Miltasaki et al.
2004),
- a number of texts abound in evaluative expres-
sions with very rich forms, including metaphors,
which need grammatical elaborations and an ac-
curate semantic interpretation,
- some evaluative elements are very much domain
and property dependent (Potts 2007), for example

high is either positive or negative depending on the
objects it applies to and possibly the point of view:
high salary versus high taxes. Accurate and con-
textually constrained lexical resources are neces-
sary to avoid misinterpretations,
- we observed incorporation phenomena where the
attribute and its evaluation are merged into a single
term (mal assis (uncomfortable seats), bon marché
(cheap)),
- we also observed a number of situations where
the evaluation is given without any explicit men-
tion of the evaluated property, because in general
that property is easy to infer for a standard reader,
- finally, we noted that a number of discourse
structures can be interpreted as evaluative forms.
For example, giving a list of close-by touristic at-
tractions for a hotel indicates that it is well-located
for tourists, even though this is not explicitly said.

3 Identifying the motivations of an
opinion

While the results produced by this second stage
are of much interest and can produce accurate
opinion analysis, e.g. taking into account temporal
aspects for opinion evolution analysis, one of the
main limitations is that there is no ’deep’ analysis
behind the satisfaction or dissatisfaction rates that
would indicate why consumers are happy, unhappy
with, approve or disapprove a certain political or
economical decision. Such an analysis would also,
in the long term, allow to induce some of the main
priorities or preferences of consumers. This in-
volves a deeper semantic interpretation of evalua-
tive expressions and some discourse analysis fol-
lowing e.g. (Marcu 1997), (Saito et al. 2006).

A closer analysis of the expression of opinions,
in e.g. consumer blogs, allow a deeper analysis
of the pair property - value. The property is in
general expressed by a short natural language ex-
pression (e.g. a noun or an event). This is the head
of the structure: it ’subcategorizes’ for an evalua-
tive expression and, since it conveys the context,
it gives the evaluative expression its interpretation
in context. The evaluative expression, which can
be very complex, contains itself its own head term,
often an adjective, which may be modified by sev-
eral types of constructions. In general, the for-
mulation of the opinion has the following abstract
form:
property - evaluative expression.
The evaluative expression is often a complex se-
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mantic structure that integrates in one or a few
words several aspects:

• a positive or negative orientation (Cheng et
al. 2008) (Kim et al. 2007) (Takamura et al.
2005),

• the strength of that orientation, which may be
elaborated via composition, from the various
elements of the expression,

• an implicit qualification of the orientation,
which is often very rich (for example cheap
fares and competitive fares do not convey ex-
actly the same meaning)

• various circumstances, realized e.g. by dis-
course structure(s), e.g. an illustration, which
may also be interpreted as an argument,

• a number of arguments which are often incor-
porated into the main evaluative term.

We argue that interpreting arguments in opinion
texts allows to identify why consumers like or dis-
like a product, a political decision, etc. and to de-
termine, more generally, classes of values or pref-
erences. Identifying arguments and value systems
is therefore a major step in opinion analysis. For
example, in a hotel, a result could be that fares and
breakfast are more crucial than the room design.

In the remainder of this section, we develop
a few prototypical cases of argument realization
in consumer blogs. Our investigations have been
conducted on French; English glosses are given
for the sake of readability, however it must be
noted that English structures may be quite differ-
ent. Our corpora include opinions blogs on hotels,
restaurants, hifi products and banking products.

If we consider consumer blogs from a global
point of view, we note that they are in general
short, well-written, with a direct style, and a clear
aim of being explicit and accessible to a majority
of readers. In most cases a few anecdotes illustrate
the evaluation. A consumer blog ends (or begins)
by a recommendation statement, that summarizes
the overall feeling about the product or person at
stake, in text form or by means of icons, e.g. a
number of stars.

3.1 Adjectival incorporation of arguments
The theory of incorporation (Baker 1988) pos-
tulates a prelexical level, language independent,
where the different ’facets’ of a concept receive

a kind of conceptual realization, which is not yet
lexical. Then, given a language, this concept re-
ceives one or more language (lexical) realizations
where some of these facets are no longer linguis-
tically realized for various reasons. By lexical re-
alizations we mean a single word as well as an ex-
pression.

We postulate that most of the adjectives found
in evaluative expressions, besides their polarity
and strength, incorporate semantic features which
can be interpreted as arguments in the opinion
analysis domain because they explain the polarity
and the strength. For example, an expression in
the hotel domain such as:
acceuil familial (English gloss: you are welcome
as a family member) has the following features:
- positive orientation, strength: high,
- incorporated argument, with the probable inter-
pretation: ’because the owners behave as if you
were from their family’.
Obviously, the term ’family’ could then be inter-
preted in a number of ways, but we do not need at
this stage to go much further.

The extraction of the incorporated meaning, in-
terpreted as an argument, raises major challenges
in lexical semantics and lexical inference. In con-
ceptual semantics, the semantics of an adjective
is defined by either a set of features, in attribute
value form, or, more or less equivalently, by a for-
mula. Both modes of representations can be com-
bined. In general, the semantics of the adjective
is largely underspecified or higher order. Indeed
the semantic interpretation largely depends on the
semantics of the modified term, generally a noun.
The full meaning is induced by a subtle combina-
tion of the semantics of both the adjective and the
modified term. This means complex lexical devel-
opments even if some generalizations are possible.
For example, high has almost an infinite number of
senses that depends on the noun it combines with.
Its basic meaning is simply e.g. ’performs better
than average’ applied to one or more properties of
the noun.

Concerning the above example, ’familial’ is a
higher-order adjective which has the following
representations:
(1) Communication domain: (acceuil familial,
conversation familiale, etc.) globally means a
communication act realized as if you were a fam-
ily member. The modified nouns are predicative,
e.g. conversation(X,Y ), the semantic represen-
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tation of the adjective can then be:
behave(X, in− family − of(Y,X))
assuming that ’behave’ and ’in-family-of’ are de-
fined as primitive terms.
(2) Concrete objects domain: repas familial
(family-style meal) means a meal that has proper-
ties such as: casual, home-made, good and abun-
dant, etc. Meal is not predicative: meal(X), it has
at least two facets: contents and atmosphere. At-
mosphere being of communication type, it is rep-
resented as above. Besides a list of features, the
contents feature can be represented by a formula
as follows:
meal(X) ∧ food(Y ) − of(Y,X) ∧ good(Y ) ∧
abundant(Y ).

These small formulae (or their language para-
phrase) constitute the arguments which can be ex-
tracted. These arguments support the evaluation
provided by the customer by adding precise in-
formation to the polarity and strength. The main
problem of this approach are feasibility and scal-
ability. For a given domain, the number of adjec-
tives used is in general relatively large, between
50 and 300. For each property, we observed an av-
erage of 40 adjectives with maximums around 90,
including metaphorical uses and a large number
of quasi-synonyms. This is obviously large. How-
ever, about 70% of the adjectives in a given do-
main are stable over all properties and have a fixed
polarity and strength. About 10% have a variable
polarity depending on the term they are combined
with.

The last stage of the process is to construct a
synthesis: given an entity (e.g. a hotel) and a prop-
erty, and given a set of blogs, the challenge is to
construct a synthesis of all the evaluative expres-
sions which have been found. This synthesis is
a set of arguments positively or negatively evalu-
ating the property at stake, in other terms either
supporting or attacking the statement ’property is
good’ or supporting or attacking each other.

3.2 Discourse relations as arguments

While the previous section requires local lan-
guage analysis, which can be handled by local
grammars, opinion analysis abound in statements
which must be processed at discourse level. Re-
formulations, illustrations, elaborations (Mann et
al. 1988) (Grosz et al. 1986) of various types
abound with a rich linguistic structure, including
emphasis and irony, with different argumentative

purposes. Elaborations tend to reinforce an eval-
uation via a more detailed analysis of the reasons
why the evaluation is positive or negative (e.g. ...,
in other words, free wifi).
insonorisation élevée qui permet de se reposer
après une dure journée de travail
(a high soundproofing that allows you to have a
rest after a long working day).
The property ’soundproofing’ of the hotel gets
a positive value, associated with an elaboration
which does not elaborate the soundproofing but
one of its advantages in the present context, giv-
ing additional weight to that property. Considering
our corpora on hotels and on banking products, it
seems to us that the level of argumentation intro-
duced by the elaboration relation is rather modest.

Illustrations, which also abound in opinion
texts, are much more interesting. In general, the
structure is the following:
property - polarity - illustration.
The polarity is optional: location: 5 mns from
Capitole and 10 mns from the station.
The illustration gives the strength of the evalua-
tion, possibly its orientation if there is no explicit
polarity, and an argument that supports it:
well located (2 mns from the Capitole, 5 mns from
Saint Sernin, close to the station, close to fancy
restaurants, ...). The illustration is here between
brackets, under the form of an enumeration of el-
ements of interest for tourists. Language elements
that indicate distance (in minutes or ’close’ obvi-
ously need to be interpreted to get a positive or
negative orientation). The illustration therefore
explains why the hotel is well located (or not).

Identifying illustrations as arguments (and not
just as mere enumerations) often requires domain
knowledge. Touristic spots, food places and trans-
portation facilities are identified as features of in-
terest for tourists. The positive evaluation of the
enumeration is induced e.g. from the spatial ex-
pressions that indicate proximity, which are, in our
system, recognized by a local grammar. Prox-
imity associated with touristic facilities is posi-
tively evaluated and constitutes an argument sup-
port. Besides the use of an ontology of the hotel
domain and possibly touristic activity domain, in-
ferential patterns that capture modes or strategies
of evaluation are needed.

To further illustrate and generalize the above ex-
ample, we developed a few, domain dependent,
inferential schemas to identify illustrations which
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behave as arguments. For example:
Room comfort (List of equipments in room): such
a list indicates the level of comfort of the room:
the evaluation is based on the level and amount of
relevant room facilities.
Breakfast (List of food elements): such a list also
indicates the quality of the breakfast. The evalua-
tion is based on the proposed items, their original-
ity, variety, etc. If the list is negative (e.g. no fruit
juice, no pastries), then the polarity of the evalua-
tion is inverted.
At the moment these remain quite basic. More
corpus analysis should lead to the elaboration of
higher level inferential patterns, but this is outside
the scope of the present paper. The task is to in-
vestigate generalizations which would be domain
independent that would capture generic uses of il-
lustrations as an argument.

4 The lexicon of opinion analysis

Besides domain specific terms, in particular nouns
denoting properties, we have categorized the dif-
ferent lexical units that structure evaluative ex-
pressions from the point of view of their polar-
ity and strength in the domain of news editorial
analysis (Bal and Saint-Dizier, 2008). The case of
opinion analysis is relatively similar, with features
which are much less prominent such as proposi-
tional attitudes or report verb semantics and prag-
matics.

First, a polarity and strength lexicon of evalua-
tive expressions (adjectives and other expressions)
has been designed. For each expression, the fol-
lowing features are mentioned: syntactic category,
polarity: which may be general or attribute de-
pendent, in this latter case, polarity is coded by a
pair (attribute name, polarity), this level also cap-
tures metaphorical uses, and strength (or persua-
sion force): which seems to be rather stable over
domains.

Next, our lexicon contains pre-modifier terms
which are basically adverbs of intensity (very,
somewhat, quite, etc.). About 55 such adverbs
have been identified for French. Their orienta-
tion is described as a binary feature: increase or
decrease. Then, we have identified three classes
of intensifiers which have a kind of modal mean-
ing: (1) emphasizers, with the following sub-
classes: Really (truly, genuinely, actually), Sim-
ply (merely, just, only, plainly), For sure (surely,
certainly, sure, for certain, sure enough, undoubt-

edly), Of course (naturally); (2) amplifiers, with
the following subclasses: Completely (all, alto-
gether, entirely, totally, whole, wholly), Abso-
lutely (totally and definitely, without question,
perfectly, utterly), Heartily (cordially, warmly,
with gusto and without reservation); (3) downton-
ers: Kind of (sort of, kind a, rather, to some extent,
almost, all but), Mildly (gently).

Finally, a modal verb lexicon of those verbs
that occur to soften opinions or make them rela-
tive to a certain view, introduces notions such as
possibility, advice or necessity: can, could, may,
might, should, etc.. These various lexical struc-
tures are associated with several local grammars
as described above which are designed to recog-
nize the structure of evaluative expressions be they
basic (single adjective) or more complex (conjunc-
tion of terms, use of adverbs, etc.). Strength and
polarity are compositionally computed from the
terms that constitute the evaluation.

5 A formal framework for analyzing
opinions

In this section, we propose a formal framework for
modeling opinion analysis that can accommodate
the previous observations. We consider a partic-
ular object (called target) on which some people
have given their opinions. An opinion is gener-
ally given as a global rating on the object, and val-
ues associated with its attributes, and a set of argu-
ments supporting this rating. Arguments highlight
the positive (or the negative) features of the object
on which the opinion is expressed. Let us consider
the following opinion expressed on a digital cam-
era: It is a great digital camera for this century.
The rotatable lens is great. It’s very easy to use,
and has fast response from the shutter. The LCD
has increased from 1.5 to 1.8, which gives bigger
view. But, it would be better if the model is de-
signed for smaller size. I recommend this camera.

The object here is the digital camera, the overall
rating is “recommended”, while the features are:
the size, rotatable lens, response from the shut-
ter, size of LCD. For instance, “it’s easy to use”
belongs to the arguments pros the digital camera
while “it would be better if the model is designed
for smaller size” is an argument against (or be-
longs to the cons) the camera.

Hence, we face a decision problem, namely,
given an object O and information about O we
should decide if this object should be recom-
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mended or not. We propose the following defini-
tions in order to be able to deal with this particular
decision problem.

Definition 1 (Recommendation domain). A rec-
ommendation domain, RD, is a set that should
contain at least two values representing the deci-
sion to recommend and not to recommend a given
object.

Example 1. Recommendation domains can be ei-
ther a boolean set {Y ES,NO}, or a set of qual-
itative decision values {x1, . . . xk} or a continu-
ous interval [0, 1], where 0 represents “not recom-
mended” and 1 represents “recommended”.

We propose the following framework in order to
aggregate opinions on a given subject:

Definition 2 (General opinion aggregation frame-
work (GOAF)). Given a target O, a set of
agents, Ag = a1, . . . an, a set of features, F =
f1, . . . , fm, where each feature fj is associated
with a domain Dj (which is a set of possible val-
ues that can be assigned to the feature fj of the
object O).
Let us denote the recommendation of agent ai
about object O by ri(O), the global recommen-
dation about the object O by r(O), and let vi,j be
the value attributed by agent ai to the feature fj of
object O.

The data can be represented as follows:
f1 . . . fj . . . fm Target

Ag \ domains D1 . . . Dj . . . Dm /
a1 v1,1 . . . v1,j . . . v1,m r1(O)
...

...
...

...
...

...
...

ai vi,1 . . . vi,j . . . vi,m ri(O)
...

...
...

...
...

...
...

an vn,1 . . . vn,j . . . vn,m rn(O)

Group v(f1) . . . v(fj) . . . v(fm) r(O)
where each vi,j ∈ Dj .

Some values of this table clearly depend from
each other, namely, if the agent ai is rational, then
ri(O) should depend from the vi, . Hence, we can
assume that each rational agent ai can be associ-
ated with an aggregation function agregi defined
as follows:

Definition 3 (MCA-function of an agent). Let ai
be a rational agent and RD be a recommendation
domain, a multi-criteria aggregation function for
agent ai is a function mcai from D1× . . .×Dj ×
. . .×Dm to RD linking the values of the features
to the recommendation:

∀i ∈ [1, n] ri(O) = mcai(vi,1, . . . vi,m)

The same kind of aggregation can be done in
order to summarize a group of opinions about a
given feature, note that each feature may be asso-
ciated with a distinct aggregation function (sim-
ilarly, agents do not necessarily have the same
MCA-function).

Definition 4 (group aggregation). Let fj be a fea-
ture and Dj be its domain, a group aggregation
function for the feature fj is a function groupj
from (Dj)

n to Dj linking the values given by
agents to the feature fj to only one value:

∀j ∈ [1,m] v(fj) = groupj(v1,j , . . . vn,j)

Definition 5 (Group MCA recommendation). A
group multicriteria recommendation can be de-
fined by:

• either computing the MCA recommendation
of each agent and then aggregates this result
on the group of agent

• or computing the group values of the features
and then making a multicriteria aggregation
of these values.

6 Applications and perspectives

The applications under development concern basic
services : hotels, restaurants and e-commerce con-
sumer opinions. A question-answering interface is
being developed so that users can query the system
only on one or a few properties, i.e. is hotel X well
located ?. Besides these useful experimentations
and developments, we are now investigating the
e-reputation framework, of much importance for
companies and public persons (we are having ma-
jor elections in 2012), in particular using data from
social networks, wikis and some rapidly evolving
blogs. Then, given criteria and thresholds, alert
signals can be sent to these companies or persons
with an analysis of the reasons of opinion evolu-
tion, via arguments.

Finally, given that we can propose an analysis
based on arguments, we can then model a network
for opinion sharing via argumentation, analyzing
support and attack situations, as developed in ar-
gumentation. The language part of this project has
been implemented with the <TextCoop> platform
(Saint-Dizier 2011, forthcoming). This platform is
dedicated to discourse analysis and integrates lex-
ical semantics and reasoning capabilities.
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Abstract

In a world in which web users are con-
tinuously blasted by ads and often com-
pelled to deal with user-unfriendly inter-
faces, we sometimes feel like we want to
evade from the sensory overload of stan-
dard web pages and take refuge in a safe
web corner, in which contents and design
are in harmony with our current frame
of mind. Sentic Corner is an intelligent
user interface that dynamically collects au-
dio, video, images and text related to the
user’s current feelings and activities as an
interconnected knowledge base, which is
browsable through a multi-faceted classi-
fication website.

1 Introduction

In normal human cognition, thinking and feeling
are mutually present – our emotions are often the
product of our thoughts as well as our reflections
are frequently the product of our sentiments. Emo-
tions, in fact, are intrinsically part of our mental
activity and play a key role in decision-making
processes. They are special states shaped by natu-
ral selection to balance the reaction of our organ-
ism to particular situations, e.g., anger evolved for
reaction, fear evolved for protection and affection
evolved for reproduction.

In the new realm of Web 2.0 applications,
the analysis of emotions has undergone a large
number of interpretations and visualizations (We-
FeelFine, 2011; Moodviews, 2011; Moodstats,
2011; Moodstream, 2011), which have often led to
the development of emotion-sensitive systems and
applications. Nonetheless, today web users still
have to almost continuously deal with sensory-
overloaded web pages, pop-up windows, annoy-
ing ads, user-unfriendly interfaces, etc. More-

over, even for websites uncontaminated by web
spam, the affective content of the page is often
totally unsynchronized with the user’s emotional
state. Web pages containing multimedia informa-
tion inevitably carry more than just informative
content. Behind every multimedia content, in fact,
there is always an emotion. Sentic Corner ex-
ploits this concept to build a sort of parallel cogni-
tive/affective digital world in which the most rel-
evant multimedia contents associated to the users’
current moods and activities are collected, in order
to enable them, whenever they want to evade from
sensory-rich, overwrought and earnest web pages,
to take refuge in their own safe web corner.

The structure of the paper is the following: Sec-
tion 2 presents related work on managing affec-
tive multimedia contents, Section 3 describes the
AI and Semantic Web tools exploited within this
work, Section 4 explains in detail the techniques
and the methods hereby used to retrieve and man-
age semantically and affectively relevant multime-
dia contents, Section 5 illustrates the overall pro-
cess for the creation of the affective multimedia
environment, Section 6 presents an evaluation of
the adopted tools and, eventually, Section 7 com-
prises concluding remarks and a description of fu-
ture work.

2 Related Work

To our knowledge, there is still no published study
on the task of automatically retrieving and dis-
playing multimedia contents according to user’s
moods and activities, although the affective and
semantic analysis of video, audio and textual con-
tents have been separately investigated extensively
(Srinivasan et al., 2005; Hanjalic, 2006; Schle-
icher et al., 2010; Cambria et al., 2011a). The
most relevant commercial tool within this area is
Moodstream (Moodstream, 2011), a mashup of
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several forms of media, designed to bring users
music, images, and video according to the mood
they manually select on the web interface. Mood-
stream aims to create a sort of audio-visual ambi-
ent mix that can be dynamically modified by users
by selecting from the presets of ‘inspire’, ‘excite’,
‘refresh’, ‘intensify’, ‘stabilize’, and ‘simplify’,
e.g., mixtures of mood spectra on the Mood-
stream mixer such as happy/sad, calm/lively or
warm/cool. Users can start with a preset and then
mix things up including the type of image transi-
tion, whether they want more or less vocals in their
music selection and how long images and video
will stay, among other settings.

In Moodstream, however, songs are not played
entirely but blended into one another every 30 sec-
onds and, even if the user has control on the multi-
media flow through the mood presets, he/she can-
not actually set a specific mood and/or activity as a
core theme for the audio-visual ambient mix. Sen-
tic Corner, on the contrary, uses sentic computing
(Cambria et al., 2010b), a new paradigm for the
affective analysis of text, to automatically extract
semantics and sentics, i.e., the cognitive and affec-
tive information, associated with user’s status up-
dates on micro-blogging websites and, hence, to
retrieve relevant multimedia contents in harmony
with his/her current emotions and motions.

3 Sentic Computing

Sentic computing has been recently proposed as
a multi-disciplinary approach to opinion mining
and sentiment analysis that exploits both com-
puter and social sciences to better recognize, in-
terpret and process opinions and sentiments over
the Web. Specifically, sentic computing involves
the use of AI and Semantic Web techniques, for
knowledge representation and inference; mathe-
matics, for carrying out tasks such as graph min-
ing and multi-dimensionality reduction; linguis-
tics, for discourse analysis and pragmatics; psy-
chology, for cognitive and affective modeling; so-
ciology, for understanding social network dynam-
ics and social influence; finally ethics, for under-
standing related issues about the nature of mind
and the creation of emotional machines.

In sentic computing, the analysis of text is based
on common sense reasoning tools and affective
ontologies. Differently from statistical classifi-
cation, which generally requires large inputs and

thus cannot appraise texts with satisfactory gran-
ularity, sentic computing enables the analysis of
documents not only on the page or paragraph-level
but also on the sentence and clause-level. Within
this work, in particular, we use a novel emotion
categorization model (section 3.1), a language vi-
sualization and analysis system (section 3.2) and a
web ontology for human emotions (section 3.3).

3.1 The Hourglass of Emotions
The Hourglass of Emotions (Cambria et al.,
2010c) is a novel affective categorization model
in which sentiments are organized around four in-
dependent dimensions, whose different levels of
activation make up the total emotional state of the
mind. The Hourglass of Emotions, in fact, is based
on the idea that the mind is made of different inde-
pendent resources and that emotional states result
from turning some set of these resources on and
turning another set of them off (Minsky, 2006).

The primary quantity we can measure about an
emotion we feel is its strength. But when we feel
a strong emotion it is because we feel a very spe-
cific emotion. And, conversely, we cannot feel a
specific emotion like ‘fear’ or ‘amazement’ with-
out that emotion being reasonably strong. Map-
ping this space of possible emotions leads to an
hourglass shape (Fig. 1).

Figure 1: The Hourglass of Emotions
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The Hourglass of Emotions is specifically de-
signed to recognize, understand and express emo-
tions in the context of human computer interaction
(HCI). In the model, in fact, affective states are not
classified, as often happens in the field of emo-
tion analysis, into basic emotional categories, but
rather into four independent and concomitant di-
mensions, Pleasantness, Attention, Sensitivity and
Aptitude, in order to understand how much respec-
tively the user is happy with the service provided,
interested in the information supplied, comfort-
able with the interface and disposed to use the ap-
plication. Each affective dimension, in particular,
is characterized by six levels of activation (mea-
suring the strength of an emotion), termed ‘sentic
levels’, which determine the intensity of the ex-
pressed/perceived emotion as an int ∈ [−3,3].

These levels are also labeled as a set of 24
basic emotions (Plutchik, 2001), six for each of
the affective dimensions, in a way that allows the
model to specify the affective information associ-
ated with text both in a dimensional and in a dis-
crete form. The dimensional form, in particular, is
called ‘sentic vector’ and it is a four-dimensional
float vector that can potentially express any hu-
man emotion in terms of Pleasantness, Attention,
Sensitivity and Aptitude.

3.2 AffectiveSpace

AffectiveSpace (Cambria et al., 2009) is a multi-
dimensional vector space built from ConceptNet
(Havasi et al., 2007), a directed graph representa-
tion of common sense knowledge, and WordNet-
Affect (Strapparava and Valitutti, 2004), a linguis-
tic resource for the lexical representation of affec-
tive knowledge.

In particular, we use truncated singular value
decomposition (TSVD) (Wall et al., 2003) in or-
der to obtain a new matrix containing both hier-
archical affective knowledge and common sense.
The resulting matrix has the form Ã = Uk Σk V

T
k

and is a low-rank approximation of A, the original
data. This approximation is based on minimizing
the Frobenius norm of the difference between A
and Ã under the constraint rank(Ã) = k. For
the Eckart–Young theorem it represents the best
approximation of A in the mean-square sense, in
fact:

min
Ã|rank(Ã)=k

|A− Ã| = min
Ã|rank(Ã)=k

|Σ− U∗ÃV |

= min
Ã|rank(Ã)=k

|Σ− S|

assuming that Ã has the form Ã = U S V ∗,
where S is diagonal. From the rank constraint, i.e.,
S has k non-zero diagonal entries, the minimum of
the above statement is obtained as follows:

min
Ã|rank(Ã)=k

|Σ− S| = min
si

√√√√
n∑

i=1

(σi − si)2 =

= min
si

√√√√
k∑

i=1

(σi − si)2 +
n∑

i=k+1

σ2
i =

√√√√
n∑

i=k+1

σ2
i

Therefore, Ã of rank k is the best approximation
of A in the Frobenius norm sense when σi = si
(i = 1, ..., k) and the corresponding singular vec-
tors are same as those of A. If we choose to dis-
card all but the first k principal components, com-
mon sense concepts and emotions are represented
by vectors of k coordinates: these coordinates can
be seen as describing concepts in terms of ‘eigen-
moods’ that form the axes of AffectiveSpace, i.e.,
the basis e0,...,ek−1 of the vector space (Fig. 2).

For example, the most significant eigenmood,
e0, represents concepts with positive affective va-
lence. That is, the larger a concept’s component
in the e0 direction is, the more affectively positive
it is likely to be. Concepts with negative e0 com-
ponents, then, are likely to have negative affective
valence. Thus, by exploiting the information shar-
ing property of TSVD, concepts with the same af-
fective valence are likely to have similar features
– that is, concepts conveying the same emotion
tend to fall near each other in AffectiveSpace. For
example we can find concepts such as ‘beautiful
day’, ‘birthday party’, ‘laugh’ and ‘make person
happy’ very close in direction in the vector space,
while concepts like ‘sick’, ‘feel guilty’, ‘be laid
off’ and ‘shed tear’ are found in a completely dif-
ferent direction (nearly opposite with respect to
the center of the space).

3.3 The Human Emotion Ontology
The Human Emotion Ontology (HEO) (Grassi,
2009) is conceived as a high level ontology for
human emotions that supplies the most significant
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Figure 2: AffectiveSpace

concepts and properties, which constitute the cen-
terpiece for the description of every human emo-
tion. The main purpose of HEO is to create a de-
scription framework that could grant at the same
time enough flexibility, by allowing the use of a
wide and extensible set of descriptors to represent
all the main features of an emotion, and interop-
erability, by allowing to map concepts and proper-
ties belonging to different emotion representation
models.

HEO has been developed in ontology web lan-
guage description logic (OWL DL) for its expres-
siveness and its inference power in mapping the
different models used in the emotion description.
OWL DL, in fact, allows a taxonomical organiza-
tion of emotion categories and properties restric-
tion in order to link emotion description made both
by category and by dimension.

4 Corner Deviser

The main aim of the Corner Deviser is to process
the semantics and sentics obtained through sentic
computing in order to retrieve relevant multimedia
contents from the Web and, hence, encode these in
a Semantic Web aware format. In particular, the
cognitive and affective information is processed
through a technique that performs inference over
multiple sources of data (section 4.1), a statistical
method for the identification of common seman-
tics (section 4.2), a technique that expands seman-
tics through spreading activation (section 4.3).

The resulting semantics and sentics are then ex-
ploited to pull relevant music (Section 4.4), videos
(Section 4.5), images (Section 4.6) and text (Sec-
tion 4.7) from the Web and, eventually, encode
these in RDF/XML (Section 4.8).

4.1 Blending

Blending (Havasi et al., 2009) is a technique that
performs inference over multiple sources of data
simultaneously, taking advantage of the overlap
between them. It basically combines two sparse
matrices linearly into a single matrix in which
the information between the two initial sources is
shared. When we perform SVD on a blended ma-
trix, the result is that new connections are made in
each source matrix taking into account informa-
tion and connections present in the other matrix,
originating from the information that overlaps.

By this method, we can combine different
sources of general knowledge, or overlay general
knowledge with domain-specific knowledge, such
as medical, geological or financial knowledge.

4.2 CF-IOF Weighting

CF-IOF (concept frequency - inverse opinion fre-
quency) (Cambria et al., 2010a) is a technique
that identifies common domain-dependent seman-
tics in order to evaluate how important a concept
is to a set of opinions concerning the same topic.

Firstly, the frequency of a concept c for a given
domain d is calculated by counting the occur-
rences of the concept c in the set of available d-
tagged opinions and dividing the result by the sum
of number of occurrences of all concepts in the
set of opinions concerning d. This frequency is
then multiplied by the logarithm of the inverse fre-
quency of the concept in the whole collection of
opinions, that is:

CF -IOFc,d =
nc,d∑
k nk,d

log
∑

k

nk
nc

where nc,d is the number of occurrences of con-
cept c in the set of opinions tagged as d, nk is
the total number of concept occurrences and nc is
the number of occurrences of c in the whole set of
opinions. A high weight in CF-IOF is reached by
a high concept frequency in a given domain and a
low frequency of the concept in the whole collec-
tion of opinions.

4.3 Spectral Association

Spectral association (Havasi et al., 2010) is a tech-
nique that involves assigning values to ‘seed con-
cepts’ and applying an operation that spreads their
values across the ConceptNet graph.
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This operation, an approximation of many steps
of spreading activation, transfers the most activa-
tion to concepts that are connected to the key con-
cepts by short paths or many different paths in
common sense knowledge. In particular, we build
a matrix C that relates concepts to other concepts,
instead of their features, and add up the scores over
all relations that relate one concept to another, dis-
regarding direction.

Applying C to a vector containing a single con-
cept spreads that concept’s value to its connected
concepts. Applying C2 spreads that value to con-
cepts connected by two links (including back to
the concept itself). But what we would really like
is to spread the activation through any number of
links, with diminishing returns, so the operator we
want is:

1 + C +
C2

2!
+
C3

3!
+ ... = eC

We can calculate this odd operator, eC , because
we can factor C. C is already symmetric, so in-
stead of applying Lanczos’ method to CCT and
getting the SVD, we can apply it directly to C and
get the spectral decomposition C = V ΛV T . As
before, we can raise this expression to any power
and cancel everything but the power of Λ. There-
fore, eC = V eΛV T . This simple twist on the
SVD lets us calculate spreading activation over
the whole matrix instantly. As with the SVD, we
can truncate these matrices to k axes and therefore
save space while generalizing from similar con-
cepts.

4.4 Sentic Tuner
The module for the retrieval of semantically and
affectively related music is called Sentic Tuner.
The relevant audio information is pulled from
Stereomood, an emotional on-line radio that pro-
vides music that best suits users’ mood and ac-
tivities (Stereomood, 2011). In the web inter-
face, music is played randomly through an on-line
music player with the possibility for the user to
play/stop/skip tracks.

In Stereomood, music tracks are classified ac-
cording to some tags that users are supposed to
manually choose in order to access a list of seman-
tically or affectively related songs. These tags are
either mood-tags (e.g., ‘happy’, ‘calm’, ‘roman-
tic’, ‘lonely’ and ‘reflective’) or activity-tags (such

as ‘reading’, ‘just woke up’, ‘dressing up’, ‘clean-
ing’ and ‘jogging’), the majority of which repre-
sent cognitive and affective knowledge contained
in AffectiveSpace as common sense concepts and
emotional labels. The Sentic Tuner uses the mood-
tags as centroids for blending and the activity-tags
as seeds for spectral association, in order to build
a set of affectively and semantically related con-
cepts respectively, which will be used at run-time
to match the concepts extracted from user’s micro-
blogging activity. The Sentic Tuner also contains
a few hundreds rāgas (Sanskrit for moods), which
are melodic modes used in Indian classical music
meant to be played in particular situations (mood,
time of the year, time of the day, weather condi-
tions, etc.).

It is considered inappropriate to play rāgas at
the wrong time (it would be like playing Christmas
music in July, lullabies at breakfast or sad songs
at a wedding) so these are played just when se-
mantics and sentics exactly match time and mood
specifications in the rāgas database. Hence, once
semantics and sentics are extracted from natural
language text through sentic computing, Stereo-
mood API and the rāgas database are exploited
to select the most relevant tracks to user’s current
feelings and activities.

4.5 Sentic TV

Sentic TV is the module for the retrieval of seman-
tically and affectively related videos. In particular,
the module pulls information from Jinni, a new
site that allows users to search for video entertain-
ment in many specific ways (Jinni, 2011).

The idea behind Jinni is to reflect how people
really think and talk about what they watch. It is
based on an ontology developed by film profes-
sionals and new titles are indexed with an inno-
vative natural language processing (NLP) technol-
ogy for analyzing metadata and reviews. In Jinni,
users can choose from movies, TV shows, short
films and on-line videos to find specific genres or
what they are in the mood to watch. In particu-
lar, users can browse videos by topic, mood, plot,
genre, time/period, place, audience and praise.
Similarly to the Sentic Tuner, Sentic TV uses
Jinni’s mood-tags as centroids for blending and the
topic-tags as seeds for spectral association in or-
der to retrieve affectively and semantically related
concepts respectively.
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Time-tags and location-tags are also exploited
in case relevant time-stamp and/or geo-location
information is available within user’s micro-
blogging activity.

4.6 Sentic Slideshow

Sentic Corner also offers semantically and affec-
tively related images through the Sentic Slideshow
module. Pictures related to the user’s current
mood and activity are pulled from Fotosearch (Fo-
tosearch, 2011), a provider of royalty free and
rights managed stock photography which claims
to be the biggest repository of images on the Web.
Since Fotosearch does not offer a priori mood-tags
and activity-tags, the CF-IOF technique is used
on a set of 1000 manually tagged (according to
mood and topic) tweets (Twitter, 2011), in order
to find seeds for spectral association (topic-tagged
tweets) and centroids for blending (mood-tagged
tweets).

Each of the resulting concepts is used to retrieve
mood and activity related images through the Fo-
tosearch search engine. The royalty free pictures,
eventually, are saved in an internal database ac-
cording to their mood and/or activity tag, in a way
that they can be quickly retrieved at run-time, de-
pending on user’s current feelings and thoughts.

4.7 Sentic Library

The aim of Sentic Library is to provide book ex-
cerpts depending on user’s current mood. The
module proposes random book passages users
should read according to the mood they should
be in while reading it and/or what mood they
will be in when they have finished. The excerpt
database is built according to ‘1001 Books for Ev-
ery Mood: A Bibliophile’s Guide to Unwinding,
Misbehaving, Forgiving, Celebrating, Commiser-
ating’ (Ephron, 2008), a guide in which the nov-
elist Hallie Ephron serves up a literary feast for
every emotional appetite.

In the guide, books are labeled with mood-tags
such as ‘for a good laugh’, ‘for a good cry’ and
‘for romance’, but also some activity-tags such as
‘for a walk on the wild side’ or ‘to run away from
home’. As for Sentic TV and Sentic Tuner, Sen-
tic Library uses these mood-tags as centroids for
blending and the topic-tags as seeds for spectral
association.

4.8 Encoding

In order to effectively represent the retrieved au-
dio, video, visual and textual multimedia informa-
tion, we encode it in a Semantic Web aware format
and store it in a Sesame triple-store, a purpose-
built database for the storage and retrieval of RDF
metadata (Sesame, 2009).

Sesame can be embedded in applications and
used to conduct a wide range of inferences on the
information stored, based on RDFS and OWL type
relations between data. In addition, it can also be
used in a standalone server mode, much like a tra-
ditional database with multiple applications con-
necting to it. In particular, we encode the data in
RDF/XML using the descriptors defined by HEO
and insert them into the triple-store, in a way that
multimedia contents can be queried and results can
be retrieved in a semantic aware format.

5 Sentic Corner Generation Process

The process for creating Sentic Corner comprises
five main components (Fig. 3): a NLP mod-
ule, which performs a first skim of the real-time
fetched user tweets, a Semantic Parser, whose aim
is to extract concepts from the lemmatized text,
AffectiveSpace, for the extraction of semantics
and sentics from the given concepts, the Corner
Deviser, which exploits the cognitive and affective
information obtained to retrieve and encode rele-
vant multimedia, and the Exhibit (Exhibit, 2011)
intelligent user interface (IUI), for the visualiza-
tion of results.

In particular, the NLP module interprets all
the affective valence indicators usually contained
in tweets such as special punctuation, complete
upper-case words, onomatopoeic repetitions, ex-
clamation words, negations, degree adverbs and
emoticons, and eventually lemmatizes text.

The Semantic Parser then deconstructs text into
concepts and provides, for each of them, the rel-
ative frequency, valence and status, i.e., the con-
cept’s occurrence in the text, its positive or nega-
tive connotation, and the degree of intensity with
which the concept is expressed.

The AffectiveSpace module projects the re-
trieved concepts into the vector space clustered
wrt the Hourglass model sentic levels using a k-
medoids approach (Cambria et al., 2011b), and
infers the affective valence of these, in terms
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Figure 3: Sentic Corner Generation Process

of Pleasantness, Attention, Sensitivity and Apti-
tude, according to the positions they occupy in the
space. The Corner Deviser exploits the seman-
tic and sentic knowledge bases previously built by
means of blending, CF-IOF and spectral associa-
tion to find matches for the concepts extracted by
the Semantic Parser and their relative affective in-
formation inferred by AffectiveSpace.

Such audio, video, visual and textual infor-
mation (namely Sentic Tuner, Sentic TV, Sentic
Slideshow and Sentic Library) is then encoded in
RDF/XML according to HEO and stored in the
triple-store. In case the sentics detected belong
to the lower part of the Hourglass, the multimedia
contents searched will have an affective valence
opposite to the emotional charge detected, as Sen-
tic Corner aims to restore the positive emotional
equilibrium of the user, e.g., if the user is angry
he/she might want to calm down.

The Exhibit IUI module, eventually, visualizes
the contents of the Sesame database exploiting the
multi-faceted categorization paradigm. Faceted
classification allows the assignment of multiple
categories to an object, enabling classifications to
be ordered in multiple ways, rather than in a single
taxonomic order. This allows to perform searches
combining the textual approach with the naviga-
tional one. Faceted search, in fact, enables users
to navigate a multi-dimensional information space
by both writing queries in a text box and progres-
sively narrowing choices in each dimension.

For Sentic Corner, in particular, we use SIMILE
Exhibit API, a set of Javascript files that allows to
easily create rich interactive web-pages including
maps, timelines and galleries, with very detailed
client-side filtering. Exhibit pages use the multi-
faceted classification paradigm to display seman-
tically structured data stored in a Semantic Web
aware format, e.g., RDF or JavaScript object no-
tation (JSON). One of the most relevant aspects
of Exhibit is that, once the page is loaded, the
web-browser also loads the entire data set in a
lightweight database and performs all the com-
putations (sorting, filtering, etc.) locally on the
client-side, providing high performances.

The information contained in the triple-store is
exported to the Exhibit IUI as a JSON file in or-
der to make the data available for being browsed
as a unique knowledge base (Fig. 4). In the web
interface, multimedia contents are displayed in a
dynamic gallery, which can be ordered according
to mood and activity tags (in case they are not
unique) plus other parameters such as title, genre,
source, modality, etc.

The IUI allows to explore such information both
by using the search box, to perform keyword-
based queries, and by filtering the results using
the faceted menus, i.e., by adding or removing
constraints on the facet properties. The extracted
affective information, moreover, is exploited to
modify the design of the webpage in a way that
the user always feels comfortable with the inter-
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face. If positive affective information is extracted,
for example, a design with smooth edges windows
and hot colors is adopted.

6 Evaluation

In order to test Sentic Corner’s affect recognition
capabilities, we evaluated the system with a cor-
pus of mood-tagged blogs from LiveJournal (LJ)
(LiveJournal, 2011), a virtual community of more
than 23 millions users who keep a blog, journal or
diary. One of the interesting features of this web-
site is that LJ bloggers are allowed to label their
posts with a mood tag, by choosing from more
than 130 predefined moods or by creating custom
mood themes. Since the indication of the affective
status is optional, the mood-tagged posts are likely
to reflect the true mood of the authors and, hence,
form a good test-set for Sentic Corner.

In order to have full correspondence between LJ
mood labels and Hourglass sentic levels, a pool of
10 students have been asked to map each of the
130 mood labels into the 24 emotional labels of
the Hourglass model. All LJ accounts have Atom,
RSS and other data feeds which show recent pub-
lic entries, friend relationships and interests. Un-
fortunately, there is no possibility to get mood-
tagged blog-posts via data feeds so we had to de-
sign our own crawler.

After retrieving and storing relevant data and
metadata from 10,000 LJ posts, we extracted sen-
tics through the Sentic Corner Generation Process
and compared the output with the relative mood-
tags, in order to calculate statistical classifications
such as precision and recall. On average, each post
contained around 140 words and, from it, about 4
affective valence indicators and 60 sentic vectors
were extracted. According to this information, we
assigned mood-labels to each post and compared
these with the corresponding LJ mood-tags, ob-
taining very good accuracy for each of the mapped
moods.

Among these, ‘happy’ and ‘sad’ posts were
identified with particularly high precision (89%
and 81% respectively) and decorous recall rates
(76% and 68%). The F-measure values obtained,
hence, were significantly good (82% and 74% re-
spectively), especially if compared to the corre-
sponding F-measure rates of the baseline meth-
ods (53% and 51% for keyword spotting, 63% and
58% for lexical affinity, 69% and 62% for statis-

Figure 4: Sentic Corner web interface

tical methods). In the future, we plan to perform
also some usability tests in order evaluate the rel-
evance of contents and design displayed, together
with the overall user-friendliness of the interface.

7 Conclusion and Future Work

Today an average web user spends around 15
hours per week surfing the Net. Since most of
the profit on the Web revolves around advertise-
ment, users are too often blasted with sensory-
overloaded web pages, pop-up windows and an-
noying ads. Within this work, we merged AI
and Semantic Web techniques to build an intelli-
gent user interface that dynamically collects audio,
video, images and text related to the user’s current
feelings and activities as an interconnected knowl-
edge base, which is browsable through a multi-
faceted classification website.

Sentic Corner exploits the concept that behind
every multimedia content there is always an emo-
tion to build a sort of parallel cognitive/affective
digital world in which all the multimedia contents
are in harmony with user’s current emotions and
motions. Eventually, Sentic Corner represents a
first step towards the development of sentic inter-
faces, i.e., next-generation intelligent applications
capable of perceiving and expressing the cognitive
and affective information associated with user in-
teraction.
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Abstract

This paper explores the ability of senses
aligned across languages to carry coher-
ent subjectivity information. We start out
with a manual annotation study, and then
seek to create an automatic framework to
determine subjectivity labeling for unseen
senses. We identify two methods that are
able to incorporate subjectivity informa-
tion originating from different languages,
namely co-training and multilingual vec-
tor spaces, and show that for this task the
latter method is better suited and obtains
superior results.

1 Introduction

Following the terminology proposed by (Wiebe
et al., 2005), subjectivity and sentiment analysis
focuses on the automatic identification of private
states (opinions, emotions, sentiments, etc.) in
natural language. While subjectivity classification
labels text as either subjective or objective, sen-
timent or polarity classification further classifies
subjective text as either positive, negative or neu-
tral.

To date, a large number of text processing ap-
plications have used techniques for automatic sen-
timent and subjectivity analysis, including auto-
matic expressive text-to-speech synthesis (Alm et
al., 1990), tracking sentiment timelines in on-line
forums and news (Balog et al., 2006; Lloyd et al.,
2005), and mining opinions from product reviews
(Hu and Liu, 2004). In many natural language
processing tasks, subjectivity and sentiment clas-
sification has been used as a first phase filtering to
generate more viable data. Research that benefited
from this additional layering ranges from ques-
tion answering (Yu and Hatzivassiloglou, 2003),
to conversation summarization (Carenini et al.,
2008), text semantic analysis (Wiebe and Mihal-

cea, 2006; Esuli and Sebastiani, 2006a) and lexical
substitution (Su and Markert, 2010).

While research in English has underlined that
the most robust subjectivity delineation occurs at
sense and not at word level (Wiebe and Mihalcea,
2006), we are not aware of this consideration im-
pacting research in other languages. For this rea-
son, in this work we seek to analyze how subjec-
tivity is maintained across sense aligned resources,
and identify ways in which subjectivity at sense
level may be employed in a multilingual frame-
work to provide a strengthened automatic sense-
level classification.

2 Related Work

Recently, resources and tools for sentiment analy-
sis developed for English have been used as a start-
ing point to build resources in other languages,
via cross-lingual projections or monolingual and
multilingual bootstrapping. Several directions
were followed, focused on leveraging annotation
schemes, lexicons, corpora and automated annota-
tion systems. English annotation schemes devel-
oped for opinionated text lays the groundwork for
research carried out by (Esuli et al., 2008) when
annotating expressions of private state in Italian or
by (Maks and Vossen, 2010) in Dutch. Sentiment
and subjectivity lexicons such as the one included
with the OpinionFinder distribution (Wiebe and
Riloff, 2005), the General Inquirer (Stone et al.,
1967), or the SentiWordNet (Esuli and Sebastiani,
2006b) were transferred into Chinese (Ku et al.,
2006; Wu, 2008) and into Romanian (Mihalcea et
al., 2007). English corpora manually annotated for
subjectivity or sentiment such as MPQA (Wiebe
et al., 2005), or the multi-domain sentiment clas-
sification corpus (Blitzer et al., 2007) were sub-
jected to experiments in Spanish, Romanian, or
Chinese upon automatic translation by (Banea et
al., 2008b; Wan, 2009). Furthermore, tools devel-
oped for English were used to determine sentiment
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or subjectivity labeling for a given target language
by transferring the text to English and applying an
English classifier on the resulting data. The la-
bels were then transferred back into the target lan-
guage (Bautin et al., 2008; Banea et al., 2008b).
These experiments are carried out in Arabic, Chi-
nese, French, German, Japanese, Spanish, Roma-
nian.

We are not aware of research that has consid-
ered leveraging subjectivity at word sense level,
yet, in terms of methodology, the work closest to
ours is the one proposed by (Wan, 2009), who
constructs a polarity co-training system by using
the multilingual views obtained through the au-
tomatic translation of product-reviews into Chi-
nese and English. Unlike (Wan, 2009), we do not
use any machine translation, and the labels em-
ployed are directly assigned by the annotators and
not inferred based on stars. (Banea et al., 2008a)
present a method to learn sentence level subjectiv-
ity by training classifiers on multilingual feature
spaces and show that when considering features
from multiple languages, the classification accu-
racy improves, even above that of the source lan-
guage. We expand this method to allow for boot-
strapping, thus enabling additional samples to be
classified.

3 Sense Level Subjectivity Consistency
Across Languages

While most multilingual research to date has fo-
cused on word, fragment, or document level sub-
jectivity, this work seeks to examine sense-level
subjectivity across languages. We aim to answer
two questions. First, if we have a resource such as
WordNet (Miller, 1995) aligned at sense level in
two languages, is the subjectivity content consis-
tent across equivalent senses in the two languages?
Second, can we use a multilingual learning mecha-
nism to automatically predict the subjectivity label
of senses? We examine the first question in Sec-
tion 3.1, and propose a framework for multilingual
learning that responds to the second question in
Section 3.2.

3.1 Annotation Study

For the purpose of this study we consider the En-
glish (Miller, 1995) and the Romanian (Tufiş et
al., 2006) versions of WordNet, which contain

1176591 and 587252 synsets, respectively. Both
lexical resources are aligned at synset level, which
represents a basic unit of meaning.

In order to add subjectivity information to this
structure, we use the English annotated data from
(Wiebe and Mihalcea, 2006) and (Akkaya et al.,
2009), as well as a list of 48 additional words,
for a total of 134 words encompassing 630 senses
manually annotated for subjectivity. This data
was then annotated by a native speaker of Ro-
manian (who participated in previous subjectiv-
ity annotations studies) who was only presented
with the gloss and the synset of each given sense
from the Romanian WordNet. The agreement with
the English annotations ranged from 90% (for the
(Wiebe and Mihalcea, 2006) dataset) to 84% (for
the (Akkaya et al., 2009) dataset), implying that
subjectivity can strongly transfer across senses
given manually aligned resources in different lan-
guages. However, we encountered several situa-
tions that may interfere with the subjective content
of a sense, which are further explained below.

3.1.1 Differences between Languages
There were several examples where the subjectiv-
ity label changed between languages. Let us con-
sider the following definitions of the fourth sense
of the noun argument listed in Table 1. While this
sense of argument is marked in the English data
as subjective, the Romanian gloss and synset de-
note a “direct summary,” which by definition dis-
allows the expression of any subjective perspec-
tive. Therefore, in Romanian this sense is objec-
tive.

A similar scenario is posed by the fourth sense
of the verb decide (see Table 1). While the English
sense is labeled as objective, the Romanian sense
directly implies a subjective decision, and there-
fore acquires a subjective label.

3.1.2 WordNet Granularity
In several cases, the same sense in WordNet may
have both subjective and objective meanings. To
exemplify, let us consider the first sense of the
adjective free:

En gloss: not limited or hampered; not un-
der compulsion or restraint; “free enterprise”; “a

1http://wordnet.princeton.edu/wordnet/
man/wnstats.7WN.html

2http://www.racai.ro/wnbrowser/Help.
aspx45



English Romanian

argument

Gloss a summary of the subject or plot of a
literary work or play or movie “the ed-
itor added the argument to the poem”

redare-prezentare pe scurt- scrisă sau orală-
a ideilor unei lucrări- ale unei expuneri etc.
(translation) short summary, oral or in writ-
ing, of the ideas presented in a literary work

Synset argument, literary argument rezumat
(translation) summary

decide
Gloss influence or determine “The vote in

New Hampshire often decides the out-
come of the Presidential election”

a exercita o influenţă - a determina
(translation) to exercise influence - to
determine

Synset decide influenţa; decide; hotărı̂
(translation) influence; decide; deter-
mine

Table 1: Differences between languages. Definitions and synonyms of the fourth sense of the noun
argument and the fourth sense of verb decide as provided by the English and Romanian WordNets; for
Romanian we also provide the manual translation into English.

free port”; “a free country”; “I have an hour free”;
“free will”; “free of racism”; “feel free to stay as
long as you wish”; “a free choice”
Ro gloss: (Despre oameni) Care are posibilitatea
de a acţiona după voinţa sa - de a face sau de
a nu face ceva; (translation) (About people)
Someone who can act according to his will - who
can do or not do something

While the English sense can have both subjec-
tive and objective uses, the Romanian sense is
subjective, as it further enforces the constraint that
the context of the word should refer to people.

From these examples, we notice that a perfect
sense to sense mapping among languages is im-
possible, as a particular sense may denote addi-
tional meanings and uses in one language com-
pared to another, thus rendering a perfect paral-
lel sense boundary permeable. However, for about
90% of the senses the subjective meaning does
hold across languages, implying that this informa-
tion could be leveraged in an automatic fashion
to provide additional clues for the subjectivity la-
belling of unseen senses.

3.2 Multilingual Subjectivity Sense Learning

In this section we explore ways to use a multilin-
gual learning mechanism to automatically predict
the subjectivity of a word sense. We are experi-
menting with two different methods, one based on

co-training using monolingual feature spaces, and
one based on machine learning applied to a multi-
lingual vector space.

We start by considering the intersection of the
Romanian and English WordNets, so that we can
have equivalent definitions in both languages.
We then generate vector representations for two
monolingual models (one in English and one in
Romanian), and one multilingual model (compris-
ing both Romanian and English features). These
are composed of unigrams extracted from the
synset and the gloss of a given sense, appended
with a binary weight. The synset is stripped of
any sense identifying features in order not to favor
the classifier. To exemplify, we provide below the
sparse vector representation of the fourth sense of
the noun argument (see Table 1):

English vector: <aen 1, summary 1, of 1,
the 1, subject 1, or 1, plot 1, literary 1, work 1,
play 1, movie 1, editor 1, added 1, argument 1, to
1, poem 1>
Romanian vector: <redare 1, prezentare 1, pe 1,
scurt 1, scrisa 1, orala 1, aro 1, ideilor 1, unei 1,
lucrari 1, ale 1, expuneri 1, etc 1, rezumat 1>
Multilingual vector: <aen 1, summary 1, of 1,
the 1, subject 1, or 1, plot 1, literary 1, work 1,
play 1, movie 1, editor 1, added 1, argument 1, to
1, poem 1, redare 1, prezentare 1, pe 1, scurt 1,
scrisa 1, orala 1, aro 1, ideilor 1, unei 1, lucrari 1,
ale 1, expuneri 1, etc 1, rezumat 1>
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In the first method, based on the co-training
algorithm proposed by (Wan, 2009), we consider
the manually annotated training data in each of
the languages individually, and we learn two
monolingual classifiers (see Figure 1). We then
allow the machine learners to individually predict
a class for every sample in the unlabeled data,
and at every iteration create a set with the top n
most confident examples where both classifiers
agree, and their confidence is higher than a given
threshold. As long as the set has at least one
sample, at the next iteration the monolingual
English vectors and the aligned Romanian vectors
are added to their respective training set with
the newly predicted label, and removed from the
test data. The process repeats until no confident
examples can be added. Although the method
differs from the original co-training mechanism
proposed by (Blum and Mitchell, 1998), since it
enforces that the classifiers agree before adding
their predictions to the next train set, we believe
this was a necessary modification given the low
accuracy attained by the Romanian classifier by
itself (68%). Through this additional agreement
constraint, we ensure that only samples that have
a high probability of being labeled correctly
are added, therefore reducing noise propagation
across iterations. At the same time, we are
able to learn new information from the features
co-occurring with those that participated in the
previous classification step.

For the second method, we create a multilin-
gual feature space based on the model proposed
in (Banea et al., 2010). Instead of using the mono-
lingual vectors described above, we enrich the fea-
ture space by merging together two aligned vector
space representations (see the multilingual vector
example above), thus allowing the system to si-
multaneously use both Romanian and English fea-
tures in order to decide the subjectivity of a given
sense. At every iteration we select the most con-
fident n samples, and add them to the training set,
while discarding them from the test set for the next
iteration.

For all the experiments presented in this paper
we use support vector machines (the LibSVM im-
plementation (Fan et al., 2005)) with default pa-
rameters and probability estimates enabled. As we
are interested in an accurate classification of the
senses, we chose a threshold level of 0.8, and at

every iteration we add the most confident n = 40
samples to the previous training set.

En train data Ro train data

En Classifier Ro Classifier

En test data 
& unlabeled 
En WN sense 

data

Ro test data 
& unlabeled 
Ro WN sense 

data

En-Ro top n 
most 

confidently 
predicted 
examples

Labels agree & 
classifier 

confidence 
above threshold

end

no

yes

Figure 1: Co-training

En-Ro train 
data

En-Ro Classifier

En-Ro test 
data & 

unlabeled 
En-Ro WN 
sense data

En-Ro top n 
most 

confidently 
predicted 
examples

classifier 
confidence 

above threshold
end

no

yes

Figure 2: Multilingual bootstrapping

3.2.1 Datasets
We use the manually annotated data described in
Section 3.1, and we filter out 20 examples that
were labeled as both objective and subjective,
since they could confuse the classifiers and pre-
vent them from making strong predictions. We
then split the labeled data into three subsets to en-
able a three-fold cross validation. Note that we en-
force that all the senses belonging to a given word
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be found in either the test or the training set, but
never in both. This was done to ensure that the
classifier would not have an unfair advantage due
to finding similar senses in the training data. For
this reason, the fold sizes are not perfectly equal.
Furthermore, for every fold, each iteration is eval-
uated on the immutable test set corresponding to
that fold, which has manually assigned labels in
English and Romanian. In order to generate a run-
ning test set, which is modified after every itera-
tion, we append the remaining unlabeled WordNet
senses to the corresponding test set for the fold
(see Figures 1 and 2).

3.2.2 Results and Discussions
Figure 3 presents the results obtained using the
monolingual co-training algorithm over 40 itera-
tions. The accuracies obtained at position 0 repre-
sent the baseline for a simple monolingual classi-
fier with no co-training. Unlike the increasing ac-
curacy with the number of iterations obtained by
(Wan, 2009) when applying a similar method to
sentiment classification of reviews, we were un-
able to surpass these baselines. We attribute this
behavior to the small size of the training set (ap-
proximately 400 samples in our case versus 8000
product reviews in (Wan, 2009)) and the type of
data itself (product reviews are longer and often
contain a full paragraph of text, while senses may
comprise an average of ten words). The overall ac-
curacy is slowly decreasing from 0.73 to 0.62 for
English and from 0.68 to 0.54 for Romanian. The
same trend is observed for class precision, recall
and F-measure.

When employing a simple SVM classifier
trained on a multilingual space, the accuracy in-
creases from 0.73 for English and 0.62 for Ro-
manian to 0.76 when both languages are simul-
taneously used, thus providing an error reduction
of 11.34% and 25.74% with respect to the mono-
lingual English and Romanian models, respec-
tively. Since the English WordNet is more com-
plete (longer glosses and richer synsets), its cor-
responding monolingual model is able to capture
sufficient information and thus provide a robust
subjectivity classification on its own. However,
upon training on a multilingual representation of
the data, features from both languages synergis-
tically work together to achieve better results than
what would be individually possible. These results
further confirm the improving trend we noticed in
(Banea et al., 2010) when training classifiers on

incrementally more languages.
We also attempted to bootstrap the multilin-

gual classifier (see Figure 4), but its performance
degrades faster than when using the co-training
method, and after only 3 iterations the confidence
of the classifier drops below the threshold and the
process terminates. It may be beneficial to add
fewer instances to the training set at each itera-
tion in order to introduce less noise and thus ob-
tain a more robust classifier. This is a setting that
we intend to explore in the future, however for the
current experiments, in order to equitably compare
the two methods, we kept all the parameters equal.
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Figure 3: Macro-accuracy for co-training
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Figure 4: Macro-accuracy for multilingual boot-
strapping versus monolingual co-training

4 Conclusion

We performed a manual annotation study for sub-
jectivity at sense level and we showed that the sub-
jectivity content of a sense does carry across lan-
guage boundaries in about 90% of the cases, im-
plying that this information is robust enough to be
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learned automatically. We then proposed and ap-
plied a framework that is able to jointly exploit the
subjectivity information originating from multiple
languages. We demonstrated that a multilingual
feature space is able to capture more information
and outperform a monolingual based model, sug-
gesting that future research should use a similar
representation.
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Abstract

A method for multilingual review classi-

fication is described. In this classifica-

tion task, machine translation techniques

are used to remove language gaps in the

dataset, but many translation errors occur

as a side-effect. These errors cause a de-

crease in the review classification perfor-

mance. To resolve this problem, we intro-

duce a sentiment-oriented sentence filter-

ing module to the process of multilingual

review classification. Experimental results

showed that the proposed method achieved

81.7% classification accuracy for the eval-

uation data.

1 Introduction

People can nowadays easily disseminate informa-

tion including their personal subjective opinions

on products and services on the Internet. The mas-

sive amounts of this type of information are ben-

eficial for both product companies and users who

are planning to purchase and use the products. The

information is mainly presented in a textual form,

so in the research field of natural language pro-

cessing, many researchers have focused on devel-

oping techniques for sentiment analysis (or opin-

ion mining) (Pang and Lee, 2008; Tang et al.,

2009).

One fundamental technique in sentiment anal-

ysis (opinion mining) is to classify review texts.

Unlike the conventional topic-based text classi-

fication task, classifiers for review classification

must discriminate between positive and negative

aspects of opinions in a review text. In the re-

view classification task, supervised machine learn-

ing methods such as Naive Bayes and Support

Vector Machines have been mostly applied (Pang

et al., 2002; Mullen and Collier, 2004; Whitelaw

et al., 2005). These supervised approaches have

achieved good performance, but they have a cru-

cial issue: they require a large amount of labeled

data, which involves the high cost of manual an-

notation.

Approaches to reduce or avoid the cost of

annotation have been proposed, such as semi-

supervised and substitutional data approaches.

Semi-supervised approaches (e.g., that by Aue

and Gamon (2005)) provide a simple solution

by combining labeled and unlabeled data. Sub-

stitutional data approaches provide substitutional

labeled data, available at low costs, instead of

pure labeled data. The tasks of domain adaption

(Blitzer et al., 2007) and multilingual text clas-

sification (Banea et al., 2008; Wan, 2009; Banea

et al., 2010) are special cases of substitutional ap-

proaches.

In this paper, we examine the effectiveness of

applying a sentence filtering module to multilin-

gual document classification, especially to mul-

tilingual review classification. In multilingual

review classification, machine translation tech-

niques are usually used to remove language gaps

in the dataset. But, even if one can use the state-

of-the-art machine translation techniques, many

translation errors occur as a side-effect. These er-

rors cause a decrease in the review classification

performance. In this study, to resolve this prob-

lem, we introduce a sentiment-oriented sentence

filtering module to the process of multilingual re-

view classification. we focus on the quality rather

than the quantity of the training data, and attempt

to filter out some worthless sentences from the

dataset.

The rest of this paper is organized as follows.

First, we provide an overview of multilingual re-

view classification in Section 2. In addition, an

issue essentially related to the task of multilingual

review classification is presented. In Section 3, we

explain our sentiment-oriented sentence filtering

method. In Section 4, we report on our experi-
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Figure 1: Monolingual review classification

ments investigating the effectiveness of applying

our filtering method to multilingual review classi-

fication.

2 Multilingual Review Classification

2.1 Overview

Figure 1 shows an ordinary processing flow of text

(review) classification with monolingual data. In a

monolingual setting, in both the training phase and

classification phase, text documents in the dataset

are described in the same language (language X

in Figure 1). Figure 2, in contrast, shows a mul-

tilingual setting for review classification. In this

setting, text documents in the classification phase

are described in a different language, Y, from X.

To remove the language gap between the train-

ing and test datasets, machine translation (MT)

techniques are used in the training phase. By

translating text documents in the dataset from the

source language X into the target language Y,

an MT system automatically generates a substi-

tutional dataset in which text documents are de-

scribed in the target language Y1.

2.2 The issue

Here, the MT system succeeds in removing the

language gap between X and Y. However, many

translation errors occur in the dataset as a side-

effect. In general, a text classifier uses information

1Note that even though a small amount of original labeled
documents is described (i.e., not translated) in language Y in
general cases, this is omitted in Figure 2 for simplicity.
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Figure 2: Multilingual review classification

about word distributions over the dataset. When

there are erroneous translations in the dataset, a

situation is invoked in which the distributions of

each word in the dataset differ between the train-

ing data and the test data. As a result, these er-

rors cause increase of text classification errors in-

directly (dotted line in Figure 2).

3 Applying Sentiment-oriented Sentence

Filtering

In this section, our method for reducing the in-

fluences of translation errors is proposed. In

the proposed method, documents translated by an

MT system are then compressed by a sentiment-

oriented sentence filtering module. We begin with

discussion about our key idea of the proposed

method, and then explain our sentiment-oriented

sentence filtering.

3.1 Key idea

Consider the relationship between a labeled

dataset for training a text classifier and its clas-

sification accuracy. In a general case, the larger

the labeled training dataset, the better the perfor-

mance of the text classifier. However, in the case

of multilingual review classification, this relation-

ship does not hold due to the translation errors be-
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Figure 3: Multilingual review classification with

sentence filtering

cause if the labeled data increase, the translation

errors included in them may also increase. That

is, the number of translation errors may be propor-

tional to the number of labeled documents.

According to the above discussion, we focused

our attention on the quality rather than the quan-

tity of the labeled data. To achieve this change

of focus, we introduce a sentence filtering module

after the machine translation step. Figure 3 shows

the training phase of multilingual review classifi-

cation with the sentence filtering module. In the

sentence filtering module, a translated document

is compressed into a snippet consisting of impor-

tant parts of the translated document for the review

classification task. Since the generated snippet is

shorter than the input document, and recalling that

the number of translation errors may be propor-

tional to the quantity of the dataset, applying sen-

tence filtering should help to prevent errors being

incorporated into the dataset.

3.2 Sentiment-oriented sentence filtering

Our sentence filtering module aims to generate

text snippets by excluding translation errors from

the input translated documents. To do so, we

developed a sentiment-oriented sentence filtering

method.

We need to develop criteria by which sentences

should be extracted. The most direct approach

is that all sentences correctly translated are ex-

tracted and all remaining erroneous sentences are

excluded. This may work well, but it is infeasible

because detecting whether a sentence is correctly

translated is difficult.

Instead, we consider an alternative approach

based on sentiment information. Pang et al.

(2004) found that an important factor for a review

classification task is whether each sentence in a

document to be classified holds subjective aspects.

Generally, subjective sentences contribute to the

performance of review classification, while objec-

tive sentences do not. According to this finding,

we adopted the following sentence filtering crite-

ria: all sentences holding subjective aspects are

extracted and all remaining objective sentences

are excluded. We consider that objective sentences

with translation errors are not only unnecessary

but also harmful for the multilingual review clas-

sification.

In this study, we detect a sentence S Y as hold-

ing subjective aspects when all the following con-

ditions are fulfilled.

(1) S Y includes at least one polarity word,

(2) A sentence S X , which has a translation rela-

tion to S Y , also includes at least one polarity

word,

(3) All the polarity words in S X and S Y have the

same sentiment polarity.

Condition (1) is commonly used in the field of

sentiment analysis (Kim and Hovy, 2005). Condi-

tions (2) and (3), on the other hand, are originally

derived from the translation process in the mul-

tilingual review classification. By adding these

two conditions, we achieve more robust subjec-

tivity detection. Figure 4 shows an example of

the sentence filtering process. Sentences S Y2 and

S Y4 fulfill all the conditions and thus are extracted.

Sentences S Y1 and S Y3 are excluded. S Y1 violates

condition (1): it has no polarity words. S Y3 vi-

olates condition (3): although S Y3 has a negative

polarity word, S X3 has a positive polarity word.

In this example, one can see that the snippet gen-

erated keeps almost all the subjective information

and also that it succeeds in eliminating parts of er-

roneous translations.
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Figure 4: Example of sentence filtering process

4 Evaluation

We conducted experiments for investigating the

effectiveness of applying our sentiment-oriented

sentence filtering method to the multilingual re-

view classification.

4.1 Experimental settings

4.1.1 Multilingual review classification

methods

Review classification methods that enable han-

dling of multilingual data have been proposed. We

adopted those proposed by Banea et al. (2008) and

Wan (2009) in our experiments, since theirs are

well-known and standard methods.

Banea’s method (2008) has two classification

models that are dependent on the running position

of the MT system.

Training data Translation Model (TrTM) This

model is actually shown in Figure 2. A text

classifier is learned using a dataset described

in the target language. To do so, before the

text classifier is learned, documents (reviews)

in the training dataset that are described in

the source language are translated into the

same language as those in the test dataset.

We do not need to do anything with the test

dataset.

Test data Translation Model (TeTM) This is a

reverse version of TrTM. A text classifier

is learned using a dataset described in the

source language. In this model, documents

in the test dataset are translated into the same

language as that in the training dataset be-

fore the classification phase is run. We do not

need to do anything with the training dataset.

Wan’s method (2009) combines the above two

models through the multi-viewpoint style co-

training approach proposed by Blum and Mitchell

(1998). Here, the source language and the target

language are considered as each viewpoint. The

sets of features extracted from dataset described

in each language are simultaneously used in the

co-training framework. This method iteratively

runs TrTM and TeTM. For each iteration, two

sets of additional unlabeled review dataset, one

is described in the target language and another is

the same dataset but is translated into the source

language, are applied as input to TrTM/TeTM to

predict their (temporal) class label. Of all pre-

dicted review data, a subset confidently predicted

is added into the original labeled training dataset.

We call this method the Co-training Model in the

remainder of this paper.

The sentence filtering mentioned in the previous

section is a preprocessing stage of multilingual re-

view classification. Therefore, each classification

model (TrTM, TeTM, and Co-training) is able to

run without any modifications. We can directly

use the snippets as elements of the training/test

dataset.

4.1.2 Dataset

Works on sentiment analysis have usually been

carried out in English because there is a large

amount of English linguistic resources available

for sentiment analysis. Thus, in this study we set

English as a source language and Japanese as a

target language.

We collected reviews for use in our experiments

from one of the most popular global e-commerce

sites, Amazon. We accessed Amazon.com

(“http://www.amazon.com/”) for English reviews

and Amazon.co.jp (“http://www.amazon.co.jp/”)

for Japanese reviews.
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Table 1: Number of English/Japanese polarity words

polarity words all positive negative

English 1,392 609 783

Japanese 724 340 384

Table 2: Number of documents/sentences including a polarity word

data type #documents #sentences

English 9,738/10,000 (97%) 51,661/82,310 (63%)

EtoJ 8,283/10,000 (83%) 26,424/82,310 (32%)

Japanese 955/ 1,000 (96%) 3,498/ 7,466 (47%)

JtoE 985/ 1,000 (99%) 5,017/ 7,466 (67%)

First, we prepared a common product list. This

is a list of products that can be purchased through

both Amazon.com and Amazon.co.jp. We used

in this study a list of MP3 audio players, such

as “iPod (Apple)” and “Walkman (Sony)”. Sec-

ond, we retrieved and crawled a set of reviews by

using the above list from Amazon.com and Ama-

zon.co.jp. All crawled reviews hold an up-to-five-

star user rating. We regarded reviews holding four

or five stars as positive reviews and those holding

one or two stars as negative reviews. As a result,

we obtained 1,000 Japanese reviews (500 positive

/ 500 negative reviews), and 10,000 English re-

views (5,000 positive / 5,000 negative reviews).

In our setting, the source language was English.

The volume of English reviews was 10 times that

of Japanese ones. All reviews were original, and

there were no duplicates.

4.1.3 Polarity dictionary

We need to prepare a set of polarity words to run

sentiment-oriented sentence filtering. We used a

polarity dictionary generated as follows.

1) We constructed initial polarity dictionaries

by using the methods by Takamura et al.

(2005b) and Takamura et al. (2005a) 2.

In these methods, the English polarity dic-

tionary is constructed based on WordNet

(1998) information, and the Japanese polarity

dictionary is constructed based on Iwanami

Japanese-language dictionary (1994), respec-

tively. Each method output a set of

2The essential part of the above both papers is the same.
The difference is only that language for the input. In the
(Takamura et al., 2005b) the authors introduced for the En-
glish polarity dictionary, and in the (Takamura et al., 2005a)
introduced for the Japanese polarity dictionary.

word/polarity pairs with a confidence level.

2) We manually corrected words with a high

confidence level, and we eliminated words

with a low confidence level from the initial

dictionary.

Table 1 shows the number of English/Japanese

polarity words in our dictionary.

Table 2 shows the number of docu-

ments/sentences including a polarity word in

the dataset. The abbreviation EtoJ means English

documents were translated to Japanese. The

abbreviation JtoE means translation in the oppo-

site direction. On the document level, excepting

the case of EtoJ (83%, slightly low percentage),

almost all documents (reviews) included at least

one polarity word. This means that the set of

polarity words used in the experiments has wide

coverage.

4.1.4 Other settings

We used as a machine translation system the Ex-

cite automatic translation service3. This site pro-

vides rule-based machine translation between En-

glish and Japanese (both EtoJ and JtoE).

For learning review classifiers, we used a lin-

ear kernel support vector machine (SVM) and the

software package Classias4 for training SVM clas-

sifiers. Unigram-based binary feature vectors were

constructed. As the tokenization process (recog-

nizing word separations) for Japanese reviews, we

used a well-known Japanese NLP programming

software package, MeCab5. All English words in

3http://www.excite.co.jp/world/
4http://www.chokkan.org/software/classias/

index.html.en
5http://mecab.sourceforge.net/
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Figure 5: Effects of sentence extraction

the dataset were lower-cased.

We used ten-fold cross-validation for the evalu-

ation.

4.2 Experimental results

The experimental results are shown in Table 3 (see

also Figure 5). The value in each cell indicates

the classification accuracy. Each column shows

the multilingual review classification method, and

each row shows the sentence extraction method in

the sentence filtering step. PNWords is the sen-

tence extraction method described in Section 3,

i.e., our proposed method. The others are base-

line methods for comparison. WITHOUT means

that the sentence filtering step was skipped at the

training phase of text classifiers; all sentences in

the reviews in the training dataset were used in

the training phase. RANDOM means that snip-

pets were generated by randomly extracting K per-

cent of sentences from the original reviews in the

dataset. We set K=50 in the experiments. Un-

likeWITHOUT and PNWords, RANDOM had es-

sentially randomness. Therefore, we prepared five

sets of snippets by running RANDOM five times

and then measured five accuracy values. The aver-

age accuracy is shown in Table 3.

We also developed a system which was trained

on documents written in Japanese in order to see

what is the accuracy of the system when a MT is

not used. The accuracy of this system is 77.9%.

To investigate the performances of the three

multilingual classification methods, we first ig-

nored the effects of sentence filtering modules and

simply compared the accuracies of the first row,

i.e., the results obtained by WITHOUT. Table 3

Table 3: Effects of sentence extraction

TrTM TeTM Co-training

WITHOUT 73.6 73.7 78.4

RANDOM 73.0 69.0 77.5

PNWords 77.0 78.1 81.7

shows that the accuracy of Co-training is higher

than that of both TrTM and TeTM. Thus, the co-

training model is considered to have an advan-

tage over both TrTM and TeTM. This result cor-

responds with those reported by Wan (2009). We

confirmed that Wan’s co-training method outper-

forms TrTM and TeTM in a multilingual review

classification problem.

Next, we investigated the effectiveness of the

proposed sentence filtering method. In compar-

ing WITHOUT and RANDOM for each multilin-

gual review classification method, when the sen-

tence filtering step with the RANDOM method

was added to the training phase of text classifiers,

the classification accuracy worsened rather than

improved. One can see that extracting sentences

without thought (namely, at random) does not con-

tribute to improvement of the text classification

performance. Last, in comparing WITHOUT and

PNWords, one can see that PNWords outperforms

WITHOUT for all the multilingual review classi-

fication methods and that the combination of Co-

training and PNWords achieves the best perfor-

mance. From the results, we can conclude that our

sentiment-oriented sentence filtering method can

improve multilingual review classification.
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5 Related Works

Several methods of monolingual document-level

sentiment classification have been proposed. In

the early works in this field, such as by Pang et

al. (2002), Mullen and Collier (2004), and Ga-

mon (2004), the interest was in simply applying

machine learning approaches. The latest works in

this field have discussed some specific features for

sentiment analysis. For example, Li et al. (2009)

and Dasgupta and Ng (2010) considered shifting

polarity and ambiguous polarity in documents.

The multilingual setting is also a recent topic.

As described in Section 4, Banea et al. (2008) pro-

posed a simple solution using machine translation.

Wan (2009) extended Banea’s work, and applied

for English/Chinese reviews. Denecke (2008) also

proposed a similar method for English/German re-

views. He used SentiWordNet6, which is an en-

hanced lexical resource for sentiment analysis and

opinion mining.

In the word-level multilingual sentiment classi-

fication area, Mihalcea et al. (2007) proposed two

methods for translating polarity words using bilin-

gual dictionaries and a parallel corpus. Scheible

(2010) proposed a graph-based approach to obtain

translation information of polarity words. He used

English/German dataset.

In the sentence-level multilingual sentiment

classification area, Banea et al. (2010) conducted

experiments with six languages (English, Arabic,

French, German, Romanian and Spanish) , and re-

ported that one can predict sentence-level subjec-

tivity in languages other than English, by leverag-

ing on a manually annotated English dataset, with

71.3% (for Arabic) to 73.66% (for Spanish).

6 Conclusion

We investigated the effectiveness of applying our

sentiment-oriented sentence filtering method to re-

duce the influence of translation errors in multi-

lingual document-level review classification. Our

filtering method can improve the performance of

multilingual review classification. Experimental

results showed that the proposed method achieved

81.7% classification accuracy.

The following issues will need to be addressed

to refine our method.

• In this study, we treated sentence-level lin-

guistic units to reduce the influence of trans-

6http://sentiwordnet.isti.cnr.it/

lation errors. In the future, we will also in-

vestigate performances when extracting fine-

grained linguistic units, such as words and

phrases. For example, Wei and Pal (2010)

attempted to apply structural correspondence

learning (Blitzer et al., 2006; Blitzer et al.,

2007) to find a low dimensional document

representation.

• We applied the proposed method only to En-

glish/Japanese dataset. Additional experi-

ments with other languages should be con-

ducted for further and more sophisticated

data analysis.

• Yang et al. (2009) handled heterogeneous

data in a framework of transfer learning (Pan

and Yang, 2010). The relationship between

our approach and transfer learning would be

interesting to examine.
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Abstract 

 

The present task collects different statistics of 
emotions based on the combinations of general 
variables (intensity, timing and longevity) and 
physiological variables (psycho-physiological 
arousals) from the situational statements of 
the ISEAR (International Survey on Emotion 
Antecedents and Reactions) dataset. The indi-
vidual as well as combinational roles of differ-
ent variables are analyzed. Some interesting 
observations and insights are found with re-
spect to emotions. The statements of similar 
emotions are clustered according to different 
combinations of the variables. Each of the 
statements of a cluster is passed through two 
types of emotion tagging systems, a lexicon 
based baseline system followed by a super-
vised system. Due to the difficulty of incorpo-
rating knowledge regarding physiological va-
riables, the supervised system only considers 
the roles of general variables from textual 
statements. The roles of the general variables 
are played by intensifiers, modifiers and expli-
citly specified temporal and causal discourse 
markers. The evaluation indicates that the su-
pervised system based on general variables 
produces satisfactory results in identifying 
emotions. 

1 Introduction 

There exist several frameworks from various 
fields of academic study, such as cognitive sci-
ence, linguistics and psychology that can inform 
and augment analyses of sentiment, opinion and 
emotion (Read and Caroll, 2010). Emotion is a 
complex psycho-physiological experience of an 
individual's state of mind as interacting with bio-
chemical (internal) and environmental (external) 
influences. In humans, emotion fundamentally 

involves physiological arousal, expressive beha-
viors and conscious experience (Myers, 2004). 
Emotions, of course, are not linguistic ob-
jects/entities. However the most convenient 
access to emotions is through the language 
(Strapparava and Valitutti, 2004). Natural lan-
guage texts not only contain informative con-
tents, but also some attitudinal private informa-
tion including emotions. But, the identification of 
emotions from texts is not an easy task due to its 
restricted access in case of objective observation 
or verification (Quirk et al., 2007). Moreover, 
the same textual content can be presented with 
different emotional slants (Grefenstette et al., 
2004). Ekman (1993), for instance, derived a list 
of six basic emotions from subjects’ facial ex-
pressions which Strapparava and Mihalcea 
(2007) employed as classes in an affect recogni-
tion task. There are several other theories on 
emotion classes. But, the debate is concerned 
with some basic and complex categories, where 
the complex emotions could arise from cultural 
conditioning or association combined with the 
basic emotions.  

In the present task, the corpus is obtained from 
the International Survey of Emotion Antecedents 
and Reactions (ISEAR) dataset (Scherer, 2005). 
The survey was conducted in 1990s across 37 
countries and had almost about 3000 respon-
dents. This dataset contains psychological state-
ments of about 3~4 sentences pre-classified into 
seven categories of emotion (anger, disgust, fear, 
guilt, joy, sadness and shame). The respondents 
were instructed to describe a situation or event in 
which they felt the emotion. Thus, we have clus-
tered the situational statements into their corre-
sponding emotion classes based on three general 
and three physiological variables. The intensity 
(INTS), timing (WHEN) and longevity (LONG) 
of the feeling were considered as general vari-
ables whereas Ergotropic Arousal (ERGO) (e.g., 
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change in breathing, heart beating faster etc.), 
Trophotropic Arousal (TROPHO) (e.g., lump in 
throat, crying etc.) and Felt temperature (TEM-
PER) (e.g., feeling hot, warm, cold/shiver) pro-
posed by Gellhorn (1970) have been considered 
as physiological variables.  

The individual statistics based on general and 
physiological variables show various interesting 
insights of the variables from the perspective of 
emotion (e.g., low intensity for emotion classes 
of shame and guilt and high for joy, fear and 
sadness). The statistics that are acquired based 
on the combinations of different variables also 
elicit some crucial properties for a comparative 
analysis of emotions (e.g., people feel warm and 
lump in throat in case of joyous situation). 
Therefore, the statements containing one or more 
sentences are clustered into the seven emotion 
classes according to different combinations of 
the general and physiological variables.  

The sentences are then passed through the pre-
processing steps followed by the identification of 
emotional words based on the WordNet Affect 
lists (Strapparava and Valitutti, 2004). The word 
level emotion tags are assigned as sentence and 
statement level emotion tags. Multiple emotion 
tags assigned by the system for each of the 
statements are compared against its correspond-
ing single annotated emotion tag. The baseline 
system based on WordNet Affect lists achieves 
the average Precision, Recall and F-Score values 
of 58%, 47.4% and 50.6% respectively on 5120 
sentences with respect to five emotion classes.  

The word as well as phrase level emotion ex-
pressions are identified using Support Vector 
Machine (SVM) based supervised system (Das 
and Bandyopadhyay, 2010). The system achieves 
average Precision, Recall and F-Score values of 
69%, 45.8% and 55.05% respectively. The sen-
tential emotion tags are assigned based on the 
identified emotional expressions and intensity 
clues. Two types of explicit discourse markers 
such as temporal (e.g., ‘when’ ‘while’) and 
causal (e.g., ‘as’, ‘because’) are employed for 
identifying emotions at statement level. It has 
been found that the incorporation of the intensity 
and discourse level clues improves the Precision 
(70.04%), Recall (65.3%) and F-Score (68.03%) 
values respectively. The errors are due to the 
problem in identifying the textual clues in sup-
port of the physiological variables. But, it has 
been observed that the general variables play the 
significant roles in identifying emotions.  

The rest of the paper is organized as follows. 
Section 2 describes the related work. The statis-

tics of emotions based on various general and 
physiological variables are discussed in Section 
3. The baseline and supervised systems for emo-
tion identification are described in Section 4. 
Evaluation results along with error analysis are 
specified in Section 5. Finally Section 6 con-
cludes the paper. 

2 Related Work  

The characterization of the words and phrases 
according to their emotive tones was attempted 
by several researchers (Turney, 2002). Following 
the terminology proposed by (Wiebe et al., 
2005), subjectivity analysis focuses on the auto-
matic identification of private states, such as 
opinions, emotions, sentiments, evaluations, be-
liefs and speculations in natural language. Natu-
ral language domains such as News (Strapparava 
and Mihalcea, 2007) and Blogs (Mishne and 
Rijke, 2006) are also becoming a popular, com-
municative and informative repository of text 
based emotional contents in the Web 2.0 for min-
ing and summarizing opinion at word, sentence 
and document level granularities (Ku et al., 
2006). The model proposed in (Neviarouskaya et 
al., 2007) processes symbolic cues and employs 
NLP techniques to estimate the affects in text. 
Machine learning techniques were used either to 
predict text-based emotions based on the SNoW 
learning architecture (Alm et al., 2005) or to 
identify the mood of the authors during reading 
and writing (Yang et al., 2009).  

The ISEAR corpus was used in (Boldrini et 
al., 2010) for the experiments concerning emo-
tional expressions and fine-grained analysis of 
affect in text. Their aim was to build the subjec-
tivity expression models and they did not explore 
the intensity or physiological variables in case of 
identifying emotions.  

Psychiatric query document retrieval can assist 
individuals to locate query documents relevant to 
their depression-related problems efficiently and 
effectively (Yeh et. al., 2008). A DSM-IV based 
screening tool for Adult psychiatric disorders in 
Indian Rural health Centre has been discussed in 
(Chattopadhyay, 2006). One promising related 
task in the of emotion and psychology literature 
has been proposed in (Yu et al., 2007). The au-
thors use high-level topic information extracted 
from consultation documents that include nega-
tive life events, depressive symptoms and seman-
tic relations between symptoms to identify the 
similarities between the documents correspond-
ing to a query.  

60



3 Analysis of Emotion Variables 

3.1 Roles of the General Variables 

Emotions generally appear in natural language 
texts along with intensity (INTS). Four different 
types of intensity (not very, moderately intense, 
intense and very intense) are annotated in the 
ISEAR dataset. The other two emotion variables 
that are closely associated with intensity are tim-
ing (WHEN) and longevity (LONG) of the emo-
tional feeling. Four different values were as-
signed for the timing (e.g., days ago, weeks ago, 
months ago, years ago) in the dataset. Similarly, 
four values were assigned for the longevity (a 
few minutes, an hour, several hours, a day or 
more). These variables are termed as general va-
riables in our present discussion. 

In case of identifying emotions, the last two 
variables (timing and longevity) in association 
with intensity play the important roles rather than 
their individual appearances. Hence, the state-
ments of the dataset are clustered into seven 
emotion classes based on the intensity variable 
alone and the combined relation of intensity with 
timing and longevity. The frequencies of the 
emotional statements in each of the emotion 
classes based on intensity, the combinations of 
intensity with timing and longevity are shown in 
Figure 1, Figure 2 and Figure 3 respectively. 

 It has been observed that emotions vary along 
with intensity but the variations of the emotion 
classes are not similar from the perspective of 
intensity. From the frequency information as 
shown in Figure 1, it is found that intensity is 
comparatively high in sadness, fear, joy and an-
ger but is low in case of guilt, disgust and shame.  

 

 
 
Figure 1: Frequencies of instances (Emotion 
Statements) in seven emotion classes based on 
Intensity (INTS).   

 
We have mentioned earlier that intensity plays 

a crucial role in association with the timing and 

longevity for identifying different emotional 
slants. The variations of emotions with respect to 
different combinations of intensity and timing are 
shown in Figure 2. The events that have taken 
place usually before a year elicit sadness and 
fear with very high intensity and shame and guilt 
with relatively moderate intensity. In case of very 
intense events, shame increases exponentially 
with respect to time.  

 

 
 
Figure 2: Frequencies of instances (Emotion 
Statements) in seven emotion classes based on 
Intensity (INTS) and Timing (WHEN) [INTS ~ 
WHEN] 

 
On the other hand, the intensity also varies 

with longevity or duration of the emotional feel-
ing. The frequencies of different emotions based 
on the combination of intensity and longevity are 
shown in Figure 3. The emotions that persist 
with very high intensity for several years in com-
parison with other emotions are sadness and joy.  
The moderately intense emotions that persist for 
several months or years are shame and guilt. In 
case of low intensity, guilt emotion persists for 
longer time in comparison with other emotions. 

 

 
 
Figure 3: Frequencies of instances (Emotion 
Statements) in seven emotion classes based on 
Intensity (INTS) and Longevity (LONG) [INTS 
~ LONG] 
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3.2 Roles of the Physiological Variables 

It is observed that not only the intensity but some 
physiological variables also help in identifying 
the emotions. Three  types of symptoms or 
arousals namely, Ergotropic Arousal (ERGO) 
(e.g., change in breathing, heart beating faster, 
muscles tensing/trembling and perspiring/moist 
hands), Trophotropic Arousal (TROPHO) (e.g., 
lump in throat, stomach troubles and crying/ 
sobbing) and felt temperature (TEMPER) (e.g., 
feeling cold/shivering, feeling warm/pleasant, 
feeling hot/cheeks burning) as proposed by Gell-
horn (1970) are mentioned in the ISEAR corpus. 
The symptoms are termed as physiological va-
riables for studying the nature of emotions. The 
frequencies of the emotional statements in each 
of the emotion classes based on the individual 
physiological variables are shown in Figure 4, 
Figure 5 and Figure 6 respectively. Their combi-
nations are shown in Figure 7, Figure 8 and Fig-
ure 9 respectively. 
    It is observed from Figure 4 that, in case of 
fear and anger, the heart beat becomes faster 
and muscles are tensed. But, the perspiring along 
with moist hands are the noticeable symptoms 
that differentiate fear from any other emotions. 
Change in breathing is faster in case of anger, 
joy and shame.  
 

 
 
Figure 4: Frequencies of instances (Emotion 
Statements) in seven emotion classes based on 
Ergotropic Arousal (ERGO) 
 

One crucial fact can be recognized if we 
analyse the impact of Trophotropic variables 
from the perspective of sadness (as shown in 
Figure 5). Stomach troubles and crying/sobbing 
are recognized as the general symptoms for 
sadness. The lump in throat is low for sadness 
but high for joy. Stomach troubles are low for joy 
but persist more or less in all other emotions 
such as anger, disgust, fear, shame and guilt. The 

frequency information also identifies the support 
of crying/sobbing for fear in addition to sadness.  
 

 
 

Figure 5: Frequencies of instances (Emotion 
Statements) in seven emotion classes based on 
Trophotropic Arousal (TROPHO)  
 

The other important physiological variable 
that helps in identifying the nature of emotions is 
felt temperature (as shown in Figure 6). People 
feel warm and pleasant in case joy only. Any 
kind of temperature symptom is observed in joy 
rather than other emotions. The symptom of hot 
feeling and cheeks burning are the distinguisha-
ble symptoms for identifying shame and anger. It 
is also found that people feel cold and even shiv-
er in case of fear and sadness. 
 

 
 
Figure 6: Frequencies of instances (Emotion 
Statements) in seven emotion classes based on 
Felt temperature (TEMPER)  
 

Though the characteristic curves for different 
emotions are equivalent and similar with respect 
to the combination of Ergotropic and Tropho-
tropic variables (as shown in Figure 7), the slight 
distinctions prevail for fear, joy and sadness. The 
heart beating fastens and muscles are tensed 
along with lump in throat in case of fear and 
sadness. Perspiring and lump in throat also hap-
pen in fear emotion.  
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Figure 7: Frequencies of instances (Emotion 
Statements) in seven emotion classes based on 
Ergotropic (ERGO) and Trophotropic (TRO-
PHO) Arousals 
 
   Figure 8 shows the impact of the Ergotropic 
variables along with felt temperature in characte-
rizing different emotions. It is observed that the 
change in breathing and faster heart beating 
with warm feeling is identified as the distin-
guishing features for joy. People generally feel 
hot and experience tensed muscles in case of 
sadness whereas they feel cold and perspire in 
fear. 
    

 
 
Figure 8: Frequencies of instances (Emotion 
Statements) in seven emotion classes based on 
Ergotropic Arousal (ERGO) and Felt tempera-
ture (TEMPER)  
 
    The frequencies based on the combination of 
Trophotropic Arousal and felt temperature for 
identifying emotions are shown in Figure 9. 
Warm feeling and lump in throat are generally 
seen in case of joy whereas hot feeling is ob-
served in case of shame and sadness. Stomach 
troubles and cold feeling are identified as the 
general symptoms for sadness and fear.   
 
 

 
 
Figure 9: Frequencies of instances (Emotion 
Statements) in seven emotion classes based on 
Trophotropic Arousal (TROPHO) and Felt tem-
perature (TEMPER) 

4 Emotion Tagging  

While analyzing the interdependent and interac-
tive roles between emotions and the variables it 
is observed that the identification of the textual 
clues related to the physiological variables is dif-
ficult. On the other hand, the textual hints related 
to emotions (e.g., intensifiers, modifiers etc.) and 
the general variables are also taken into consid-
eration for developing the emotion tagging sys-
tems. Each of the sentences is passed through 
two different systems, a lexicon based baseline 
system followed by machine learning based su-
pervised system. The baseline system aims to 
identify emotions without including any know-
ledge of the textual clues related to the general 
variables whereas the supervised system identi-
fies emotions by incorporating the hints that are 
explicitly present in the text and are related to the 
variables.  

The corpus obtained from the International 
Survey of Emotion Antecedents and Reactions 
(ISEAR) dataset (Scherer, 2005) contains the 
psychological statements of seven different emo-
tions. Thus, we have clustered the statements 
into seven emotion classes based on the combi-
nations of different variables and employed them 
for identifying emotions.  

4.1 Clustering of Emotional Statements 

The emotional statements are clustered based on 
the individual and combinational appearances 
from the perspective of general and physiological 
variables. In our present attempt, only the unary 
and binary combinations of the variables are 
considered for clustering the statements.   

The frequencies or the number of statements 
in each cluster are shown in the figures 1 through 
5. A total of 12 different clusters are identified 
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for six individual variables and their combina-
tions. But, our next motivation is to automatical-
ly recognize the emotions from each of the 
statements of a cluster. Each of the statements 
generally contains 3~4 sentences on an average. 
Therefore, we have passed each of the sentences 
of a cluster for sentence level emotion tagging.  

4.2 Preprocessing  

A set of standard preprocessing techniques is 
carried out, viz., tokenizing, stemming and stop 
word removal for each of the statements of a 
cluster. Tools provided by Rapidminer’s text 
plugin1 were used for these tasks.  

4.3 Lexicon based Baseline Model 

The emotion word lists, WordNet Affect (Strap-
parava and Valitutti, 2004) is available for only 
Ekman’s (1993) six basic emotions (anger, dis-
gust, fear, joy, sadnesss and surprise) in English. 
But, no such wordlist is available for the emo-
tions like shame and guilt. Therefore, in our 
present attempt, we have only focused on the 
Ekman’s five emotions (anger, disgust, fear, joy 
and sadness) that are present in the ISEAR data-
set. The five lists of WordNet Affect are used to 
obtain the affect words that are present in the 
emotional expressions. These affect words in 
turn contribute towards identifying the sentential 
and statement level emotion tags.  
    The algorithm is that, if a word in a statement 
is present in any of the WordNet Affect lists; the 
statement is tagged with the emotion label cor-
responding to that affect list. But, if no word is 
found in any of the five lists, each word of the 
statement is passed through the morphological 
process to identify its root form which is again 
searched in the WordNet Affect lists. If the root 
form is found in any of the five WordNet Affect 
lists, the statement is tagged accordingly. Other-
wise, the statement is tagged as non-emotional or 
neutral. A single statement is tagged with mul-
tiple emotions based on the affect words con-
tained in that statement. But, the evaluation has 
been carried out with respect to the single anno-
tated emotion. The Recall of the system has been 
calculated if at least one of the Ekman’s five 
emotions is assigned by the system and the Pre-
cision has been calculated if any of the system 
assigned emotions matches with the annotated 
emotion. 

                                                 
1 http://rapid-i.com/content/blogcategory/38/69/ 

4.4 SVM based Supervised Model 

The Support Vector Machine (SVM) (Cortes and 
Vapnik, 1995) based supervised framework has 
been used to extract the emotional expressions as 
well as to tag the sentences with emotions. Con-
sidering the approach described in (Das and 
Bandyopadhyay, 2010), the emotion tagging is 
done at statement level. For emotional expres-
sions, the task is to label any of the five emotion 
tags to a single word or a sequence of words in a 
sentence. Other words are tagged as neutral. Fi-
nally, the statement level emotion tagging is car-
ried out based on the emotional expressions 
along with intensity and other discourse level 
clues.  
    The identification of the basic features is 
straightforward. This includes the identification 
of Emotion/Affect Words of WordNet Affect, 
Parts-of-Speech (verb, noun, adjective and ad-
verb) (Das and Bandyopadhyay, 2010). But, it is 
difficult to identify the textual clues in support of 
the physiological variables. Thus, the intensity 
feature along with temporal and causal discourse 
markers is employed in the supervised system to 
compensate the roles of the general variables.   
    Intensity Clues: The Intensity clues are the 
Intensifiers that are identified by the Stanford 
dependency relations amod() (adjectival modifi-
er), advmod() (adverbial modifier), JJ (adjective) 
and RB (adverb). If the intensifier is found in the 
SentiWordNet (Baccianella et al., 2010), then the 
positive and negative scores of the intensifier are 
retrieved from the SentiWordNet (Baccianella et 
al., 2010). The intensifier is classified as either 
positive (pos) (INTFpos) or negative (neg) 
(INTFneg) for which the average retrieved score is 
higher.  
    Punctuation Symbols, Capitalized Phrases, 
Conjuncts and Negations are also employed as 
features during the training and the testing. The 
following discourse level features play an impor-
tant role in identifying the emotions at statement 
level. 

Discourse Clues: The present task aims to 
identify only the explicit discourse markers that 
are tagged by conjunctive_() or mark_() type de-
pendency relations of the parsed constituents 
(e.g. as, because, while, whereas). Two types of 
discourse markers are identified, temporal and 
causal. 

Temporal Markers (TM): The explicit tempor-
al markers (when, while, before, after, for a year 
etc.) are identified from the prepositional depen-
dency relations [prep()]. 
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Causal Markers (CM): The lists for causal 
verbs are prepared by processing the XML files 
of English VerbNet (Kipper-Schuler, 2005). If a 
class contains any frame with semantic type as 
Cause, we collect the member verbs from that 
XML class file. The list contains a total of 250 
causal verbs (e.g., cause, happen, occur etc.). 

Different unigram and bi-gram context fea-
tures (word, POS tag, Intensifier, negation) and 
their combinations were generated from the 
training corpus. We have included some strate-
gies and features as considered in (Das and Ban-
dyopadhyay, 2010) to improve the performance 
of the supervised system. The strategies and fea-
tures include the application of Information Gain 
Based Pruning (IGBP), Admissible Tag Se-
quence (ATS), Class Splitting technique and 
Emotional Composition features.  

5 Evaluation 

The ISEAR dataset contains the emotional 
statements that in turn contain the emotional sen-
tences. Thus, all the sentential emotion tags are 
considered as the potential candidates for their 
corresponding emotional statement. The standard 
metrics, Precision (Prec.), Recall (Rec.) and F-
Score (FS) have been considered for evaluation 
of the statement level emotion tagging.  

The evaluation of the baseline model is 
straightforward. The baseline system assigns 
each of the statements with multiple emotion 
tags. Therefore, an error analysis has been con-
ducted with the help of confusion matrix as 
shown in Table 1. A close investigation of the 
evaluation results suggests that the errors are 
mostly due to the uneven distribution between 
joy and other emotion tags.  The crucial feature 
of the lexicon based baseline system is that it 
achieves an average 50.6% F-Score with respect 
to the five emotion classes. But, the system suf-
fers due to the coverage of some affect lists (e.g., 
disgust, anger).  

 
Class anger    disgust    fear     joy    sadness  
anger      
disgust     
fear    
joy 
sadness 

246            5          16       133      65  
  35        229          21       141      55  
  23           25       315       124    101 
    8             3            6      422      18 
  14             8          10      213    212 

 
Table 1. Confusion matrix for Baseline Model 

for five emotion classes 
 

    The supervised system assigns a single emo-
tion tag to each statement. Thus, the similarity 
measures are considered for evaluating the 
statements contained in each of the clusters. The 
results with respect to five emotion classes for 
the baseline and supervised systems are shown in 
Table 2. It has been observed that supervised 
system outperforms the baseline system signifi-
cantly.  
 
Emotion 
Class 

      Baseline Supervised 
Prec.   Rec.   FS Prec.   Rec.   FS 

anger      
disgust     
fear    
 joy 
sadness 

.52      .45      .48 

.47      .46      .46 

.53      .57      .55 

.92      .44      .59 

.46      .45      .45 

.65        .52     .59 

.60        .55     .57 

.71        .80     .76 

.94        .62     .74 

.55        .60     .57 
 
Table 2. Precision (Prec.), Recall (Rec.) and F-

score (FS) of the Baseline and Supervised Mod-
els for five emotion classes 

 
Therefore, the supervised system has been 

employed to identify the emotions from the emo-
tional statements of the clusters. The results are 
shown in Table 3 for each of the clusters that are 
either based on an individual variable or the 
combinations of variables.   

 
Cluster 
(#5120 sentences each) 

Supervised 
Prec.    Rec.     FS 

INTS  
INTS ~ WHEN 
INTS ~ LONG 
ERGO 
TROPHO 
TEMPER 
ERGO ~ TRPHO 
ERGO ~ TEMPER 
TROPHO ~ TEMPER 

0.87     0.75     0.81 
0.76     0.63     0.70 
0.72     0.69     0.71 
0.67     0.62     0.64 
0.65     0.58     0.61 
0.68     0.55     0.60 
0.64     0.65     0.64 
0.59     0.53     0.56 
0.61     0.57     0.59 

 
Table 3. Average Precision (Prec.), Recall 

(Rec.) and F-Score (FS) of the Supervised Model 
with respect to five emotion classes for different 
clusters  

 
It is found that the incorporation of intensity 

and discourse level textual clues into the super-
vised system improves the performance in identi-
fying the potential emotion tags. But, like gener-
al intensity, the clues for the physiological va-
riables (e.g., Temperature, Arousals) do not ap-
pear explicitly in text. A close investigation eli-
cits the fact that the absence of textual hints re-
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lated to general variables fails to capture the 
emotions from the statements that contain high 
values of physiological variables. But, it can be 
concluded that, in absence of the physiological 
variables, the supervised system identifies the 
emotions by only capturing the textual clues re-
lated to general variables. 

6  Conclusion 

The work reported in the paper has presented 
different frequency statistics and observations 
with respect to emotions that are based on the 
three general variables such as intensity, timing 
and longevity as well as three physiological 
arousals. The present work also describes two 
different frameworks for emotion tagging, a lexi-
con based baseline model followed by a SVM 
based supervised model. The incorporation of 
intensity and discourse level temporal and causal 
textual clues yields higher performance than the 
baseline system using single words alone. Future 
work will focus on devising a method for simi-
larity pattern acquisition from the statements of 
each emotion cluster. The similarity measures 
will thus help to recognize other implicit symp-
toms of emotions from textual contents.  
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Abstract 

Online communication is one of the key value 
propositions of mobile devices. While a varie-
ty of instant messaging clients offer users the 
ability to communicate with other users in re-
al-time, the user experience remains dominat-
ed by a basic exchange of textual content. 
When compared to face-to-face communica-
tion, this experience is significantly poorer. In 
our proposed solution, we seek to enhance the 
chat experience by using an intelligent adap-
tive user interface that exploits semantics and 
sentics, that is the cognitive and affective in-
formation, associated with the ongoing com-
munication. In particular, our approach lever-
ages sentiment analysis techniques to process 
communication content and context and, 
hence, enable the interface to be adaptive in 
order to offer users a richer and more immer-
sive chat experience. 

1 Introduction 

Online communication is an extremely popular 
form of social interaction. Unlike face-to-face 
communication, online instant messaging (IM) 
tools are extremely limited in conveying emo-
tions or the context associated with a communi-
cation. Users have adapted to this environment 
by inventing their own vocabulary, e.g., by put-
ting actions within asterisks (‘I just came from a 
shower *shivering*’), by using emoticons (), 
by addressing a particular user in a group com-
munication (@Ravi).  
Such evolving workarounds clearly indicate a 
latent need for a richer, more immersive user 
experience in social communication. We address 
this problem by exploiting the semantics and 
sentics, that is the cognitive and affective infor-

mation, associated with the ongoing communica-
tion to develop an adaptive user interface (UI) 
capable to change according to content and con-
text of the online chat. 

2 Related Work  

Popular approaches to enhance and personalize 
computer mediated communication (CMC) in-
clude emoticons, skins, avatars, customizable 
status messages, etc. However, all these ap-
proaches require explicit user configuration or 
action: the user needs to select the emoticon, sta-
tus-message or avatar, which best represents her. 
Furthermore, most of these enhancements are 
static – once selected by the user, they do not 
adapt themselves automatically. There is some 
related work on automatically updating the status 
of the user by analyzing various sensor data 
available on mobile devices (Milewski and 
Smith, 2000). However, most of these personali-
zation approaches are static and do not automati-
cally adapt.  
Our approach is unique in that it is: intelligent, as 
it analyzes content and does not require explicit 
user configuration; adaptive, as the UI changes 
according to communication content and context; 
inclusive, as the emotions of one or more partici-
pants in the chat session are analyzed to let the 
UI adapt dynamically. 
The underlying technique in our approach is 
based on sentiment analysis of natural language 
text. Text analysis for understanding the underly-
ing semantics is a large and well-established 
field of work (Fellbaum, 1998). Sentiment analy-
sis is also an active research field and has been 
applied previously for a variety of applications 
including customer reviews (Hu and Liu, 2004) 
and news content (Subasic and Huettner, 2001). 
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Uniquely, our approach applies sentiment analy-
sis techniques to social communication in order 
to create an adaptive UI. Our module architecture 
can be deployed either on the cloud (if the client 
has low processing capabilities) or on the client 
(if privacy is a concern). Another advantage of 
our solution is that, even when the interface is 
used by only one participant in the communica-
tion session, it enhances the experience of that 
user. 

3 The Weather Metaphor 

Most IM clients offer a very basic UI for text 
communication. In this work we focus on ex-
tracting the semantics and sentics embedded in 
the text of the chat session to provide a UI, 
which adapts itself to the mood of the communi-
cation. For our prototype applicationwe worked 
with the weather metaphor, as it is scalable and 
has previously been used effectively to reflect 
the subject’s mood (Chang, 2009) or content’s 
‘flavor’ (Pampalk et al., 2002).  
In our UI, if the detected mood of the conversa-
tion is ‘happy’, the UI will reflect a clear sunny 
day. Similarly a gloomy weather reflects a mel-
ancholy tone in the conversation. Of course, this 
is a subjective metaphor – one that we think 
scales well with conversation analysis. We can 
think of other scalable metaphors that are rele-
vant, e.g., colors (Havasi et al., 2010).  
Our adaptive UI primarily consists of three fea-
tures: the stage, the actors and the story. For any 
mapping these elements pay a crucial role in 
conveying the feel and richness of the conversa-
tion mood, e.g., in the ‘happy’ conversation the 
weather ‘clear sunny day’ will be the stage, the 
actors will be lush green valley, the rainbow and 
the cloud which may appear or disappear as per 
the current conversation tone of the story. The 
idea is similar to a visual narrative of the mood 
the conversation is in; as the conversation goes 
on the actors may come in or go off as per the 
tone of the thread.  
 

 
    “Figure 1. Happy and Sad adaptive UI” 

 
“Figure 2. Cry and Anger adaptive UI” 

 
By analyzing the semantics and sentics associat-
ed with communication content (data) and con-
text (metadata), the UI may adapt to include im-
ages of landmarks from remote-user’s location 
(e.g., Times Square), images about concepts in 
the conversation (pets, education, etc.) or time of 
day of remote user (e.g., sunrise or dusk).  

4 Social Communication Analysis  

For the extraction of semantics and sentics, we 
leverage sentic computing (Cambria et al., 
2010a), a multi-disciplinary approach to opinion 
mining and sentiment analysis that exploits both 
computer and social sciences to better recognize, 
interpret and process emotions over the Web. In 
sentic computing, the analysis of natural lan-
guage is based on common sense reasoning tools 
and domain-specific ontologies.  
Unlike statistical classification, which generally 
requires large inputs and thus cannot appraise 
texts with satisfactory granularity, sentic compu-
ting enables the analysis of documents not only 
at page- or paragraph-level but also at sentence 
and clause-level. 
In particular, we exploit the following four mod-
ules (re-adapted for real-time analysis): a natural 
language processing (NLP) module, which per-
forms a first skim of chat text, a Semantic Parser, 
whose aim is to extract concepts from the lem-
matized text, the ConceptNet module, for the 
inference of semantics, and the AffectiveSpace 
module, for the extraction of sentics. 

4.1 Preprocessing Modules 

The NLP module parses the textual metadata 
associated with media to output lemmatized text. 
It recognizes and interprets the affective valence 
indicators usually contained in text such as spe-
cial punctuation (e.g., ‘!!!!’), complete upper-
case words (‘I DID NOT SAY THAT’), excla-
mations (‘as if!’), degree adverbs, emoticons () 
etc. This makes the NLP module suitable for 
short emotive texts used in chat. 
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The Semantic Parser extracts concepts from the 
lemmatized text and deconstructs it into concepts 
using a lexicon based on n-grams. The lexicon 
we use is ConceptNet (Havasi et al., 2007), a 
semantic graph built from a corpus of common 
sense knowledge collected and rated by volun-
teers on the Web. The nodes of this graph are 
‘concepts’ and its labeled edges are assertions of 
common sense that connect two concepts. There-
fore, ConceptNet expresses assertions as rela-
tions between concepts, selected from a limited 
set of relations such as IsA, UsedFor and HasA. 

4.2 Extracting Semantics  

ConceptNet is an extremely large lexicon with 
several thousand concepts. In order to adapt our 
messaging UI on concept-based themes, we need 
to cluster the social communication around some 
core concepts. First, we find a set of ‘core con-
cepts’ for some a-priori categories extracted from 
Picasa’s popular tags. These categories are meant 
to cover common topics found in personal com-
munication, e.g., friends, travel, wedding, holi-
day, movies etc.  
We assume that these are the set of concepts we 
are likely to find in online communication, i.e., 
we use social media as representative of social 
communication in terms of the concepts they 
entail. To find these core concepts, we use a 
technique called CF-IOF (Cambria et al., 2010b) 
(similar to TF-IDF). Using the popular tags in 
Picasa as common social categories, CF-IOF is 
used to find a set of concepts from ConceptNet 
which are most related to these categories.  
We define nij := number of occurrences of con-
cept-i (ci) in the comments, description, tags etc. 
of j-tagged photos and |M| := total number of 
photos divided by the number of photos contain-
ing the concept-i (ci). Then, 

!" − !"# ! =
!!"
!!"!!

!"#
|!|

|{!: !!!  !}|
 

 

 
“Figure 3. A subnet from ConceptNet” 

Second, we expand this set of ‘core concepts’ 
with semantically related concepts using an ap-
proach called spectral association (Havasi et al., 
2010), similar to spreading activation. In this 
technique, we represent the ConceptNet as a 
square symmetric concept-concept matrix with 
each entry in the matrix containing the weight of 
the assertion in ConceptNet. The normalized 
form of this matrix, C, when applied to a vector 
containing a single concept (derived from the 
text content of an online chat session), spreads 
that concept’s value to other concepts connected 
to this concept in the ConceptNet.  
Applying C2 spreads the concept’s value to 
neighboring concepts two hops away and so on. 
To spread the activation with diminishing num-
ber of links, we use the operator: 

1 + ! +
!!

2!
+
!!

3!
+⋯ =   !! = !!!!! 

The right hand equation holds true because C is a 
symmetric square matrix and can therefore be 
decomposed as VAVT where V is an orthogonal 
real matrix of the eigenvectors of C and A is a 
diagonal matrix of its eigenvalues (spectral de-
composition). Raising this decomposed form, to 
any power cancels everything but the power of 
A. This approach is especially suitable for sparse 
matrices like our matrix C, derived from Con-
ceptNet since we can easily truncate the decom-
position by considering only the top-k eigenvec-
tors and thus save space while generalizing from 
similar concepts.  
The role of the ConceptNet module is to map the 
concepts extracted by the Semantic Parser to this 
‘expanded core set’ of concepts. By focusing the 
conversation around a limited set of concepts, we 
aim to provide a manageable yet powerful set of 
UIs to adapt according to the conversation. 

4.3 Extracting Sentics  

The aim of the AffectiveSpace module is to de-
rive the affective valence of the concepts output 
by the ConceptNet module. To achieve this, the 
AffectiveSpace module projects the retrieved 
concepts into a multi-dimensional vector space 
(Cambria et al., 2009).  
Since ConceptNet does not have any information 
regarding the affective information related to 
these concepts, we use WordNet-Affect (Valitutti 
and Strapparava, 2004), a linguistic resource for 
the lexical representation of affective knowledge. 
We combine the ConceptNet and WordNet-
Affect matrices linearly into a single large ma-
trix. In this matrix, the rows are concepts (from 
ConceptNet, e.g., dog) and columns are either 
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common-sense assertion relations (from Con-
ceptNet, e.g., isA-pet) or affective features (from 
WordNet-Affect, e.g., hasEmotion-joy). We then 
apply truncated singular value decomposition 
(TSVD) (Wall et. al. 2003) on this large matrix.  
The resulting matrix has the form Ak = Uk Sk Vk

T 
and is a low-rank approximation of A, the origi-
nal data. This approximation is based on mini-
mizing the Frobenius norm of the difference be-
tween A and Ak under the constraint rank(A) = k. 
Thus, Ak is the best approximation of A in the 
Frobenius norm sense when σi = si (i = 1, 2…. k) 
and the corresponding singular vectors are the 
same as those of A. If we choose to discard all 
but the first-k principal components, common 
sense concepts and emotions are represented by 
vectors of k coordinates: these coordinates can 
be seen as describing concepts in terms of 
eigenmoods that form the axes of Affec-
tiveSpace, that is, the basis e0,...,ek-1 of the vector 
space. By selecting the top-k eigenvalues, we are 
in effect, clustering the concepts.  
The clustering of this multi-dimensional space, 
with respect to emotion-categories can therefore 
help us derive sentics in the chat text. In particu-
lar, we use the Hourglass of Emotions (Cambria 
et al., 2010c) to infer the affective valence of the 
retrieved concepts according to the relative posi-
tion they occupy in the multi-dimensional vector 
space.  
In the hourglass model, emotions are classified 
into four concomitant but independent dimen-
sions in order to understand the Pleasantness, 
Attention, Sensitivity and Aptitude. Each of the-
se dimensions is characterized by six levels of 
activation, called sentic levels, which determine 
the intensity of the expressed/perceived emotion 
as a float between [-3, 3]. Thus, we specify the 
affective information as a four dimensional sen-
tic vector, that can potentially express any human 
emotion in terms of Pleasantness, Attention, Sen-
sitivity and Aptitude. 

 

  
“Figure 4. A sketch of AffectiveSpace” 

 
“Figure 5. The Hourglass of Emotions” 

 
Thus, by exploiting the information sharing 
property of TSVD, concepts with the same affec-
tive valence are likely to have similar features, 
that is, concepts conveying the same emotion 
tend to fall near each other in AffectiveSpace, 
e.g., we can find concepts such as ‘beautiful 
day’, ‘birthday party’, ‘laugh’ and ‘make person 
happy’ very close in direction in the vector 
space, while concepts like ‘sick’, ‘feel guilty’, 
‘be laid off’ and ‘shed tear’ are found in a com-
pletely different direction (nearly opposite with 
respect to the center of the space). 

5 Discussion and Future Work 

Popular approaches to enhance CMC include 
emoticons, skins, avatars, customizable status 
messages, etc. Sharing photos or combining vid-
eo streams with text is also supported in popular 
IM clients. However, our approach of adaptive 
UI for chat is a novel concept. Text analysis for 
understanding the underlying semantics is a large 
and well-established field of work as well as sen-
timent analysis is an active research field.  
Uniquely, our approach applies sentic computing 
techniques to social communication in order to 
create an adaptive UI. Our module architecture 
can be deployed either on the cloud (if the client 
has low processing capabilities) or on the client 
(if privacy is a concern). In the next future, we 
also plan to explore other metaphors of adaptive 
UIs, both sentic and semantic based. 

71



Acknowledgments 
We would like to thank Vimal Sharma for his 
guidance on the design of the user interface. 
 

References  
Allen Milewski and Thomas Smith. 2000. Providing 

Presence Cues to Telephone Users. In Proceedings 
of the 2000 ACM Conference on Computer Sup-
ported Cooperative Work. 

Christiane Fellbaum. 1998, WordNet: An Electronic 
Lexical Database, The MIT Press ISBN-13: 978-
0262061971. 

Minqing Hu and Bing Liu. 2004. Mining and Summa-
rizing Customer Reviews. In Proceedings of the 
tenth ACM SIGKDD. 

Pero Subasic and Alison Huettner. 2001 Affect Anal-
ysis of Text Using Fuzzy Semantic Typing. IEEE 
Transactions on Fuzzy Systems, volume 9, issue 4, 
pages 483-496. 

Hsia Chang. 2009. Emotion Barometer of Reading: 
User Interface Design of a Social Cataloging Web-
site. In Proceedings of the 27th International Con-
ference Extended Abstracts on Human Factors in 
Computing Systems. 

Elias Pampalk, Andreas Rauber, and Dieter Merkl. 
2002. Content-based Organization and Visualiza-
tion of Music Archives. In Proceedings of the tenth 
ACM International Conference on Multimedia. 

Catherine Havasi, Robert Speer, and Justin Holmgren. 
2007. Automated Color Selection Using Semantic 
Knowledge. In Commonsense Knowledge: Papers 
from the AAAI Fall Symposium. 

Erik Cambria, Amir Hussain, Catherine Havasi, and 
Chris Eckl. 2010a. Sentic Computing: Exploitation 
of Common Sense for the Development of Emo-
tion-Sensitive Systems. volume 5967 of Lecture 
Notes in Computer Science, pages 148–156. 
Springer, Berlin Heidelberg. 

Catherine Havasi, Robert Speer, and Jason Alonso. 
2007. ConceptNet 3: a Flexible, Multilingual Se- 
mantic Network for Common Sense Knowledge. In 
Proceedings of RANLP. 

Erik Cambria, Amir Hussain, Tariq Durrani, Cathe-
rine Havasi, Chris Eckl, and James Munro. 2010b. 
Sentic Computing for Patient Centered Applica-
tions. In IEEE ICSP10. 

Erik Cambria, Amir Hussain, Catherine Havasi, and 
Chris Eckl. 2009. AffectiveSpace: Blending Com-
mon Sense and Affective Knowledge to Perform 
Emotive Reasoning. In WOMSA at CAEPIA. 

Alessandro Valitutti and Carlo Strapparava. 2004. 
WordNet-Affect: An Affective Extension of 
WordNet. In Proceedings of the 4th International 
Conference on Language Resources and Evalua-
tion. 

Michael Wall, Andreas Rechtsteiner, and Luis Rocha. 
2003. Singular Value Decomposition and Principal 
Component Analysis. In Berrar, D. et al. (eds.) A 
Practical Approach to Microarray Data Analysis. 
pages 91-109. Kluwer, Norwell. 

Erik Cambria, Amir Hussain, Catherine Havasi, and 
Chris Eckl. 2010c. SenticSpace: Visualizing Opin- 
ions and Sentiments in a Multi-Dimensional Vec- 
tor Space. volume 6279 of Lecture Notes in Com- 
puter Science, pages 385–393. Springer, Berlin 
Heidelberg. 

72



Proceedings of the Workshop on Sentiment Analysis where AI meets Psychology (SAAIP), IJCNLP 2011, pages 73–79,
Chiang Mai, Thailand, November 13, 2011.

 

 

User Profile Construction in the TWIN  
 Personality-based Recommender System 

 
 

Alexandra Roshchina 
Social Media Research Group, 

ITT Dublin / Ireland  
sasharo@itnet.ie 

John Cardiff 
Social Media Research Group, 

ITT Dublin / Ireland 
John.Cardiff@ittdublin.ie 

  
Paolo Rosso 

NLE Lab-ELiRF, Universidad Politécnica 
de Valencia / Spain 

prosso@dsic.upv.es         

 
 
 

Abstract 

The information overload experienced by peo-
ple who use online services and read user-
generated content (e.g. product reviews and 
ratings) to make their decisions has led to the 
development of the so-called recommender 
systems. We address the problem of the large 
increase in the user-generated reviews, which 
are added to each day and consequently make 
it difficult for the user to obtain a clear picture 
of the quality of the facility in which they are 
interested.  

In this paper, we describe the TWIN (“Tell 
me What I Need”) personality-based recom-
mender system, the aim of which is to select 
for the user reviews which have been written 
by like-minded individuals. We focus in par-
ticular on the task of User Profile construction. 
We apply the system in the travelling domain, 
to suggest hotels from the TripAdvisor1 site by 
filtering out reviews produced by people with 
similar, or like-minded views, to those of the 
user. In order to establish the similarity be-
tween people we construct a user profile by 
modelling the user’s personality (according to 
the Big Five model) based on linguistic cues 
collected from the user-generated text. 

1 Introduction 

With the transformation of the Web from a static 
data source into an interactive environment that 
allows users to actively communicate with each 
other and produce shared content, the amount of 

                                                 
1 http://www.tripadvisor.com 

the information available online has grown tre-
mendously. As a result the task of automatic data 
analysis has emerged to help people make better 
choices of the ever increasing number of prod-
ucts and services. In situations where the number 
of alternatives is very large, people tend to rely 
on the opinions of experts. Regarding the Web, 
so-called “recommender systems” (Ricci et al., 
2010) have been constructed to serve this expert 
function following the user-oriented approach in 
the online world. There are many existing rec-
ommenders on the Internet nowadays serving 
different purposes such as recommending films 
(Movies2Go 2 ), music and TV programs 
(Last.fm3), etc. 

One of the domains in which the necessity of 
making a good choice is very important is travel-
ling. People are faced with a high degree of un-
certainty when choosing a place (hotel, restau-
rant) they have never been to, consequently they 
must rely on other travellers’ reviews which sites 
such as TripAdvisor provide. However, when the 
number of such reviews becomes large, it is crit-
ical to provide a filtration system, whereby the 
reviews most likely to be valued by the reader 
are highlighted. In Viney (2008), it has been 
shown that people normally do not go further 
than the second or third page in search results. 

In this paper, we propose the “Tell me What I 
Need” (TWIN) recommender system, the goal of 
which is to select reviews written by people with 
like-minded views to those of the reader to get 

                                                 
2 http://www.movies2go.net 
3 http://www.last.fm 

73



 

 

the list of hotels that could be of interest for him. 
A critical component of this task is to accurately 
construct the profile of the user. Traditionally, 
this has been constructed from the person’s pref-
erences or their explicit or implicit ratings (Ricci 
et al., 2010), however in our case we follow the 
emerging approach of personality-based user 
profile construction (Nunes, 2008) from linguis-
tic cues retrieved from the text of the user re-
views (Mairesse et al., 2007). 

The paper is organized as follows. In Section 2 
we provide an overview of online recommender 
systems and proceed to discuss the modelling of 
personality with the emphasis on the identifica-
tion of a writer’s personality from the text they 
write. We give an overview of the importance of 
the social sites in the online travelling domain. In 
Section 3 we present the prototype of the TWIN 
recommender system. In Section 4 we discuss 
the preliminary work on the evaluation of the 
TWIN system in regard to the User Profile con-
struction. Finally, the conclusions are presented 
in Section 5. 

2 Background 

2.1 Recommender systems 

The function of a recommender system is to as-
sist a person to make the right decision about 
choosing a particular product or service, from the 
vast number that is available. This functionality 
is beneficial not only for customers but also for 
business providing the product or service, as pos-
itive recommendations will increase the volume 
of sales. Some of these systems are being built 
for commercial reasons (to sell more diverse 
goods, etc.), while others are purely for research 
needs (to improve recommendation algorithms, 
study users’ needs more precisely, etc.) (Ricci et 
al., 2010). 

Types of recommender systems 

The main two types of recommender systems are 
content-based and collaborative filtering (Mar-
manis and Babenko, 2009). Content-based sys-
tems rely on the attributes of items and require 
users to provide their initial preferences in order 
to recommend items which match those prefer-
ences. One of the main advantages of this type of 
recommender system is that a user’s unique taste 
is not smoothed by the preferences of others 
(Nageswara and Talwar, 2008) and people with 
extreme likes will still receive appropriate rec-
ommendations. 

Collaborative filtering algorithms are the 
most popular nowadays (Ricci et al., 2010). They 
use various similarity measures to estimate the 
distance between items (item-item approach) or 
between people (user-based neighborhood con-
struction methods). The widely used similarity 
measures are: cosine similarity (each item’s at-
tributes are seen as a multidimensional vector 
and to assess the similarity between two such 
vectors the cosine of the angle between them is 
considered). The Pearson correlation similarity 
is based on the correlation between two items, 
and probability-based similarity, where if the 
user purchased one item after another then the 
probability of the similarity of those items in-
creases. 

Other types of recommender systems which 
include demographic recommender systems 
(based on the age, country or language of the 
user), knowledge-based recommenders (special-
ize in recommending data from a particular do-
main of knowledge through estimating person’s 
needs in that field), community-based (recom-
mendations are based on the items that are favor-
able for user’s friends) and hybrid recommender 
systems (utilize a combination of the above men-
tioned approaches) (Ricci et al., 2010). 

2.2 Personality traits 

One of the most the widely addressed philosoph-
ical questions (having its roots in works of Aris-
totle) has been the variance of personality traits 
between people, and how this variance influ-
ences people’s behavior. The appearance of the 
scientific trait theory has become possible at the 
beginning of the 20th century through systematic 
data collection and the development of statistical 
methods like data correlation techniques and fac-
tor analysis (Matthews et al., 2009). A number of 
statistical approaches are used to find correla-
tions between various traits and then factor anal-
ysis techniques are subsequently applied to group 
positively correlated traits into larger groups. 
Each dimension consists of a number of traits 
that are related to each other and thus if the per-
son has one of the traits in a particular dimension 
he is likely to have other traits from the same 
group. 

Big Five model 

The Big Five personality trait classification is 
one of the most widely used and recognized 
models (Matthews et al., 2009) utilized for the 
research as well as for the staff recruitment pur-
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poses. It consists of the five major trait catego-
ries: Extraversion (the desire of active and ener-
getic participation in the world around), Agreea-
bleness (the tendency to eagerly cooperate with 
others and generally be more helpful and gener-
ous), Conscientiousness (the ability to control the 
impulses and to hold to the long-term plans as 
well as being able to foresee the consequences of 
one’s behavior), Neuroticism (which is positively 
correlated with the susceptibility to experiencing 
negative feelings such as anxiety, anger and de-
pression) and Openness to experience (the ten-
dency of the person to be sensitive to new ideas, 
non-conventional thinking and to being intellec-
tually curious).  

2.3 Personality from the text 

Research has shown that there is a correlation 
between the “The Big Five” dimensions and lin-
guistic features found in texts. In particular, 
Tausczik and Pennebaker (2009) have discov-
ered that the use of first-person singular pro-
nouns correlates with depression levels while the 
amount of positive emotions words reveals ex-
traversion. Mairesse et al. (2007) has shown that 
emotional stability (as an opposite of neuroti-
cism) is correlated with the amount of swearing 
and anger words used by the person while agree-
ableness is associated with back-channelling 
(personality types were estimated form self-
reports and observers’ reports). Some of the traits 
were studied more thoroughly (for example, ex-
traversion) which could be caused by a higher 
level of representativeness of the particular trait-
related linguistic cues (Mairesse et al., 2007). 

In our research we utilize the Personality Rec-
ognizer which is one of the available tools that 
allow estimating Big Five personality scores 
(Mairesse et al., 2007). 

2.4 Travelling and social media sites 

One of the fast developing online domains is the 
travelling sector. Travellers trying to find a suit-
able accommodation tend to rely on a number of 
factors. In particular their choice depends on the 
hotel awareness (the place is somehow more fa-
miliar to the person, for example as a result of 
advertising) and hotel attitude based on the at-
tributes of the hotel that are pivotal to the person 
(for example location, cleanliness, service, etc.) 
(Vermeulen and Seegers, 2008). Thus the choice 
the traveller makes can become highly influ-
enced by the market games, advertising, popular-
ity of some locations, etc. For this reason many 

people tend to trust more the opinions of other 
travellers when making a decision about a par-
ticular place to go (O’Connor, 2010).  

Research shows that the role of social sites in 
online travelling domain that allows experience 
sharing is significant and a high percent of search 
engine results are links to the social media sites 
belonging to a number of major categories like 
virtual community sites, review sites, personal 
blog sites and social networking tools (Xiang and 
Gretzel, 2010). 

Recently social sites such as TripAdvisor 
have started to emerge to allow their users to 
publish reviews of the places they travelled to. 
TripAdvisor provides the interface to search 
through the travel facilities (hotels, restaurants, 
etc.), check their availability for a specific date 
and read the reviews associated with them. Most 
of the users of TripAdvisor (97%) return to the 
site and utilize its content to plan their next trip 
(O’Connor, 2010). But as the volume of the 
available reviews is growing in size every day, it 
is impractical for users to manually retrieve and 
consider each review. 

In our approach, we propose a recommender 
system based on the hypothesis that users are 
more likely to be interested in the views of others 
who have the same personality traits as them-
selves. Accordingly, in the TWIN System we 
aim to identify key personality characteristics of 
users (both readers and writers) based on their 
writings in order to identify texts written by re-
viewers who are similar to the reader. 

3 The TWIN system 

The proposed personality-based recommender 
system follows a user-based collaborative filter-
ing approach. We make an assumption that the 
“similarity” between people can be established 
by analyzing the context of the words they are 
using. Accordingly, the occurrence of the partic-
ular words in the particular text reflects the per-
sonality of the author. This suggestion leads to 
the possibility of the text-based detection of a 
circle of “twin-minded” authors whose choices 
of particular places to stay (hotels reviewed in 
TripAdvisor, in our case) could be quite similar 
and thus could be recommended to each other. 
This approach provides recommendations that 
rely on the factors independent in many ways 
from the user’s preexisting attitudes in the ho-
tels’ market and also avoids the subjective step 
of specifying explicit preferences. 
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Figure 1. TWIN system architecture 

 

3.1 Architecture 

The diagram in Figure 1 represents the main 
components of the proposed TWIN recommend-
er system described below. 

Reviews Processor 

The Reviews Processor component retrieves the 
textual data from the user (plain text written by 
person) and does the text preprocessing step 
(dealing with special characters, etc.).  

Personality Recognizer 

The Personality Recognizer tool is utilized for 
the estimation of personality scores (ranging 
from 1 to 7). It maps words found in the text to 
LIWC 1  (Linguistic Inquiry and Word Count) 
(Tausczik and Pennebaker, 2009) and MRC 
(Medical Research Council) Psycholinguistic 
database2 (Coltheart, 1981) categories and calcu-
lates the number of words in each one. Then it 
applies the pre-constructed WEKA3 (data analy-
sis tool) (Hall et al., 2009) models of each of the 
Big Five dimensions to calculate the correspond-
ing scores based on the found correlations be-
tween above the mentioned categories and each 
of the traits. There are 4 different models that are 
currently supported by the Personality Recogniz-
er: Linear Regression, M5’ Model Tree, M5’ 
Regression Tree and SVM with Linear Kernel. 
 

                                                 
1 http://www.liwc.net 
2 http://www.psy.uwa.edu.au/mrcdatabase/uwa_mrc.htm 
3 http://www.cs.waikato.ac.nz/ml/weka/ 

Profile creator 

The Profile Creator stores the general infor-
mation about the user (login, age group, etc.) as 
well as personality scores in the user profile that 
follows the GUMO ontology (General User 
Model Ontology) (Heckmann, 2005). This model 
provides a way of extensive description of the 
user and is a part of the framework that realizes 
the concept of ubiquitous user modelling. It in-
cludes demographic information, psychological 
state and a lot of other aspects. It has appropriate 
classes to represent the Big Five model personal-
ity parameters as well as general user data (age, 
gender, etc.). 

Similarity Estimator 

The Similarity Estimator component utilizes the 
Weka clustering model built using the K-Means 
algorithm (Witten and Frank, 2005). During the 
recommendation process the above-mentioned 
model is assigning the person to the appropriate 
cluster based on his profile information. Rec-
ommendations are calculated considering the 
items liked by people in this estimated cluster.  

Results Visualizer 

The Results Visualizer is constructed as a web-
based Flash application to represent the results of 
the recommendation for the user, i.e. the list of 
hotels. 
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4 Evaluation 

This section provides an overview of the work 
undertaken to date on the TWIN system con-
struction. In particular we focus here on the 
structure of the personality-based user profile. 
For the purposes of the experiments we describe, 
a dataset of hotel reviews was constructed, as 
described in the following section. 

4.1 Dataset description 

We built a Java crawler and constructed a dataset 
based on reviews submitted to the TripAdvisor 
website. The dataset consists of hotels reviews 
(texts and numerical ratings of the particular ho-
tel) and the information about their authors 
(username, age group and gender) crawled from 
the TripAdvisor user profiles. For evaluation 
purposes, we have considered only authors who 
have more than 5 reviews. The description of key 
characteristics of the dataset is shown in Table 1. 
 

Dataset parameter Value 
Num of reviews 14 000 
Num of people 1030 
Total amount of words 1.9 million 
Avg num of reviews per person 13.8 
Min reviews per person 5 
Max reviews per person 40 
Num of all words 
Avg num of words per review 

2.9 million 
210.8 

Avg num per sentence 
Min words per sentence 
Max words per sentence 

16.6 
3 

39.7 
 

Table 1. TripAdvisor dataset description 

4.2 User profile 

The common way to store information about 
people and model their identity within the rec-
ommender system is to create User Profiles. The-
se profiles can be knowledge-based (if person’s 
details are acquired through the questionnaire) or 
behavior-based (extracted by means of various 
natural language processing techniques) (Nunes, 
2008). Here we follow the behavior-based ap-
proach, retrieving the profile data implicitly 
through the analysis of the reviews written by the 
particular person. 

To model the personality we store the mean 
score of each of the Big Five parameters calcu-
lated from the text of each of the reviews written 
by the particular person. We selected 15 people 
from our dataset who have contributed more than 
35 reviews. Using the Personality Recognizer 

(with a linear regression algorithm) we have ob-
tained personality scores for each of the texts 
written by each individual. As each score is cal-
culated from the text of the review independently 
we have analyzed them separately. The visual-
ized scores per each of the Big Five dimensions 
are presented in Figures 2 – 6. 

 

 

 
Figure 2. Extraversion scores distribution with 

means per each set of 15 people’s reviews 
 

 

 
Figure 3. Agreeableness scores distribution with 

means per each set of 15 people’s reviews 
 

 

 
Figure 4. Conscientiousness scores distribution 
with means per each set of 15 people’s reviews 
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The ANOVA test (Meloun and Militky, 2011) 
has shown significant differences (p < 0.001) 
between persons in each of the Big Five catego-
ries. Thus it could be concluded that the mean 
scores vary sufficiently from one person to an-
other which enables us to use the mean score as 
the estimation of the personality in each of the 5 
dimensions. 
 

 

 
Figure 5. Neuroticism scores distribution with 

means per each set of 15 people’s reviews 
 

 

 
Figure 6. Openness to experience scores distribu-
tion with mean scores per each set of 15 people’s 

reviews 

It can be seen that openness to experience 
scores have the highest variability in means 
which suggests that this trait may be the easiest 
to detect. This result is in agreement with Mair-
esse et al. (2007) who had found that openness to 
experience is the easiest trait to model. 

5 Conclusion and future work 

In this paper, we have described the architecture 
of the TWIN Personality-based Recommender 
System. A fundamental tenet of our approach is 
that users will value reviews of like-minded peo-
ple more highly. A critical factor in the success 
of our approach is the ability to determine per-

sonality characteristics (i.e. User Profiles) of re-
viewers using only the texts they write. 

In this paper, we have determined that using a 
set of texts written by individuals who have con-
tributed a large number of reviews, it is possible 
to differentiate personality types, and conse-
quently to match a user with reviews written by 
like-minded people. 

In the future work we are going to compare 
the performance of the other 3 algorithms availa-
ble in the Personality Recognizer to choose the 
one that will provide better results. In order to 
evaluate the TWIN system we are planning the 
experiment that involves clustering (K-Means 
algorithm) of reviews in the collected dataset to 
estimate the percentage of rightly grouped ones. 
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Abstract
The repetition of names of persons, places,
ideas and events, is used sometimes for
emphasis. The same is true of the repe-
tition of affect words - repeated preferen-
tially to show negative/positive sentiment.
During an election campaign, this repeti-
tion may have a bearing on the electabil-
ity of politicians and on the reputation of
political parties. News media covering
an election may be involved in endorsing
political parties, attempting to set aspects
of election agenda, and may have gender
bias. Using Rocksteady, an affect anal-
ysis system, we have analyzed samples
of news published nationally and region-
ally by Irish media between 21st Decem-
ber 2010 and 20th Feb. 2011 - in the run
up to the Irish General Election on 25th

February 2011. Our results show that a
diachronic study of the coverage, based
on named-entity dictionary crafted from
electoral lists and with key financial and
economic terms added, supplemented by a
General Inquirer type dictionary of affect,
helped us to distinguish between the win-
ners (two opposition parties that have sub-
sequently formed a coalition government)
from the loser (the incumbent party).

1 Introduction

Literature on sentiment analysis is boldly going
where others will fear to tread: sentiment of large
populations within a community is being extracted
and aggregated by ’review mining, product rep-
utation analysis, multi-document summarization,
and multi-perspective question answering’(Riloff
et al., 2006). The fields covered are wide rang-
ing and include sentiment/opinion extraction from
film reviews (Namenwirth et al., 2002), from let-
ters to the Editors in major newspapers(Asher et

al, 2009), and from politically sensitive documents
in multiple languages (Ahmad, 2011).

There is burgeoning literature on the impact of
sentiment on financial markets(Daly et al., 2009),
where it has been shown that negative sentiment
reflects at one time has an impact on prices in the
markets subsequently(Tetlock, 2007). The extrac-
tion of sentiment in particular and affect in general
is a multi-faceted issue; aspects of affect-bearing
writing is based on the use of metaphors(Ahmad,
2011).

However, evaluation frameworks on the choice
of data, especially who wrote or spoke sentiment
bearing documents, are still evolving(Pang & Lee,
2008). As a result, studies on the impact of the
articulated affect in general, and sentiment in par-
ticular, are limited in the sentiment analysis litera-
ture.

The question of data source is important be-
cause of the multiple sources of bias that can be in-
troduced at the data production stage: particularly
when print/TV/digital news media is changing
rapidly with considerable reliance on social me-
dia and ’active news gathering’ in decline partly
because of commercial pressures(Krause, 2011).

Sentiment can be deliberately generated by
a news publisher who is keen on focussing a
discourse on charismatic personalities or certain
topics that will benefit those supported by the
publisher(Curtice, 1999;Druckman, 2005). It is
equally possible that a news publisher may be pan-
dering to the political, social and economic views
of a community to maximise financial gain from
selling advertisements in their print/offline publi-
cation(Gentzkow, Shapiro, 2010). The affect ar-
ticulated by an opinionated person or organisation
may be rooted in their racial and/or gender bias
-both articulated vividly in the 2008 US Presiden-
tial Elections(Parks et al., 2008). Such bias has
been defined by authors as “a deviation from the
informative media function, which may result in
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a distorting effect on political attitudes and out-
come” (Brandenburg, 2005).

A large political science literature is dedicated
to such influence of the media on electoral out-
comes. One branch focuses on the possible impact
of newspapers endorsing a candidate or a political
party; this practice is common in the USA, the UK
and Canada.

Some scholars have argued that endorsements
have a weak impact on electoral outcomes. In
an influential study Erikson(1976) studied the im-
pact of 223 newspapers that were defined as lo-
cal to a given community voting patterns in 200
northern US counties found that while there was a
substantial change in endorsements patterns, this
did not translate into a significant change in votes
cast. Erikson has argued that the estimated effect
of ’presidential endorsements treatments’ is about
5% or so (Erikson, 1976, pp.215).

Curtice (1999) reports an experience similar to
that of Erikson’s when there was a ’break from ho-
mogenous media treatment’ in the United King-
dom. Curtice looked at 1,976 voters and asked
these voters to name the newspapers out of a sam-
ple of 10 papers they read, The author’s analysis
suggests that the change or otherwise in the voting
intentions of his subjects suggests that whilst ’par-
tisan press does have some influence on the way
in which their readers vote’, it is not clear that the
imbalance between readership of pro-party news-
papers (Conservative vs Labour) ’over any period
of time tends to be small if evident at all’ Curtice,
1999:28).

Contrary to Erikson and Curtis, some recent
studies that account for credibility of the source of
an endorsement, suggest that newspaper endorse-
ments may have a direct effect on voter choice.
Voters are more likely to endorse the candidate
of publication but only where the endorsement is
credible. For example, endorsements for Demo-
cratic candidates from left-leaning newspapers ex-
ert less influence that those from neutral or right-
leaning newspapers(Chiang & Knight, 2011).

In order to account for the various biases of
the various humans and organisations involved in
the supply of data used in sentiment analysis, and
in the subsequent evaluation of such systems, we
draw upon studies in political science, and polit-
ical and media communications, specifically, the
techniques used in the study of general elections
where media affect and sentiment and its impact

on the outcome of the elections, is the focus. We
examine newspaper content for word frequencies
that can generate ’bias’ in coverage of parties, gen-
der and party agendas in the run-up to the Irish
general election 2011. While our study does not
draw a causal relationship between bias and elec-
toral outcome, it clearly demonstrates that senti-
ment analysis must factor in context and bias anal-
ysis in order to support a broad field of impact
studies.

2 Media Bias and Perceptions

In this section we present the various types of bias
which are the focus of empirical investigation in
the literature of political science and political com-
munications. We specifically look at endorsement,
coverage, agenda and gender.

2.1 Types of Bias and Perceptions

Endorsement: There are different levels of politi-
cal description when we attempt to discern the im-
pact of media on the outcomes of elections. First,
a meta-level political description where we might
look at the attitude of publishers towards a politi-
cal party or party leader as articulated directly in
an endorsement during the course of an election
campaign. The most common empirical finding is
that the impact to be minimal except when a ma-
jor change on the political scene also takes place -
especially the vote against a government that has
been in power for a long period.

This is suggested by frequency data on endorse-
ments during the electoral campaigns in the USA
(2004, 2008), the UK (2005, 2010) and Canada
(2006, 2008, 2011). In the USA and the UK, there
was a change in the government after the elections
in 2008 and 2010 respectively; in both cases the
incumbent parties were in power for over 8 years.
The switch over by newspapers supporting the in-
cumbent over to the opposition that goes on to win
the election: In the USA, during the 2008 Demo-
cratic Party was endorsed by 70% of the newspa-
pers and won the same percentage of votes: the
’swing’ in endorsement was 18% and in votes cast
it was 16%. The situation in the UK is similar but
differs in a crucial detail: The endorsements for
the ruling Labour Party dropped by over 40% in
2010 when compared with the 60% endorsements
in the previous elections held in 2005: the drop in
Labour’s vote was 6% and the opposition Conser-
vative gained 4% in the 2010 elections. The Cana-
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dian election cycle shows no discernible effect of
newspaper endorsement over the last 3 elections:
the Conservatives have had an average of 70% en-
dorsement but their share of the vote of the seats
in parliament is still just above 50%. The overall
message of our observations of the elections in the
three countries is that endorsements may have an
impact and this is perhaps more pronounced when
a change in government is imminent (see Table 1
for details).

It appears that newspapers have a greater impact
than TV news broadcast in some cases. This may
be due to a number of reasons and here are some
reasons that have been reported recently: (a) Panel
studies suggest that only 2 in 100 news viewers
pay much attention to the news about presiden-
tial elections and, in any case, news about elec-
tions makes up less than 10% of TV news out-
put(Gentzkow, Shapiro, 2010); but there is some
evidence that political advertising on the TV can
persuade parts of a populace in exceptional cir-
cumstances(Beltrn, 2007). (b) Voters typically fol-
low trusted news sources - so the modality of the
medium, visual or linguistic, may not be an is-
sue(Miller & Krosnick, 2000). (c) Partisan cov-
erage, as in Fox News, has an impact in that
this coverage tends to nudge the voter away from
their original choice of party/candidate; contrarily,
some scholars have suggested that ’opinionated
news is no more likely to contribute to partisan po-
larisation than non-opinionated news’ (Feldman,
2011:pp178). (d) Politicians on the periphery of
the mainstream political systems, depend as much
on TV news and interviews as on coverage in the
newspapers (Bos et al. , 2011). (e) The cover-
age of a candidate is usually positive if the can-
didate discusses issues that relate to his or her
party(Hayes, 2008). (f) Both the committed vot-
ers and the undecided voters can be influenced by
the positive coverage of a party in the media, and
the undecideds are influenced more(Hopmann et
al., 2010).

Gender: In an experimental study, neuro-
psychologists(Chiao, et al., 2008) confirmed that
gender affects how people perceive and evaluate
facial appearance(Keating, 1985) in the context of
an election(Little et al., 2006). Gender bias in the
media can also perversely serve as an advantage
for incumbent female politicians especially in the
US House of Representatives(Milyo & Schosberg,
2000). Female incumbents have been shown to be

of higher average quality than their male counter-
parts and this quality is perhaps underestimated by
male opponents in an election. The higher quality
of the female incumbent, however, may be due to
the ’barriers to entry’ that women face in joining
political institutions. Some early analysis of the
2008 US Presidential election, where race (Presi-
dent Obama’s ethnicity) and gender (Senator Clin-
ton’s female persona), there is good news to be had
in that it appears that US voters are moving away
from their stereotypical images of both women
and people of colour(Miller & Krosnick, 2000).

2.2 Bias in the Irish Context

Returning to the Irish context with which
this study is concerned, Brandenburg(2005) has
looked at the media coverage Irish General Elec-
tion of 2002. He studied three biases in the cover-
age by 4 newspapers and two TV stations namely:
first, coverage of political parties; second, the bias
shown by the coverage of a given party’s actual
or contrived expertise in a policy area; and third,
the judgemental or evaluative tone of the coverage
expressed in terms of positive or negative state-
ments made by a newspaper about individual polit-
ical parties. Brandenburg analysed 220,180 lines
of text and the lines were coded along 12 policy
dimensions and five campaign dimensions. He
also included the location of the text - whether
the text appeared in the editorial columns, on the
front page, as a photo caption or in a cartoon.
Brandenburg’s analysis shows that coverage was
higher for incumbent parties and lower for the op-
position. Coverage was proportional to the elec-
tion results of 2002 and very similar to the cam-
paign poll average of the parties involved. Of the
5 major parties in the election, the agenda of only
three parties (Fianna Fáil, Fine Gael and Labour)
’find a certain degree of reflection in the media
coverage’ (Brandenburg, 2005 pp310). The au-
thor concludes by noting that whilst the Irish pa-
pers were not as openly partisan about a political
party yet the papers were ’prone to various forms
of bias’(Brandenburg, 2005 pp 318). Specifically,
he finds a homogenous anti-politics bias.

Gender bias in the media and its impact on elec-
toral outcome has not been extensively studied in
the Irish context. An initial study demonstrates
that in the 2002 general election, candidate gender
was not a factor affecting voter choice(McElroy
& Marsh, 2010). However, by 2011 gender had
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USA Democrats Republicans Votes Cast (Millions)
Year Endors. Votes Endors. Votes
2004 52%(206) 54% 48%(191) 46% 59.46
2008 70%(497) 70% 30%(213) 30% 69.45

Canada Conservative All Others Seats in Parliament
Endors. Seats Endors. Seats

2006 88% (22) 40.30% 12%( 3) 59.70% 308
2008 62% (21) 46.40% 38%(13) 53.60% 308
2011 82% (28) 53.90% 18%( 6) 46.10% 308

UK Conservative Labour Votes Cast (Millions)
Endors. Popular Votes Endors. Popular Votes

2005 41%( 7) 32% 59%(10) 35% 27.15
2010 71%(12) 36% 18%( 3) 29% 29.36

Table 1: Endorsements and Election outcomes: The proportion of endorsements in US, Canadian and
British Press in the recent elections. The two parties that have governed the UK up until 2010 have less
than 70% of the popular votes but their votes translate into a higher proportion of the seats in the UK
parliament; hence the numbers in the UK columns do not add up-to 100%. The numbers in parentheses
give the actual number of newspapers supporting a party.

become a salient political issue with a discourse
emerging on quotas for women candidates, partic-
ularly by such civil society organisations as 50:50
(50:50 civil society group, ). Most parties in large
constituencies aimed to increase their percentage
of female candidates. We are then concerned with
gender balanced coverage to the extent that it was
a popular discourse during the election campaign.
Specifically, we ask, to what extent was this new
discourse on gender reflected in the frequency by
which women candidates were referenced in the
newspaper medium.

3 Method and Data

Our data for this study is derived from newspaper
content.

We focus on samples of news published nation-
ally and regionally by Irish newspapers between
21st December 2010 and 20th February 2011 -
in the run up of the 2011 Irish General Election
on 21st February 2011. We set out to investigate
the presence of three biases: gender; agenda; and
party coverage. We also run an analysis of gen-
eral affect specifically focused on well-being and
power.

The data was extracted using the news aggrega-
tor LexisNexis which allows access to news media
across Ireland: this data, part of LexisNexis data
deluge, has to be curated(Witt et al., 2009). The
news is organised in a time series and the con-
tent analysed automatically by an affect analysis

system Rocksteady developed at Trinity College,
Dublin, Ireland.

3.1 Data Curation

Criteria A strict search criterion for news data
was implemented whereby only articles from Irish
publications would be selected and must contain
the terms Ireland and Politics, or Ireland and Elec-
tions(s) within the headline or opening paragraph.

Media concentration There are 59 titles that
are published in Ireland including 6 published in
Northern Ireland with total circulation of 1.56 mil-
lion copies. There are 29 publishers in total and
one publisher (Independent Publishing) owns 17
titles with a total audited circulation of 652,000
copies including the highest circulation Irish In-
dependent (138,00 copies). There are 23 publisher
with only one title including the 2nd highest circu-
lation Irish Times (102,000 copies) and the Irish
Examiner (46,000 copies). Sunday newspapers
account for 1/3 of all copies in circulation.

Collection Data was retrieved using the Lexis-
Nexis online repository which allows for searches
for a wide number of sources based on the crite-
ria laid out above. An initial corpus of 3,024 ar-
ticles was created covering the time period of 55
days between 21 Dec 2010 and 20 Feb 2011 with
a total of 41 sources: 11 nationwide, including
the Irish state TV network RTE, and 30 regional
newspapers . LexisNexis provides the ability to
batch download articles into a single file compris-
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ing 500 of the returned news items. Once collected
data may be sanitised and organised in a consistent
manner.

Sanitisation Once data has been collected it is
important that any meta data included within the
text be removed as it would alter the total word
count within the article and provide erroneous re-
sults. When dealing with news data a key issue is
that of reprints; reprints may occur whereby a re-
gional newspaper re-releases the same item from
a national paper or may be due to minor modifica-
tions of corrections of the news item, news items
may also be expanded over the course of the day.
We have developed a system for the identification
and possible deletion of duplicate items within a
news collection.

The Levenshtein distance algorithm provides a
metric of the differences between two texts rep-
resenting the number of alterations required to
change one to the other. While intended for
small strings the method may be scaled to exam-
ine larger texts. We have found there is as much as
35% of the texts may be duplicated leaving a bal-
ance of 65% texts that do not substantially overlap.

3.2 Data Analysis

The Rocksteady system uses a combination of gen-
eral purpose affect dictionaries, like Stone’s Gen-
eral Inquirer Dictionary, and an optional domain
specific dictionary. The Irish general election dic-
tionary contained candidate names as terms with
party affiliation, constituency, party role, qual-
ifications and gender as categories. This re-
sulted in a dictionary with 517 terms and 39 cat-
egories. The names of the candidates, party af-
filiation and constituency where retrieved from
www.electionsireland.org.

For general affect analysis we focussed on eval-
uation (positive/negative), a deference category,
words related to power, and one welfare category,
well-being. (See Table 2):

We have used a frequency count approach and
we have not used special purpose algorithms for
identifying variants of a proper noun or attempted
to resolve pronominal references. Our frequency
count focuses on single and compound words and
a dictionary look-up informs which of the many
categories the words belong to. The categories
include: affect (negative/positive, strong/weak);
domain specific-categories (election vocabulary,
Irish place names that are used as labels for con-

Category Instances
Evaluation Positive (1915) /Negative (2291)

: So-called sentiment words.
Deference Power (1266): words indicating

the influence to affect the poli-
cies of others

Welfare Well-being (486): words de-
scribing the health and safety of
organism:

Table 2: General Inquirer categories used in our
study

stituencies); personal attributes including gender
and official status. The results are then aggregated
over a chosen time period, weekly in our case for
instance .

4 Results

4.1 Coverage: Leaders and Parties

The citations for all leaders shows an increase
between week beginning December 27th 2010
through to the week beginning February 14th

2011, with some notable changes in the trend. The
citations to the leaders (and parties) is partially in-
flated for Micheál Martin and his party. During
the period of study the ruling FF had leadership
election which unseated the party leader (Mr Brian
Cowen) and Mr Martin was elected after a three-
week contest ending on 26th January 2011 - after
which his citations and that of his party declined
and his party lost the elections to the two oppo-
sition leaders (Kenny and Gilmore) (See Figure 1
)

Our analysis of citation parties for the parties
and leaders shows a good correlation with the re-
sults of the 2011 General Election as measured
in terms of the first preference votes. The cita-
tion patterns in our newspaper corpus shows a pro-
gressive better correlation with the first preference
votes (FPV) cast over a 7 week period (see Table
3). The FPV appear to be a good measure of real
public opinion. There are a number of changes
in the correlation between citations to the political
parties, including the citations to the independents
and minor parties, and the FPV. These changes re-
late to the leadership challenge within the party of
the government (Fianna Fáil) and its outcome - re-
ducing the correlation well below 50%. However,
once the ’honeymoon’ period of the new leader is
over three weeks before the election , we see that
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Figure 1: Time variation of the citations of the 5 main political parties and independents in the Irish
General Elections 2011 in our corpus. The fortunes of the respective party leaders show similar trends

Week Starting FPV
vs
Party

FPV
vs
Leader

Comments

27-Dec 40% 54%
03-Jan 50% 82%
10-Jan 13% -1% FF lead-

ership
challenge

17-Jan 2% 3%
24-Jan 18% 39% Election on

26/01/2011;
New FF
leader

31-Jan 56% 69% Election
resched-
uled for
25/02/2011

07-Feb 70% 82%
14-Feb 84% 96%

Table 3: Correlation of the first preference votes
casted in the Genereal Election (22/02/2010) with
weekly citations of parties and leaders

the correlation between our findings and the FPV
rise from 69% to around 96%.

4.2 Even handed Coverage?

The discussion in section 2 suggests that news me-
dia shows preference for one particular party - in-
deed Brandenburg(2005) noted that this was the
case in the Irish elections in 2002. The party of
government, Fianna Fáil (FF), is given greater

coverage by all the news papers, the main oppo-
sition parties (Fine Gael and Labour) are collec-
tively given greater coverage than is the case for
FF, but individually the two parties receive less
than 2/3rd of the citations for FF (Figure 2 ).

4.3 Agenda Coverage

The 2011 election was followed by a high level
visit from the International Monetary Fund and
the European Central Bank (ECB) for restructur-
ing the Irish government debt. The severest eco-
nomic downturn meant that economic terms dom-
inated the discussion in the newspaper. The ECB
organised the so-called bail out and can be seen to
dominate the discussion (Figure 3)

4.4 Gender

There where 517 candidates contesting the elec-
tion, 448 male candidates and 69 female can-
didates. The ratio of male to female contes-
tants (6.45), does not generally correspond to the
amount of coverage given to male or female can-
didates - on average male candidates are referred
to 8 times more than the women; the best ratio
for women-to-men citations is 6.3 and the worst is
10.7 (See Figure 4) These results are not surpris-
ing. Due to the high-stakes nature of the election,
new female candidates were unlikely to achieve
much press in comparison with issue coverage. As
dominant players in the parties are male and these
dominate issue coverage, a future study will test
whether male and female new candidates were al-
located equal coverage.
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Figure 2: Coverage by major Irish newspapers of the 5 main parties and independents.

Figure 3: Variation of economic terms and named entities in our diachronic corpus

4.5 Sentiment, Power and Well being change

Finally, the 2011 election in Ireland was held in
the backdrop of the worst economic crisis in the
Republic’s history and the incumbent parties’ eco-
nomic wherewithal was under serious criticism.
The atmosphere was quite gloomy and the news-
media carried substantial amount of negative sen-
timent. We noted a higher positive sentiment
which remained constant throughout the campaign
- however, positive sentiment has usually little im-
pact as the analysis of financial markets suggests
(Daly et al., 2009;Tetlock, 2007). The variation of
power words is mild and shows a slight rise in the
period when the Fianna Fáil party had its internal
election. The distribution of well being words also
remained static with a small decline towards the
end of the campaign.

5 Afterword

We have described the work undertaken in politi-
cal science, political and media communication to
show how sentiment analysis is conducted in real
world. The impact of sentiment can be seen in the
results of political processes such as elections.

That affect of certain sentiment, activity and ori-
entation can be deliberately introduced has been
noted especially in the context of the concentra-
tion of media ownership. Media does tend to set
up or influence political agenda and this can dis-
tort the reporting of the mood and attitude of the
populace in the elections.

We have described how a large sample of news-
paper output (43 of the 59 publications within Ire-
land) collated over two months of an election can
be analysed using well known methods used in po-
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Figure 4: The gender chasm is magnified during the Irish General Election

litical opinion analysis. This sample has captured
key issues -economic downturn- and has shown
that a diachronic generated by the Rocksteady sys-
tems was closer to the final observed reality that
is the election of Fine Gael and the Labour Party.
The gender chasm was there for anybody to see:
not only did fewer women contested the election
they did not even receive the coverage proportion-
ate to their numbers contesting the election.

We are in the process of analysing sentiment ex-
pressed about individual parties and their leaders
and conducting a multivariate analysis to validate
the descriptive analysis we have presented in this
paper. We also intend to look at the results of sani-
tisation and measure what the impact of deleting
duplicate items will be.
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Abstract 

 

This paper presents the use of Maximum 

Entropy technique for Chinese sentiment 

analysis. Berger, Vincent and Stephen (1996) 

prove that Maximum Entropy is a technique 

that is effective in a number of natural 

language processing applications. In this paper, 

Maximum Entropy classification is used to 

estimating the polarity of given comments of 

from electronic product. These messages are 

classified into either positive or negative. 

Apart from presenting the results obtained via 

Maximum Entropy technique, we also analyze 

the feature selection and pre-processing of the 

comments for training and testing purpose. 

 1 Introduction 

Nowadays, there are lots of comments about 

products, movies, hotels, or restaurants available 

in on-line documents such as blogs, Facebook, 

Twitter and Amazon. As part of the effort to 

better classify information for users, researchers 

have actively investigated sentiment analysis. 

Sentiment analysis, attempts to gather the overall 

opinion towards the comments – for example, 

whether a product feedback is positive or 

negative.  

This system is useful for consumers who want 

to research the sentiment of products before 

making a purchase, and companies that want to 

monitor the public opinion of their products. 

Labeling these comments correspondently, their 

sentiment would provide succinct summaries to 

both readers and organizations.  

Research in sentiment analysis has been done 

mainly using the English language. In this paper 

however, we examine the effectiveness of 

applying machine learning techniques which is 

Maximum Entropy classification to the Chinese 

sentiment analysis. Maximum Entropy is a 

technique that uses probability distribution 

estimation and widely used for a variety of 

natural language tasks. The challenging aspect 

that is different from ordinary sentiment analysis 

is that the comments to be analysis are in 

Chinese language. 

Section 2 presents the related work and 

Section 3 describes the idea of using Maximum 

Entropy classification. Meanwhile Section 4 

discusses the pre-processing methods and feature 

selection techniques for constructing Maximum 

Entropy model which include segmentation, 

conjunction rules, stop words and punctuation 

elimination, negation, and lastly is keyword-

based. The experimental result will be present on 

Section 5 and finally the conclusion and future 

work in Section 6. 

2 Related Work 

There has been a wide research effort on 

analyzing sentiment in languages other than 

English by applying bilingual resources and 

machine translation techniques to employ the 

sentiment analysis approach existing for English. 

For an example, Yao et al. (2006) had proposed 

a method of determining sentiment orientation of 

Chinese words using a bilingual lexicon and 

achieve precision and recall of 92%. 

So far, many researchers have conducted on 

sentiment classification. These researches have 

fallen into two categories which is machine 

learning techniques and semantic orientation. 

Machine learning technique attempt to train a 

sentiment classifier based on occurrence 

frequencies of the various words in the 

documents. There are several Machine learning 
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methods, such as Naïve Bayes (NB), Maximum 

Entropy (ME), Support Vector Machine (SVM), 

unsupervised learning and etc. Hemnaath and 

Low (2010) propose sentiment analysis using 

Maximum Entropy and Support Vector Machine. 

Meanwhile, semantic orientation is to classify 

words into two classes, such as ‘positive’ or 

‘negative’, and then count in the overall score of 

the text. Yuen et al. (2004) presents a method for 

inferring the semantic orientation of a Chinese 

word from their association with strongly-

polarized Chinese morphemes. 

Among several machine learning algorithms, 

Maximum Entropy is the convenient for natural 

language processing, since it allows the 

unrestricted use of contextual features, and 

combines them in a principled way. Besides, 

Wang and Acero (2007) also mentioned that the 

Maximum Entropy model has a convex objective 

function and consequently they converge to a 

global optimum with respect to a training set. 

Because of these advantages, Maximum Entropy 

Classification is selected to develop Chinese 

sentiment analysis. 

3 Maximum Entropy Classification 

Maximum Entropy is a machine learning method 

based on empirical data and provides the 

probabilities for which sentence belongs to a 

particular class. Kamal et al. (1999) found that 

Maximum Entropy works better than Naïve 

Bayes for their experiment. The fundamental 

principle of Maximum Entropy is that the 

distribution should be uniform. Besides, 

constraints for the model that characterize the 

class-specific expectations for the distribution 

are derived from labeled training data.   

When using maximum Entropy, the first step 

is to identify a set of feature functions which 

define a category. For an example, in case of 

documents features could be the words that 

belong to the documents in that category; for 

each feature, measure its expected value over the 

training data and treat this as constraint for the 

model distribution. Maximum Entropy models 

are feature-based models. In a two-class scenario, 

it is the same as using logistic regression which 

corresponds to the Maximum Entropy classifier 

for independent observations. 

Like any learning technique, the outputs 

generated from the process are relied on the 

given dataset of input. The dataset is analyzed, 

and from it, a model is generated, encapsulating 

all the rules about the process that could be 

inferred from the dataset. This model is then 

used to predict the output of the process, when 

supplied with sets of input that is not found in the 

sample dataset. 

Each of these rows of dataset represents a 

training event. Each training event has an 

outcome which consists of the predicates and 

lead to the outcome of the event. Each time it 

runs, the model is built from the training dataset. 

In order to train a classifier, it’s usually requires 

several stage of pre-processing to hand-label the 

training data. 

4 Pre-processing 

4.1 Stage 1: Segmentation 

Unlike western languages, normally sentences in 

Chinese text are represented by strings of 

Chinese characters without spaces between 

words. Therefore, Chinese sentences are ongoing 

problems in information retrieval (IR) and 

computational linguistics. Each Chinese 

character represents a meaning, while two or 

more characters combined to form a word that 

has different meanings. Therefore, segmentation 

needed to retrieve the meaning of the sentence.  

For an example, 

 

  今天的天气很好   (Today’s weather is very 

nice) 

 

If the sentence is separated by characters, each 

character has their own meaning. 

今 This 

天 Day 

的 The 

天 Sky 

气 Gas 

很 Very 

好 Nice 

Meanwhile, by using segmentation, it can 

identify which character should be combined to 

form the word and carry the actual meaning of 

the sentences. 

 

After segmentation:  今天    的    天气    很    好 

今天 Today 

的 The 

天气 Weather 

很 Very 

好 Nice 

Thus, to process any word-based or token-

based linguistic processing on Chinese, 
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segmentation plays an important role in 

determining word boundaries. Wang and 

Christopher (2007) previously mentioned 

indexing of Chinese document is impossible 

without a proper segmentation algorithm. Before 

either task can take place, the sentence must be 

broken into tokens; it must be segmented and it 

is the necessary stage in pre-processing of 

Chinese sentiment analysis.  

4.2 Stage 2: Conjunction Rules 

The main purpose of applying conjunction rules 

is to extract the accurate meaning or expression 

from a given sentence using grammar rules. 

Generally, a sentence only expresses one opinion 

orientation unless there is some certain 

conjunction such as BUT, ALTHOUGH, 

HOWEVER, WHILE and etc word which 

changes the direction of the sentence. 

Conjunction rules explanations are shown as 

below. 

 

1. Although (虽然，尽管，虽，虽虽) 

 

Although     (Phrase A)  ,    (Phrase B)   . 

 

E.g. 虽然这相机很好，可惜电池寿命很

短。 

(Although this camera is nice, too bad has 

short battery life.) 

 

In this case, phrase A will be cut off, and 

phrase B will be remain as sentence 

sentiment. 

 

2. But (但，但是，而，不过，却，可是，

然而，只是，可是，可，只，然) 

 

     (Phrase A)  , but     (Phrase B)   . 

 

E.g. 这相机的外观不美，但很耐用。 

(The camera appearance is not beautiful, 

but very durable.) 

 

In this case, phrase A also will be cut off, 

and phrase B will be remain as sentence 

sentiment. 

 

3. Although…, but.... (虽然…但是，虽然…

可是，尽管…却，……) 

 

Although     (Phrase A)  ,    (Phrase 

B)   ,but    (Phrase C)    . 

 

E.g. 虽然这相机很好，可惜电池寿命很

短，但我还是喜欢用它。 

(Although this camera is nice, too bad has 

short battery life, but I still like it.) 

 

For this example, phrase A and phrase B 

will be cut off, while phrase C is remain as 

new sentence for sentiment. 

 

By applying conjunction rules, the sentences 

become more understandable and straightforward; 

it is because having two polarities in a sentence 

which can affect the result of sentiment analysis. 

Hemnaath and Low (2010) proved that with 

conjunction rules, accuracy of sentiment analysis 

can be increased by approximately 5%.  

4.3 Stage 3: Stop words and Punctuation 

Elimination 

The next important stage in pre-processing of 

sentiment analysis is to simplify the text. Zou et 

al. (2006) claimed that in modern information 

retrieval system, effective indexing can be 

achieved by removal of stop words. Stop words 

are very common words that appear in the text 

that carry little meaning; they serve as a syntactic 

function but do not indicate subject matter.  

For an example, words “and”, “of”, and “the” 

are appearing frequently in the document. They 

can affect the retrieval effectiveness because they 

have a very high frequency and tend to diminish 

the impact of frequency differences among less 

common words, thus affecting the training 

process in sentiment. Also, these stop words may 

result in a large amount of unproductive 

processing. The removal of the stop words and 

punctuation also changes the document length, 

subsequently affect the learning algorithm.  

Those stop words and punctuation that having 

minor help in determining polarity of text can be 

removed. Ibrahim (2006) previously also showed 

that identifying a stop words list or a stoplist and 

eliminate them from text processing is essential 

to an information retrieval system.  

4.4 Stage 4: Negation 

One issue of accurate sentiment analysis 

identified in recent of research is negation 

detection. The treatment is very relevant for all 

NLP applications that involve deep text 

understanding. Li et al. (2010) showed that the 

negation word feature is an important feature for 

sentiment analysis. Negation needed to 

discriminate between factual and non-factual 
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information in information extraction for 

sentiment analysis which process the actual 

meaning of the texts.  

This is the process by which a negation word, 

such as ‘not’ inverts the evaluative value of as 

affective word. For an example, ‘not good’ is 

similar to saying ‘bad’. By adapting a technique 

proposed by Das and Chen (2001), a tag ‘NOT_’ 

was added to every word between a negation 

word and the first punctuation mark following 

the negation word. Applying this, a new corpus 

variation was obtained. 

 

我 不 喜欢 这 电影 (I do not like this movie) 

我 不_喜欢 这 电影 (I do NOT_like this 

movie) 

 

In unigrams, the value of ‘like’ is positive, but 

there is a negation word ‘not’, therefore a ‘NOT_’ 

is replaced and joint with the consequent word. 

As a result, ‘NOT_like’ can indirectly affect the 

value of the word; subsequently affect the 

polarity of entire sentence. In Chinese, instead of 

‘NOT_’ , ‘不 _’ was applied, and the list of 

supported negation includes ‘不’，‘不是’，‘没’，

‘没有’, ‘无’, ‘别’ and etc. 

4.5 Stage 5: Keyword-based 

Comparison of keywords is an extra feature for 

sentiment analysis. Kaji and Kitsuregawa (2007) 

mentioned recognizing polarity requires a list of 

polar words and phrases such as ‘good’, ‘bad’ 

and ‘high performance’ etc. At first, lists of 

positive and negative polarities keywords are 

obtained by using the NTU Sentiment Dictionary.  

Consequently, the numbers of positive keywords 

and negative keywords that appear in the input 

sentence are counted. The polarity with the 

higher count returns as an extra feature for 

sentiment analysis. 

5 Experiment 

5.1 The analysis data 

Our test-corpus is derived from product reviews 

harvested from the website IT168, which can be 

downloaded from http://product.it168.com. All 

the reviews have been tagged by their authors as 

either positive or negative. The corpus consists 

of 10 sub-corpora containing a total of 7818 

reviews, distributed between 10 product types 

which are monitor, mobile phone, digital camera, 

MP3 player, computer part, video camera, 

networking, office equipment, printer and 

computer peripheral.  

From these reviews, 2909 of both positive and 

negative comments are used as training data, 

while 1000 comments for both polarities are used 

for testing purpose. In addition, the Entropy 

model is manually set to discriminate >=0.5 as 

positive and <0.5 as negative. 

5.2 Experiment 1 

Segmentation is an initial and compulsory stage 

in Chinese sentiment analysis, without applying 

any other pre-processing stage for training and 

testing data, the overall accuracy for sentiment 

analysis is 81.65%. Table 1 shows that by apply 

each pre-processing, the overall accuracy is 

increased compared to the one without any pre-

processing. It proves that the pre-processing 

stages discussed are functional in sentiment 

analysis. 

 

Pre-

processing 

Accuracy 

positive negative overall 

Segmentation 77.2% 86.1% 81.65% 

Conjunction 

rules 
73.0% 90.8% 81.90% 

Stopwords & 

punctuation 

elimination 

80.9% 85.5% 83.20% 

Negation 81.4% 86.1% 83.75% 

Keyword -

based 
78.9% 87.6% 83.25% 

 

Table 1: Result of sentiment analysis by applying 

pre-processing steps separately. 

5.3 Experiment 2 

In this experiment, each review for both training 

and testing datasets is going through 5 stages of 

pre-processing according the sequences as shown 

in Table 2. Table 2 shows the result that the 

overall accuracy of sentiment analysis is 

increased stage by stage which is increased from 

81.65% to 87.05%. 

 

Pre-

processing 

Accuracy 

positive negative overall 

Segmentation 77.2% 86.1% 81.65% 

Conjunction 

rules 
73.0% 90.8% 81.90% 

92



Stopwords & 

punctuation 

elimination 

80.2% 86.3% 83.25% 

Negation 85.1% 86.8% 85.95% 

Keyword -

based 
87.3% 86.8% 87.05% 

 

Table 2: Result of sentiment analysis by applying 

pre-processing steps in stages. 

6 Conclusion and Future Work 

In this paper, we explore the steps of pre-

processing that can reduce the features and 

extract the polarity of the Chinese texts. It is 

proved Maximum Entropy classification can 

achieve high accuracy for classifying sentiment 

when using these steps. Empirical results from 

the experiments demonstrate the feasibility of 

our approach. Besides classifying positive and 

negative sentences, entropy model results that lie 

between 0.48 – 0.52 can be pronounced as 

neutral sentences.  

In our future work, we plan to future improve 

the feature selection techniques for constructing 

Maximum Entropy model, which is Word Sense 

Disambiguation. We believe that identify the 

actual meaning of the words can help to increase 

the accuracy of Chinese sentiment analysis. In 

addition, our next work will draw on more 

heavily Chinese Natural Language Processing 

technique, such as Chinese parsing and semantic 

annotation. We look forward to addressing these 

challenges in future work. 
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Abstract

Two typical approaches to sentiment anal-
ysis are lexicon look up and machine
learning. Even though recent studies have
shown that machine learning approaches
in general outperform the lexicon look
up approaches, completely ignoring the
knowledge encoded in sentiment lexicons
may not be optimal. We present an alter-
native method that incorporates sentiment
lexicons as prior knowledge with machine
learning approaches such as SVM to im-
prove the accuracy of sentiment analysis.
This paper also describes a method to au-
tomatically generate domain specific sen-
timent lexicons for this learning purpose.
Our experiment results show that the do-
main specific lexicons we constructed lead
to a significant accuracy improvement for
our sentiment analysis task.

1 Introduction

Two typical approaches to sentiment analysis are
lexicon look up and machine learning. A lexicon
look up approach normally starts with a lexicon
of positive and negative words. The overall sen-
timent of a text is determined by the sentiments
of a group of words and expressions appearing in
the text (Liu, 2007; Zhou and Chaovalit, 2008).
However, a significant challenge to this approach
is that the polarity of many words is domain and
context dependent. For example, long is positive
in long battery life and negative in long shutter
lag. Such words are associated with sentiment
in a particular domain, but are not subjective in
nature. Nevertheless, current sentiment lexicons
do not capture such domain and context sensitivi-
ties of sentiment expressions. They either exclude
such expressions or tag them with an overall po-
larity tendency based on statistics gathered from

certain corpus. While excluding such expressions
leads to poor coverage, simply tagging them with
a polarity tendency leads to poor precision.

Because of these limitations, machine learning
approaches have been gaining increasing popular-
ity in the area of sentiment analysis (Pang et al.,
2002; Gamon, 2004). A machine learning ap-
proach such as Support Vector Machine (SVM)
does not rely on a sentiment lexicon to determine
the polarity of words and expressions, and can au-
tomatically learn some of the context dependen-
cies illustrated in the training data.

Although recent studies have shown that ma-
chine learning approaches in general outperform
the lexicon look up approaches for the task of
sentiment analysis (Pang et al., 2002), completely
ignoring the advantages and knowledge provided
by sentiment lexicons may not be optimal. We
present an alternative method that incorporates
sentiment lexicons as prior knowledge with ma-
chine learning approaches such as SVM to im-
prove the accuracy of sentiment analysis. This pa-
per also describes a method to automatically gen-
erate domain specific sentiment lexicons for this
learning purpose. Our experiments show that com-
pared to general purpose domain independent sen-
timent lexicons, the domain specific lexicons lead
to more significant accuracy improvement.

The sentiment analysis task performed in this
paper is a fine grained product aspect level sen-
timent classification task for camera reviews.
Namely, for each sentence in the camera reviews,
we need to predict whether this sentence discusses
any camera aspects, and if so, what is the associ-
ated sentiment.

2 Related Work

Given the task and the approaches of this study, we
review the related works from three areas: 1. prod-
uct aspect level sentiment analysis; 2. combining
lexicon-based and machine learning approaches
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for sentiment analysis; 3. sentiment lexicon gen-
eration.

Product aspect level sentiment analysis aims to
determine both the product aspects/features and
their associated opinion at the sentence level. Ear-
lier works include Hu and Liu (2004) and Popescu
and Etzioni (2005). Both of these works extract
frequent noun phrases as product aspects. There-
fore, they do not identify implicitly expressed
product aspects, and they do not further categorize
the extracted noun phrases.

In our study, we extract both the explicitly and
implicitly expressed product aspects, and we fur-
ther categorize the semantically related aspects.
Zhao et al. (2010)’s work is close to ours in this
sense. However, in terms of opinion extraction,
they only extract opinion words associated with
product aspects, and they do not further identify
the polarities of the opinion words. By contrast,
we aim to identify the polarities associated with
the product aspects. Our approach features incor-
porating lexicon information into machine learn-
ing. Thus we review studies that combine lexicon-
based and machine learning approaches for senti-
ment analysis next.

In previous studies, the lexicon-based and ma-
chine learning approaches have been incorporated
in two ways. The first way is to develop two
weighted classifiers using these two approaches
and then integrate them into one system. An-
dreevskaia and Bergler (2008)’s work falls into
this category. The second way is to incorpo-
rate lexicon knowledge directly into learning al-
gorithms. Our work falls into this category.

In the second category, Wilson et al. (2005),
melville et al. (2009), Dang et al. (2010) and Sind-
hwani and Melville (2008) all use a general pur-
pose sentiment dictionary to improve polarity clas-
sification. Our work differs from these previous
studies in that we incorporate not only a general
purpose sentiment lexicon but also Domain Spe-
cific Sentiment Lexicons into SVM learning, and
we use this method for identifying both product
aspects and their associated polarities. More im-
portantly, our experiment results show that while
a general purpose sentiment lexicon provides only
minor accuracy improvement, incorporating do-
main specific dictionaries leads to more significant
improvement.

Regarding the construction of sentiment lex-
icon, earlier studies have focused on generat-

ing general purpose dictionaries. These meth-
ods range from manual approaches (Wiebe et al.,
2005) to semi-automated (Hu and Liu, 2004; Kim
and Hovy, 2004; Zhuang and Jing, 2006) and
automated approaches (Mohammad et al., 2009).
More attention has been devoted to domain spe-
cific lexicon construction recently. For example,
Fahrni and Klenner (2008) present a method to
identify polarity adjectives specific to food tar-
gets extracted from wikipedia. Jijkoun et al.
(2010) generate a topic-specific lexicon from a
general purpose polarity lexicon. In this paper, we
present a method to build domain specific senti-
ment lexicons from scratch using a combination
of corpus filtering, web searching using linguis-
tic patterns and dictionary expansion techniques.
Among these techniques, web searching using lin-
guistic patterns was first introduced by Hatzivas-
siloglou and Sebastiani (1997) to generate domain
independent sentiment adjectives. Kobayashi et al.
(2004) designed patterns to extract co-occurring
aspect nouns and opinion adjectives. Fahrni and
Klenner (2008) also used this technique and their
lexicon is also limited to adjectives . By contrast,
we use this technique to generate domain specific
lexicon not limited to adjectives and nouns. Our
method is described in detail below.

3 Generating Domain Specific Lexicons

As discussed above, the sentiments of many words
or phrases are context or domain dependent. For
example, long is positive if it is associated with
the camera aspect of ‘Battery Life’. However,
the same word carries negative sentiment when
it is associated with the camera aspect of ‘Shut-
ter Lag’. Therefore, it is critical to know the
topic/domain being discussed when we try to de-
termine the associated sentiment.

Based on this observation, we aim to build
domain/topic specific lexicons covering both ex-
pressions indicating a specific domain and ex-
pressions indicating different sentiments associ-
ated with that particular domain. For example, our
lexicon regarding ‘Camera Picture Quality’ would
consist of two sub-lexicons. One includes words
and phrases such as picture, image, photo, close
up etc, which are good indicators for the topic of
‘Picture Quality’ in the area of digital cameras.
The other one includes words and expressions that
carry positive or negative sentiments if the asso-
ciated topic is camera picture quality. For exam-
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ple, this second sub-lexicon would indicate that
while sharp and clear are positive, blurry is nega-
tive when they are associated with camera picture
quality. We achieved our goal by using a combina-
tion of corpus filtering, web search with linguistic
patterns and dictionary expansion. Each of these
techniques is described in detail in the following
subsections.

3.1 Corpus Filtering

We first use a training corpus, in which each cam-
era review sentence is annotated with a camera as-
pect as well as the associated sentiment, to build a
foundation for our domain specific lexicons. Our
approach is as follows.

First, for each camera aspect such as Durability,
we extract all of the content words and phrases that
occur in the training sentences labelled as express-
ing that aspect. The content words and phrases we
extracted include nouns, verbs, adjectives, adverbs
as well as their negated forms. This step produces
an initial list of lexicon for each camera aspect.

Second, for each word and phrase in the list for
each of the camera aspects, we check to see if that
word or phrase also occurs in any other camera
aspect lexicon. If yes, we remove it from the lexi-
con. After this step of filtering, we obtained a list
of lexicon for each camera aspect, which contains
only words and phrases unique to that camera as-
pect.

The quality of the lexicons produced using this
approach is in general very high. For example,
the following lexicon regarding the camera Dura-
bility was generated based on our relatively small
training corpus with 2131 sentences covering 23
categories (22 camera aspects and a category of
‘none’, meaning that none of the 22 camera as-
pects was discussed).

Durability Lexicon: [scratch, construct, build,
rock, repair, damage, flimsy, not flimsy, junk,
sturdy, sturdier, solid, durable, tough, bent, hard,
not worth, firm, rug, broke, bulletproof]

However, the drawback of this approach is that
the coverage of the lexicons would completely rely
on the coverage of the corpus, and annotating a
broad coverage training corpus is time consuming,
expensive and sometimes very difficult for a task
such as sentiment analysis because of the richness
of natural language.

We overcome this drawback by augmenting the
initial domain specific lexicons we obtained from

the training corpus through web search and filter-
ing using linguistic patterns as well as dictionary
expansion. These two approaches are illustrated in
the next two subsections.

3.2 Web Search and Filtering Using
Linguistic Patterns

To improve the coverage of the domain specific
lexicons we obtained from our training corpus, we
designed two linguistic patterns and used them as
searching queries to find more words and phrases
conceptually associated with the camera aspects.
The two linguistic patterns we used are as follows.

Pattern 1: “Camera Aspect include(s) *”
Pattern 2: Camera Aspect + “Seed Word and *”
In these two patterns, ‘Camera Aspect’ refers to

expressions such as camera accessories and cam-
era price. ‘Seed Word’ refers to seed words for
a particular camera aspect. For example, cheap
and expensive can serve as seed words for camera
aspect price. Note that in Pattern 1, the camera as-
pect name is included as part of an exact search
query, whereas in Pattern 2, the camera aspect
name serves as the context for the search query.

Depending on the semantic nature of a cam-
era aspect, we choose one of these two patterns
to find expressions conceptually related to that as-
pect. For example, while “camera accessories in-
clude *” is very effective for finding accessory ex-
pressions, ‘camera picture + “clear and *”’ is bet-
ter for finding expressions related to camera pic-
tures.

When we use Pattern 1, we send it as a query
to a search engine such as Bing1. We then ex-
tract words following ‘include’ or ‘includes’ in the
top 50 results returned by the search engine. In
each returned result, we extract words that follow
‘include’ or ‘includes’ until we hit the sentence
boundary. The final step is to remove common
stop words such as the and function words such as
with and of from the extracted words. As an ex-
ample, the following lexicon for camera accessory
is generated using this method.

Accessory Lexicon: [chip, chips, case, bag,
card, software, tripod, strap, cable, adapt,
charger, port, storage, hood, connector, kit, ac-
cessory, glove, belt, usb, mic, beltloop, flash, pro-
gram, leather, pack, connect, not belt, not strap,
zipper]

1In our experiments, we used Bing for convenience. How-
ever, our approach is applicable using other search engines
such as Google as well.
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Figure 1: Noisy Words v.s. Non-noisy Words for
Camera Picture Quality

When we use Pattern 2, we also extract words
in the top 50 returned results. However, we adopt
a different algorithm for filtering out noise in the
returned results. For example, for finding ex-
pressions conceptually related to camera’s picture
quality, we use ‘camera picture’ as context words
and ‘clear’ as a seed word. This pattern would
match both ‘clear and sharp’ and ‘clear and nor-
mal’. However, while ‘sharp’ is commonly used
to describe picture quality, ‘normal’ is not. To fil-
ter noisy words such as ‘normal’, we use each of
the candidate words as a new seed word in Pattern
2, and if the top 50 results returned by the new
query include the original seed word ‘clear’, the
candidate word is retained. Otherwise, it is dis-
carded. For example, in our experiments, while
‘camera picture + “sharp and *”’ would return
results matching ‘sharp and clear’, ‘camera pic-
ture + “normal and *”’ would not return results
matching ‘normal and clear’. Through this ap-
proach, we can distinguish ‘sharp’ from ‘normal’,
and identify ‘normal’ as a noisy word. Figure 1
shows some of the noisy words identified by this
approach when we extract expressions conceptu-
ally related to camera pictures. In this figure,
words represented by hollow circles are identi-
fied as noise and removed from the camera picture
quality lexicon. By contrast, words represented by
solid circles are retained in our lexicon.

3.3 Dictionary Expansion

Although expansion through looking up synonyms
and antonyms recorded in dictionaries is a com-
monly used approach when a general purpose sen-
timent lexicon is built (Hu and Liu, 2004), we
found this approach to be not always suitable for
building domain specific lexicons. The reason
is that building domain specific lexicons requires
finding expressions that are conceptually related;

however expressions that are conceptually related
are not necessarily synonyms or antonyms. For
example, ‘sharp’ and ‘clear’ are conceptually re-
lated to camera picture qualities, but they are not
true synonyms from a linguistic perspective.

However, in some cases, using dictionaries can
still be very effective. For example, we built the
following lexicon for camera price through web
searching and filtering using Pattern 2.

Price Lexicon: [cheap, lowest, discount, promo,
coupon, promote, expensive, worthy, value]

By including the synonyms of ‘cheap’ and ‘ex-
pensive’ in WordNet (Fellbaum, 1998), we are
able to further expand the Price Lexicon.

3.4 Domain Specific Polarity Lexicon

So far we have described how we build domain
specific lexicons for different camera aspects. The
next step is to separate expressions that carry pos-
itive sentiment from those that carry negative sen-
timent in each domain lexicon.

For example, we want to be able to build the
following sub-lexicons for ‘Picture Quality’.

PictureQuality Positive Lexicon: [clear, sharp,
bright, sober, stable, tidy, vivid, sunny, crisp]

PictureQuality Negative Lexicon: [dark, dim,
humid, fuzzy, gray, blurry, blur, indistinct, grainy,
hazy, blurred]

Our approach is as follows. For each expression
in the Picture Quality Lexicon that we constructed
through the combination of corpus filtering, web
search and dictionary expansion, we check to see
if it only appears in the training data labelled as
expressing a positive opinion or a negative opin-
ion about the camera’s picture quality. If it is the
former case, we include that expression into the
PictureQuality Positive Lexicon, while if it is the
latter case, we include that expression into the Pic-
tureQuality Negative Lexicon.

Having illustrated our approach for constructing
domain specific sentiment lexicons, we next de-
scribe how we incorporate lexicon knowledge into
SVM learning to improve sentiment classification.

4 Incorporating Lexicon Knowledge into
SVM Learning to Improve Sentiment
Classification

Our sentiment classification task is as follows. For
each review sentence about cameras, we need to
predict both the camera aspect discussed in that
sentence as well as the associated sentiment re-
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garding that camera aspect. We achieve this goal
by performing a two step classification. In step 1,
we train a classifier to predict the camera aspect
being discussed. In step 2, we train a classifier to
predict the sentiment associated with that camera
aspect. Finally, we aggregate the two step predic-
tion results together to produce the final predic-
tion.

In both steps, we incorporate the lexicon knowl-
edge into conventional SVM learning. To illus-
trate our approach, we use sentence (1) as an ex-
ample.

(1) The case is rigid so it gives the camera extra
nice protection.

Using nouns, verbs, adjectives and adverbs as
unigram feature words in a conventional SVM
learning, this sentence can be represented as the
following vector of words.

[case, rigid, give, camera, extra, nice, protec-
tion]

By incorporating the knowledge encoded in the
lexicons, we automatically generate and insert ad-
ditional features into the above representation.

For example, when we perform the step 1 as-
pect classification, because the feature word ‘case’
in the above representation is listed in our do-
main specific lexicon about camera accessories,
we would insert an additional feature word ‘acces-
sory’, and produce the following new representa-
tion.

[case, rigid, give, camera, extra, nice, protec-
tion, accessory]

By doing this, we promote the possibility of the
camera aspect being ‘accessory’ if expressions of
camera aspects occur in the sentence.

In the next step of polarity prediction, we incor-
porate both our domain specific sentiment lexicon
and a general purpose domain independent senti-
ment lexicon extracted from the MPQA opinion
corpus (Wiebe et al., 2005) 2.

For example, because ‘nice’ is indicated as a
positive word in the MPQA lexicon, we would
insert a feature word ‘positive’. In addition, if
the first step prediction result for sentence (1) is
‘accessory’, and ‘rigid’ is also a positive word
in our domain specific lexicon regarding camera
accessories, we would generate an extra feature
word ‘positive’ in our final representation for sen-
tence (1) for the second step polarity prediction as

2We only extracted the words that are indicated as
strongly subjective out of context from the MPQA opinion
corpus

shown below.
[case, rigid, give, camera, extra, nice, protec-

tion, positive, positive]
We thus promote a ‘positive’ prediction regard-

ing the aspect of ‘accessory’.
Our experiments show that incorporating lex-

icon knowledge into SVM learning significantly
improves the accuracy for our classification task;
compared to the general purpose MPQA senti-
ment lexicon, the domain specific lexicon we con-
structed is more effective. Our experiment setting
and results are reported in the next section.

5 Experiment Setting and Results

The sentiment analysis task we performed is a
combined 45-way sentiment classification task.
These 45 classes are derived from 22 aspects re-
lated to camera purchases such as picture quality,
LCD screen, battery life and customer support and
their associated polarity values positive and nega-
tive, as well as a class of no opinion about any
of the 22 aspects. An example of such a class is
picture quality: positive. The goal is to map each
input sentence into one of the 45 classes.

As mentioned in the previous section, we per-
formed a two step classification for our task.
Namely, our final combined classifier consists of
two classifiers. The first is an ‘Aspect Classifier’,
which performs a 23-way camera aspect classifi-
cation. The second is a ‘Polarity Classifier’, which
performs a 3-way (positive, negative and none)
classification. The final predictions are aggregated
from the predictions produced by these two classi-
fiers.

The classification accuracy is defined as fol-
lows.

Accuracy = NumberofSentencesCorrectlyClassified
TotalNumberofSentences .

(1)
In our experiment we labeled 2718 sentences

randomly chosen from the Multi-Domain Senti-
ment Dataset created by Blitzer et al. (Blitzer et
al., 2007); therefore, the classes in this data set are
not balanced, and the majority class has 13% of
the sentences.

As mentioned in the Related Work section, our
task is different from those of the early studies on
product aspect level sentiment analysis. Earlier
works such as Hu and Liu (2004) and Popescu and
Etzioni (2005) only extract explicitly expressed
product aspects, and they do not identify implicitly
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expressed product aspects. In addition, they do not
further categorize the extracted noun phrases. By
contrast, we need to extract both the explicitly and
implicitly expressed product aspects and further
categorize the semantically related expressions re-
garding product aspects. Zhao et al. (2010)’s work
did extract both explicitly and implicitly men-
tioned product aspects, and they also further cat-
egorized the product aspects. However, in terms
of opinion extraction, they only extracted opin-
ion words associated with product aspects, and did
not further identify the polarities of the opinion
words. By contrast, we need to identify the polar-
ities associated with the product aspects. There-
fore, we cannot compare our results directly with
those presented in the earlier works. Instead, we
used the majority class (13%) as our baseline, and
we compared our approach to incorporating lexi-
con knowledge with SVM learning mainly with a
conventional SVM learning, because the latter is
the state-of-the-art algorithm reported in the liter-
ature for sentiment analysis. Our results show that
both the conventional SVM learning and our ap-
proach significantly outperform the majority class
baseline.

We selected the Nouns, Verbs, Adjectives and
Adverbs as our unigram word features. All of
them are stemmed using the Porter Stemmer (Ri-
jsbergen et al., 1980). Negators are attached to the
next selected feature word. We also use a small set
of stop words3 to exclude copulas and words such
as take. The reason that we choose these words as
stop words is because they are both frequent and
ambiguous and thus tend to have a negative impact
on the classifier. The SVM algorithm we adopted
is implemented by Chang and Lin (2001). We use
linear kernel type and use the default setting for all
other parameters.

We conducted 4 experiments. In experiment
1, we used the conventional SVM algorithm, in
which no lexicon knowledge was incorporated; we
refer to this experiment as SVM. In experiment
2, we incorporated only the knowledge encoded
in the domain independent MPQA opinion dictio-
nary into SVM learning; we refer to this experi-
ment as ‘MPQA + SVM’. In experiment 3, we in-
corporated only the knowledge encoded in the do-
main specific lexicons we constructed into SVM
learning; we refer to this experiment as ‘Domain-

3The stop words we use include copulas and the following
words: take, takes, make, makes, just, still, even, too, much,
enough, back, again, far, same

Lexicons + SVM’. In experiment 4, we incorpo-
rated both the knowledge encoded in the MPQA
and the domain specific lexicons we constructed
into SVM learning; we refer to this experiment as
‘DomainLexicons + MPQA + SVM’. All of our
results are based on 10-fold cross-validation, and
they are summarized in Table 1.

The results in Table 1 show that incorporat-
ing both the domain independent MPQA lexicon
and the domain specific lexicons that we built
achieves the best overall performance. Of these
two types of lexicon, incorporating the domain
specific lexicons is more effective, as they con-
tributed the most to the improvement of the clas-
sification accuracy. The improvement achieved
by our approach is statistically significant with p
<0.000001 according to paired t-test.

Learning Method Accuracy
SVM 41.7%

MPQA + SVM 44.3%
DomainLexicons + SVM 46.2%

DomainLexicons + MPQA + SVM 47.4%

Table 1: Overall Performance Comparison

Our results reported in Table 2 further illustrate
that incorporating lexicon knowledge with SVM
learning significantly improves both the accuracy
for camera aspect classification and the accuracy
for polarity classification. Both improvements are
statistically significant with p <0.000001 and p
<0.05 respectively according to paired t-test.

Learning Method Aspect Accuracy Polarity Accuracy
SVM 47.1% 65.6%

DomainLexicons + MPQA + SVM 56.2% 66.8%

Table 2: Breakdown Performance Comparison

6 Conclusions

To summarize, we have shown that incorporat-
ing the knowledge encoded in sentiment lexicons,
especially domain specific lexicons, can signifi-
cantly improve the accuracy for fine-grained sen-
timent analysis tasks. We have also described how
we constructed our domain specific sentiment lex-
icons for the domain of camera reviews through
a combination of corpus filtering, web searching
and filtering and dictionary expansion. In addi-
tion, we have developed a method to incorporate
the lexicon knowledge into machine learning algo-
rithms such as SVM to improve sentiment learn-
ing.
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Abstract

Sentiment mining and classification plays
an important role in predicting what peo-
ple think about products, places, etc. In
this piece of work, using basic NLP Tech-
niques like NGram, POS-Tagged NGram
we classify movie and product reviews
broadly into two polarities: Positive and
Negative. We propose a model to address
the problem of determining whether a re-
view is positive or negative, we experi-
ment and use several machine learning al-
gorithms Naive Bayes (NB), Multi-Layer
Perceptron (MLP), Support Vector Ma-
chine (SVM) to have a comparative study
of the performance of the method we de-
vised in this work. Along with this we
also did negation handling and observed
improvements in classification. The al-
gorithm we proposed achieved an average
accuracy of 78.32% on movie and 70.06%
on multi-category dataset. In this paper
we focus on the collective study of Ngram
and POS tagged information available in
the reviews .

1 Introduction

“What people think and feel” is the most impor-
tant information for a business to promote and im-
prove their product or for a production house to
hit the blockbuster. Reviews are increasing with a
rapid speed and are available over internet in nat-
ural language. This proves to be of utmost use for
consumers and also for the manufacturers to im-
prove the performance of their product. Sentiment
analysis tries to classify reviews on the basis of
their polarity either positive or negative, which can
be used in various ways and in many applications
for example, marketing and contextual advertis-
ing, suggestion systems based on the user likes and

ratings, recommendation systems etc. The ratings
and the reviews of the products helps the user to
have a better overview of the product and make a
choice based on overall rating of multiple reviews
of the same product. In this paper, we propose a
method to classify reviews as positive or negative.
We devised a new scoring function and test on two
different approaches which are

• Simple NGram (N=1/2/3) matching: Uni-
grams, bigrams and trigrams of a review are
been used to assign score to a review and thus
classify it as positive or negative.

• Pos-Tagged NGram matching: NGrams in
this case are formed using the POS-Tagged
information of a review, Trigrams, Bigrams
and Unigrams combination of only Adjec-
tives (JJ) and Adverbs (RB) are used for scor-
ing a review.

In another variant we used a combination of sim-
ple Ngram and POS-Tagged Ngram approaches.
Based on the final score of a review it is clas-
sified as positive or negative. We also applied
machine learning algorithms Naive Bayes(NB),
Multi-Layer Perceptron (MLP) and Support Vec-
tor Machine (SVM) to study the performance of
our method. The method was applied on two
datasets movie review and product review.

In section 2, we describe the related work done
in the past. Section 3, describes the algorithm pro-
posed by us in this work. Section 4, describes
tools, techniques and data used here. Section 5, fo-
cus on the experiments done and results of same.
In section 6, small discussion over the results is
done. Section 7, gives a conclusion of the present
work.

2 Related Work

Identifying the sentiment polarity is a complex
task, to address the problem of sentiment classi-
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fication various methodologies have been applied
earlier. Following are Unsupervised approaches.

1. Syntactic approach towards sentiment classi-
fication using Ngrams. This approach was
used by Pang et al.(Pang et al., 2002) in their
work.

2. Semantic approach using part of speech in-
formation. Thumbs Up or Thumbs Down?
Semantic Orientation Applied to Unsuper-
vised Classification of Reviews (Turney,
2002) and Sentiment Analysis: Adjectives
and Adverbs are better than Adjectives Alone
(Benamara et al., 2007) used this approach
for binary classification.

3. Extracting sentiment expressions using var-
ious NLP techniques. Sentiment Analysis:
Capturing Favorability Using Natural Lan-
guage Processing (Nasukawa and Yi , 2003)
and Extracting Appraisal expressions (Bloom
et al., 2007) used techniques like word sense
disambiguation, chunking, n-gram and others
to perform binary polarity classification.

Supervised approach uses machine learning su-
pervised algorithms. Sentiment Classification for
Chinese Reviews Using Machine Learning Meth-
ods Based on String Kernel (Zhang et al., 2008),
Pang et al.(Pang et al., 2002), Twitter Sentiment
Classification using Distant Supervision (Go et al.,
2009) deduced some features to perform super-
vised machine learning.

Pang et al.(Pang et al., 2002) used the traditional
n-gram approach along with POS information as
a feature to perform machine learning for deter-
mining the polarity. They used Naive Bayes Clas-
sification, Maximum Entropy and Support Vector
Machines on a three fold cross validation. In their
experiment, they tried different variations of n-
gram approach like unigams presence, unigrams
with frequency, unigrams+bigrams, bigrams, uni-
grams + POS, adjectives, most frequent unigrams,
unigrams + positions. They concluded from their
work that incorporating the frequency of matched
n-gram might be a feature which could decay the
accuracy. Maximum accuracy achieved by them
among all the experiments they performed was
82.9% which was obtained in unigrams presence
approach on SVM.

Turney (Turney, 2002) also worked on POS in-
formation. He used some tag patterns with a win-
dow of maximum three words (i.e) till trigrams.

In his experiments, he considered JJ, RB, NN,
NNS POS-tags with some set of rules for classi-
fication. His work is extension to the work done
on adjectives alone (Hatzivassiloglou and McKe-
own, 2004) because he considers RB, NN/NNS.
Given a phrase he calculates the PMI (Point-wise
Mutual Information) from the strong positive word
“excellent” and also from the strong negative word
“poor”, and the difference will give you the se-
mantic orientation of the phrase.

Dave et al.(Dave et al., 2003) devised their own
scoring function which was probability based.
They performed some lexical substitutions to
negation handling and used rainbow classifiers to
decide the class of the review.

Our work is motivated from each of these
works. Pang et al.(Pang et al., 2002) used POS
information with unigram, we extended this work
using POS information with bigrams and trigrams.
Turney (Turney, 2002) also used POS1 informa-
tion with trigrams but he restricted trigram forma-
tion with some rules. He used PMI to evaluate
the classification and here in this research we pro-
pose a new scoring function to classify. Dave et
al.(Dave et al., 2003) devised some rules for nega-
tion handling and thus motivated us to work on
negation handling.

3 Algorithm

To perform polarity classification we devised our
own algorithm. This algorithm was applied on
all our approaches. In our experiments we per-
formed 5-fold cross-validation and we divided the
pre-annotated data into two parts namely training
set and testing set to check the correctness. After
dividing the data we form trigrams, bigrams and
unigrams on the training data and store them in
individual n-gram dictionary. We create two sep-
arate models each for positive and negative polar-
ity. For every testing review we create trigrams
in the similar manner. Then we check if this tri-
gram exists in our positive and negative trigram
dictionary. If it exist then, we increase the count
of trigram matched else we break this trigram into
two bigrams. These bigrams thus formed are cross
checked in the bigram dictionary, If found then the
bigram match count is increased otherwise each
bigram is further split into two unigrams. These
unigrams are then checked against the unigram

1http://nlp.stanford.edu/software/tagger.shtml
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dictionary. Refer Figure 1 for diagrammatic rep-
resentation of algorithm.

Trigram
 count ++

Split into 2
  Bigrams

Otherwise

Otherwise

Bigram
 count ++

Split into 2
  Unigrams

Dictinory
OtherwiseFound in 

DiscardUnigram
 count ++

Trigram

Review

Found in 
Dictinory

Found in 
Dictinory

Figure 1: Algorithm Flow

We also propose a scoring function which gives
priority to trigram matching followed by bigrams
and unigrams.

Score = x ∗ Count Tri − gram +

y ∗ Count Bi − gram +

z ∗ Count Uni − gram

here x = 7/11, y = 3/11, z = 1/11, Count N-gram
= Number of N-grams matched (N = Uni/Bi/Tri).
The values 7,3,1 are chosen to ensure that (1) score
for matching a trigram > score for matching 2 bi-
grams. (2) score for matching a bigram > score
for matching 2 unigrams. In the scoring function
we have given the least possible integer value to
unigram, bigram and trigram keeping the above
constraints in mind. The rationale behind having
these constrains while deciding the values of x, y,
z was that higher n-gram carries more weight then
a lower n-gram and also matching of a higher n-
gram should be weighed more than matching of
two lower n-grams. Then we have normalized
these values on a scale of 0 to 1. So the final x,
y, z parameters are x=7/11, y=3/11 and z=1/11.

4 Framework

This section describes various tools, techniques
and data used by us in this work. We are using
two different datasets in this work. One is Prod-
uct Review dataset (Refer Section 4.2.1) which has
reviews on multiple products belonging to differ-
ent categories like apparels, books, software, etc.

This dataset is a multi category dataset in contrast
to the other dataset which has only one category
i.e. movies. Movie review dataset (Refer Section
4.2.2) contains reviews on various movies by cri-
tiques.

4.1 Tools and Algorithms

This section provides a brief details of the machine
learning algorithms used in the experiments.

4.1.1 Naive Bayes (NB)
Naive Bayes Classifier uses Bayes Theorem,
which finds the probability of an event given the
probability of another event that has already oc-
curred. Naive Bayes classifier performs extremely
well for problems which are linearly separable and
even for problems which are non-linearly separa-
ble it performs reasonably well. We used the al-
ready implemented Naive Bayes implementation
in Weka2 toolkit.

4.1.2 Multi-Layer Perceptron (MLP)
Multi Layer perceptron (MLP) is a feed-forward
neural network with one or more layers between
input and output layer. Feed-forward means that
data flows in one direction from input to output
layer (forward). We used the already implemented
MLP in Weka toolkit.

4.1.3 Support Vector Machine (SVM)
This classifier constructs N-dimensional hyper-
plane which separates data into two categories.
SVM models are closely related to a Neural Net-
work. SVM takes the input data and for each input
data row it predicts the class to which this input
row belongs. SVM works for two class problems
and is a non probabilistic binary linear classifier.
We used libSVM3 classifier which is available as
a add on to Weka toolkit.

4.2 Datasets

This section provides a brief details of the datasets
used by us in our experiments.

4.2.1 Product Review Dataset
Multi-Domain Sentiment Dataset (Version 2.0)4

(Blitzer et al., 2007) contains product reviews
taken from Amazon.com belonging to different
(total 25) categories like apparels, books, toys and

2http://www.cs.waikato.ac.nz/ml/weka/
3http://weka.wikispaces.com/LibSVM
4http://www.cs.jhu.edu/m̃dredze/datasets/sentiment/
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games, videos, etc. We considered 4000 posi-
tive and 4000 negative reviews randomly sampled
from 5 domains. Domains were chosen with ut-
most care so that they can represent non intersect-
ing domains and 800 reviews of each polarity i.e.
positive and negative are taken from each domain.

4.2.2 Movie Review Dataset
Polarity Dataset (Version 2.0)5 (Pang and Lee ,
2004) contains 1000 positive and 1000 negative
processed movie reviews on various movies. Re-
views are pre-processed and divided into two cat-
egories positive and negative.

5 Experiments

We performed various experiments on the review
data which were based on NLP techniques like n-
gram, POS-Tagged n-grams, etc. We divided our
work in two approaches.

5.1 Simple NGram Approach
While classifying the review the lexical informa-
tion plays a very important role. The lower order
n-grams i.e. unigrams and bigrams does not carry
much information as compared to the higher or-
der n-grams like trigrams or beyond. For example
consider the phrase “not good product”, here un-
igrams formed are ’not’,’good’ and ’product’ but
they does not carry sufficient information for po-
larity classification. When we move to bi-grams
“not-good” and “good product”, “good-product”
has a sentiment towards positive polarity and “not-
good” is negating the positivity of good but the
trigram “not good product” gives enough informa-
tion to classify the trigram in negative class.

We experimented with different N-grams varia-
tion (unigram, bigram and trigrams) and its combi-
nations (unigram + bigram and unigram + bigram
+ trigram ). The results (Refer Table 1) shows
that the presence of trigrams with bigrams and un-
igrams has a favourable effect on classification of
the reviews as positive and negative.

5.2 POS-Tagged NGram Approach
In this approach we used the part of speech infor-
mation to deduce the opinion and subjective in-
formation in a given text. Adjective and Adverbs
play an important role in deducing the subjective
information since they reflect the qualitative judg-
ment about a text. In this approach we create

5http://www.cs.cornell.edu/People/pabo/movie-review-
data/

Movie
Reviews

Product
Reviews

Unigram only 64.1 42.91
Bigram only 76.15 69.62
Trigram only 76.1 71.37
(Uni + Bi) gram 77.15 72.94
(Uni + Bi + Tri) gram 80.15 78.67

Table 1: Results of Simple NGram

Movie
Reviews

Product
Reviews

POS-(U + B + T)-JJ 75.00 50.425
POS-(U + B + T)-RB 65.50 36.76
POS-(U + B + T)-(JJ
+ RB)

76.50 62.06

Table 2: Results of POS-Tagged NGram. U = Un-
igram, B = Bigram, T = Trigram

trigrams, bigrams, unigrams of only those words
whose part-of-speech tag is either Adjective (JJ)
or Adverb (RB). For trigram we have *-JJ/RB-
*, Bigrams *-JJ/RB or JJ/RB-* and unigrams are
JJ/RB. here * signifies any other pos-tag. Con-
sider this review “This is a good product”, POS-
tagged output of this review is “this DT is VBZ
a DT good JJ product NN”. For this review we
have 1 trigram “a-good-product”, 2 bigrams “a-
good” “good-product” and 1 unigram “good“.

Similarly we find possible n-grams for RB Tag.
After forming these NGrams we apply our algo-
rithm and based on the score we get from both the
positive and negative model we deduce the nature
of the opinion. Table 2 reports the accuracy of our
scoring function on the two datasets after consid-
ering different variation of POS-tags such as only
adjectives (JJ), only adverbs (RB) and both com-
bined together.

In a variation to the above approach, we also
incorporated negation handling and observed an
increment in the overall performance. For nega-
tion handling our approach was: first we identi-
fied all the words with pos-tag JJ/RB. Then for
negation handling we took a sliding window of
1-3 words in left from that word. If any of the
words in this window were string ’not’ then we
modified the original word by appending a # sign
in front of it. This # sign signified that the word
was preceded by a negative word. Consider this
review “This is not a good product”, POS-Tagged
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Movie
Reviews

Product
Reviews

POS-(U + B + T)-JJ 75.80 51.50
POS-(U + B + T)-RB 65.9 37.55
POS-(U + B + T)-(JJ
+ RB)

77.35 62.75

Table 3: Results of POS-Tagged NGram with
Negation Handling. U = Unigram, B = Bigram,
T = Trigram

output of this review is “this DT is VBZ not RB
a DT good JJ product NN”. Now for this review
if we make trigrams, bigrams and unigrams with-
out negation handling, they will be 2 trigrams “is-
not-a” “a-good-product”, 4 bigrams “is-not” “not-
a” “a-good” “good-product” and 2 unigram “not”
“good“.

None of these n-grams show the effect of not
on good but if we do negation handling then
the n-grams formed will be 2 trigrams “is-not-
a” “a-#good-product”, 4 bigrams “is-not” “not-a”
“a-#good” “#good-product” and 2 unigram “not”
“#good”.

After negation handling n-grams formed clearly
indicates that the information of a negative word
”not“ preceded by good is incorporated. Table 3
reports the accuracy of our scoring function on the
two datasets after applying negation handling.

To assert the performance of our scoring func-
tion, we formed a feature vector with features
very closely similar to our scoring function. In
our scoring function we considered the count of
n-grams matched and the feature vector is also
formed with the same information. Features are
selected in a way that they only differ in terms
of weighted parameters(x, y, z) from the scoring
function. Our feature vector composed of 6 fea-
tures + class which are calculated from the an-
notated data. Our features were < PUM, PBM,
PTM, NUM, NBM, NTM, class > where PUM
= Positive Unigram Matched, PBM = Positive Bi-
gram Matched, PTM = Positive Trigram Matched,
NUM = Negative Unigram Matched, NBM = Neg-
ative Bigram Matched, NTM = Negative Trigram
Matched and class = Actual class of the review.
We formed this feature vector for both the above
mentioned approaches.

5.3 Feature Vector Approach

In the above two approaches (N-gram and POS
tagged approach) we devised our own scoring
function and calculated the polarity of an opin-
ion but it might be the case that the function we
used are biased, so in this approach we divided the
dataset into training and testing set and extracted
the features for the training set and formed fea-
ture vector for each of the opinion, we used ma-
chine learning algorithms for classification. We
used WEKA toolkit for classification of the test-
ing set (opinions). The feature vector was devised
for both approaches.

For NGram and POS-tagged feature vector was
the same as mentioned above. Table 4 reports the
accuracy of machine learning approach on Simple
NGram and POS-Tagged NGram approaches.

We also combined Approach 1 (Simple NGram)
and Approach 2 (POS-Tagged NGram) and the
results were as shown in Table 5. Feature Vec-
tor for the combined training was < PUM,
PBM, PTM, NUM, NBM, NTM, pt-PUM, pt-
PBM, pt-PTM, pt-NUM, pt-NBM, pt-NTM,
class > where where PUM = Positive Uni-
gram Matched, PBM = Positive Bigram Matched,
PTM = Positive Trigram Matched, NUM =
Negative Unigram Matched, NBM = Negative
Bigram Matched, NTM = Negative Trigram
Matched, pt-PUM = POS-Tagged Positive Uni-
gram Matched, pt-PBM = POS-Tagged Positive
Bigram Matched, pt-PTM = POS-Tagged Posi-
tive Trigram Matched, pt-NUM = POS-Tagged
Negative Unigram Matched, pt-NBM = POS-
Tagged Negative Bigram Matched, pt-NTM =
POS-Tagged Negative Trigram Matched and class
= Actual class of the review

6 Result Analysis

In this section we compare the performance of our
algorithm with the machine learning algorithm.
Our algorithm reported accuracy well in consis-
tence with machine learning algorithms. Among
the various experiments done in approach 1 (Sim-
ple NGram) for movie review dataset, our algo-
rithm reports maximum accuracy for (unigram +
bigram + trigram) which is 80.15 and close equiv-
alent to machine learning algorithm. SVM re-
ports 81.15 and MLP reports 81.05 accuracy for
(unigram + bigram + trigram) combination. For
product review dataset also, results are closely re-
lated. Our algorithm reports accuracy of 78.76
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Movie Reviews Product Reviews
NB MLP SVM NB MLP SVM

NGram Feature 75.50 81.05 81.15 62.50 79.27 79.40
POS-Tagged Feature 72.35 76.35 75.45 68.81 70.87 67.88
POS-Taged Feature with Negation Handling 72.80 76.65 75.00 68.83 70.95 67.95

Table 4: Results of Approach 1 and Approach 2 on Machine Learning Algorithms

Movie Reviews Product Reviews
NB MLP SVM NB MLP SVM

Simple + POS-Tagged NGram Feature 78.05 81.60 78.45 69.25 79.47 78.86
Simple + POS-Tagged NGram with Nega-
tion Handling Feature

79.35 81.60 78.50 69.17 79.39 79.03

Table 5: Results of Approach 1 Approach 2 Combined on Machine Learning Algorithms

while SVM reports 79.4 and MLP reports 79.27.
This shows that our algorithm performs as good
as supervised learning approach and the selection
of the parameters x, y, z in our algorithm are close
to accurate.

For approach 2 (POS-Tagged NGram), we ob-
served a similar adjacency between our algorithm
and machine learning. For movie review dataset
our algorithm performed best for (JJ + RB + Nega-
tion Handling) and accuracy attained was 77.35
which is higher than that achieved using SVM
(75) and MLP (76.65). In case of product re-
view dataset accuracy attained by our approach
was 62.75 while the machine learning algorithms
SVM (67.95) and MLP (70.95) dominated.

An observation we made while experimenting
was that our model performs well when the re-
views are domain specific (i.e. movie review) but
when it comes to a larger or multiple domains
(multi category product reviews) our performance
drops down. Possible reason behind this could be
that when we train on multiple categories together
there may be cases that a specific category per-
formes poorly and thus it pulls the over all per-
formance down.

Main problem while dealing with sentiment
analysis on reviews is that reviews span over
multiple sentences. There are cases when a re-
view contains multiple sentences and among them
few sentences have opposite sentiment. For ex.
“This movie was superb, good dialogs and ac-
tion. The plot was awful”. In this review the
first sentence shows positive polarity and the sec-
ond sentence show negative polarity. It may be
the case that though the review was rated posi-

tive by the reviewer but the negative scored domi-
nated and hence our system classified this as neg-
ative. This problem sometimes also occur within
the sentence. Consider this review ”This mobile
phone has awesome features but the camera really
sucks”. In this sentence, the part before ’but’ is
positive and the part after but is negative. This
review is neither positive nor negative and fails
while classifying.

7 Conclusion

Based on these basic experiments which are sim-
ple to understand and perform one can get a ap-
proximate idea of the sentiments carried by re-
views. We have presented simple techniques
which are not restricted to review domain. With
small simple modifications one can extend this
work to various spheres like blogs, news (though
we have not tested for the same and thus we make
no claims). We obtained a general increment of 2-
5% from the work done previously. This work will
provide enough help to business industry to ana-
lyze what consumers think about their company
and products.
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