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Abstract

To write Punjabi language, Punjabi speakers
use two different scripts, Perso-Arabic (re-
ferred as Shahmukhi) and Gurmukhi. Shah-
mukhi is used by the people of Western Pun-
jab in Pakistan, whereas Gurmukhi is used by
most people of Eastern Punjab in India. The
natural written text in Shahmukhi script has
missing short vowels and other diacritical
marks. Additionally, the presence of ambigu-
ous character having multiple mappings in
Gurmukhi script cause ambiguity at character
as well as word level while transliterating
Shahmukhi text into Gurmukhi script. In this
paper we focus on the word level ambiguity
problem. The ambiguous Shahmukhi word to-
kens have many interpretations in target Gur-
mukhi script. We have proposed two different
algorithms for Shahmukhi word disambigua-
tion. The first algorithm formulates this prob-
lem using a state sequence representation as a
Hidden Markov Model (HMM). The second
approach proposes n-gram model in which the
joint occurrence of words within a small win-
dow of size £ 5 is used. After evaluation we
found that both approaches have more than
92% word disambiguation accuracy.

1
1.1

Introduction

Shahmukhi Script

Shahmukhi is a derivation of the Perso-Arabic
script used to record the Punjabi language in
Pakistan. Shahmukhi script has thirty eight let-
ters, including four long vowel signs Alif |[s],
Vao s[v], Choti-ye <[j] and Badi-ye -[j].
Shahmukhi script in general has thirty seven
simple consonants and eleven frequently used
aspirated consonants. There are three nasal
consonants (5[n], o[n], o[m]) and one additional
nasalization sign, called Noon-ghunna o [n].
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In addition to this, there are three short vowel
signs called Zer <[1], Pesh &[] and Zabar &[]
and some other diacritical marks or symbols like
hamza ¢[1], Shad ¢, Khari-Zabar ©[s], do-Zabar
&[on] and do-Zer ¢[in] etc. Arabic orthography
does not provide full vocalization of the text, and
the reader is expected to infer short vowels from
the context of the sentence. Any machine trans-
literation or text to speech synthesis system has
to automatically guess and insert these missing
symbols. This is a non-trivial problem and re-
quires an in depth statistical analysis (Durrani
and Hussain, 2010).

1.2

The Gurmukhi script, standardized by Guru An-
gad Dev in the 16th century, was designed to
write the Punjabi language (Sekhon, 1996);
(Singh, 1997). It was modeled on the Landa al-
phabet. The literal meaning of "Gurmukhi" is
from the mouth of the Guru. The Gurmukhi
script has syllabic alphabet in which all conso-
nants have an inherent vowel. The Gurmukhi
alphabet has forty one letters, comprising thirty
eight consonants and three basic vowel sign

bearers. The first three letters Ura 8[u], Aira ™

Gurmukhi Script

[2] and Iri €[1] of Gurmukhi alphabet are unique

because they form the basis for vowels and are
not consonants. The six consonants are created
by placing a dot at the foot (pair) of the existing
consonant. There are five nasal consonants

(=[ns], E[na], €[Nn], &[n], H[m]) and two addi-
tional nasalization signs, bindi < [n] and tippi <"

[n] in Gurmukhi script. In addition to this, there
are nine dependent vowel signs (or diacritics)

(zlul, @ [u], 3[o], =e], fo(1], <A, [e], (e],

#[D]) used to create ten independent vowels (8
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[u], € [u], € [o], » [8], »r [a], f& [1], & [i], € [e],
W [a],
B[u], Aira W [8] and Iri €[1]. With the exception

W [D]) with three bearer characters: Ura

of Aira ™ [8] independent vowels are never used

without additional vowel signs. The diacritics
which can appear above, below, before or after
the consonant they belong to, are used to change
the inherent vowel and when they appear at the
beginning of a syllable, vowels are written as
independent vowels. Some Punjabi words re-
quire consonants to be written in a conjunct form
in which the second consonant is written under
the first as a subscript. There are three com-
monly used subjoined consonants as shown here

Haha I[h] (usage 3[n] + <z +J[h] = & [n"]), Rara
alr] (usage p] +
2[v] (usage A[s] + < + <[ v]

+ 3[r] =Y [pr"]) and Vava
= 7 [sv)).

1.3  Transliteration and Ambiguity

To understand the problem of word ambiguity in
the transliterated text let us consider a Shah-
mukhi sentence having total 13 words out of
them five are ambiguous. During transliteration
phase our system generates all possible interpre-
tations in target script. Therefore, with this input
the transliterated text has supplied all the am-
biguous words with maximum two interpreta-
tions in the Gurmukhi script as shown in Figure
1.

pf%ﬁ&@..fugz_uﬁw?g@w;w
for 29 fog A3 3 393<a M3 T fana3t
JHS T Hot faar

1s daur vic sabh tom takatvar até calak viaktl
kabilé da mukhi riha

Shahmukhi Input
béﬁgjrj L’ u’wu; 15”'61 33

R

i B Transliteration g3 w3 3 § = éa ﬁm -

L Word Disambiguation l
faor it = o= fevadt o w?smea? 7 feg éa ﬂm

Figure 1. Word level Ambiguity in Transliter-
ated Text

In a bigram statistical word disambiguation
approach, the probability of co-occurrence of
various alternatives such as <bos> f&H |<bos>
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g, fovr 39 | @ ¥, ol 9 | @9 g8, ¥ eS|
©d feu, A3 3 | #3 3, 3 3&3<9 | 3 I3,

IF3ed W3 | II3<d €3, W3 T8 | €3 I8,
T Wl | T WY, and Wt faar | Wt fgaT are exam-

ined in the training corpus to estimate the likeli-
hood. If the joint co-occurrence of following

<bos> fom, fom €9, B9 fe9, A8 3, 3 3u3<q,
IE3ed M3, M3 TS, T HHl, and W faTr bi-

gram tokens are found to be more likely then the
disambiguation will decide f&H, 89, 3, ™3 and

Ht respectively as expected. Unfortunately, due

to limited training data size or data sparseness it
is quite probable that some of the alternative
word interpretations are missing in the training
corpus. In such cases additional information
about word similarity like POS tagger and the-
saurus may be helpful.

1.4 Causes of Ambiguity

The most common reasons for this ambiguity are
missing short vowels and the presence of am-
biguous character having multiple mappings in
Gurmukhi script.

Sr Word Possible Gurmukhi
without Transliteration
diacritics

1 S TE Jgall, [IS /gily, TS

/gull/, I1S /gul/

2 F 39 /tak/, 3 /takk/, 3 /tuk/

3 ¢ HE/makkhi/, Heft/mukhi/

4 o I6 /han/, IE /hun/

5 & A8 jithe/, 78 /jathe/

6 (uy [GHE /disda/, €HE" /dassda/

7 1 ™ /akk/, €S /ikk/

8 o H<ljaty, de jutt/

9 o1 SH /us/, fEA fis/

10 > M3 /ate/, @3 /utte/

Table 1. Ambiguous Shahmukhi Words without
Short Vowels

In the written Shahmukhi script, it is not man-
datory to put short vowels, called Aerab, below
or above the Shahmukhi character to clear its
sound leading to potential ambiguous translitera-
tion to Gurmukhi as shown in Table 1. In our
findings, Shahmukhi corpus has just 1.66% cov-
erage of short vowels &[o] (0.81415%),



2[1](0.7295%), and (0.1234%) whereas the
equivalent fi:[1] (4.5462%) and <[] (1.5844%)

in Gurmukhi corpus has 6.13% usage. Hence, it
is a big challenge in the process of machine
transliteration process to recognize the right
word from the written (without diacritic) text
because in a situation like this, correct meaning
of the word needs to be corroborated from its
neighboring context.

Secondly, it is observed that there are multiple
possible mappings in Gurmukhi script corre-
sponding to a single character in the Shahmukhi
script as shown in Table 2. Moreover, the shown
characters of Shahmukhi have vowel-vowel,
vowel-consonant and consonant-consonant map-

ping.

thesaurus (Resnik, 1992, 1995); (Jiang and Con-
rath, 1997); is presented in the literature.

Possible Gurmukhi
Transliteration

Sr Word with
Ambiguous Char.

1 o V] g / khah/, 39 /khoh/

2 5 ol UG /pio/, WG /pio/
’ o5 <l 96 /cén/, TI6 /e,
96 /cain/
4 e oln] e /janda/, e
) /janda/
5 (o9 s[v], w[n] HY&' /slicna/, AgaT
' /socana/
6y olil.o[n] ==/den, ¥ dm/

Sr Char. Gurml?;[(ﬁlit}\ljlfppings

1 s[vl [V 3o, F[0], &[], ¢ [ul, € o]
2 gl [, fo [10, 2 [e], D[], i), T[]
3 yln] & [n], &[], = [, <[]

Table 2. Multiple Mapping into Gurmukhi Script

For example, consider two Shahmukhi words
% /ctn/ and v /r0s/ having the presence of an
ambiguous character [i] and s[o] respectively.
Our transliteration engine discovers the corre-
sponding word interpretations as 96 /cén/, OIS

/cin/, or 9 /cain/ and SH /ros/, or gH /rus/ re-

spectively. Furthermore, both the problems may
coexist in a particular Shahmukhi word, for ex-

ample, the Shahmukhi word . /bandi/ which
has different gect/bandi/,

geai/bundi/, €<t/bandl/ or f&</bindl/ in Gur-

mukhi script due to ambiguous character ¢[n]
and missing short vowel. More sample cases are
shown in Table 3.

Another variety of word ambiguity mostly
found in machine translation systems is where
many words have several meanings or sense.
The task of word sense disambiguation is to de-
termine which of the sense of an ambiguous
word is invoked in a particular use of the word.
This is done by looking at the context of the am-
biguous word and by exploiting contextual word
similarities based on some predefined co-
occurrence relations. The various types of dis-
ambiguation methods where the source of word
similarity was either statistical (Schutze, 1992);
(Dagan et al. 1993, 1995); (Karov and Shimon,
1996); (Lin, 1997); or using a manually crafted

four forms

Table 3. Shahmukhi Words with Multiple Gur-
mukhi Mappings

In this paper we have proposed two different
algorithms for Shahmukhi word disambiguation.
The first algorithm formulates this problem us-
ing a state sequence representation as a Hidden
Markov Model (HMM). The second approach
uses n-gram model in which the joint occurrence
of words within a small window of size + 5 is
used.

2 The Level of Ambiguity in Shah-

mukhi Text

We have performed experiments to evaluate how
much word level ambiguity is present in the
Shahmukhi text. In order to measure the extent
of such ambiguous words in a Shahmukhi corpus
we have analyzed the top, most frequent 10,000
words obtained from the Shahmukhi word list
that was generated during corpus analysis. The
result of this analysis is shown in Table 4.
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Sr. Most Frequent Percentage of

Words Ambiguous
words

1 Top 100 20%

2 Top 500 15.8%

3 Top 1,000 11.9%

4 Top 5,000 4.72%

5 Top 10,000 3.6%

Table 4. Extent of Ambiguity in Top 10K words
of Shahmukhi Corpus

Observations:

e Most frequent words in Shahmukhi corpus

have higher chances of being ambiguous.

In this test case the maximum amount of
ambiguity is 20% which is very high.



e The percentage of ambiguity decreases
continuously while moving from most
frequent to less frequent words within the
list.

The ambiguous words in Top 10,000 data-
set have maximum four interpretations in
Gurmukhi script with 2% coverage
whereas the amount of three and two
Gurmukhi interpretations is 12% and 86%
respectively as shown in Figure 2.

Four Gurmukhi
Interpretations
2%

Three Gurmukhi
Interpretations
12%

Two Gurmukhi
Interpretations
86%
Figure 2. Number of Gurmukhi Interpretations
of Ambiguous words in Top 10K Dataset

Additionally, a similar experiment was per-
formed on a Shahmukhi book having a total of
37,620 words. After manual evaluation, we dis-
covered that the extent of ambiguous words in
this book was 17.12%. Hence, both the test cases
figure out that there is significant percentage of
ambiguous words in Shahmukhi text and must
be addressed to achieve higher rate of translitera-
tion accuracy.

3 The Approach

At the outset, all we have is the raw corpora for
each (Shahmukhi and Gurmukhi) script of Pun-
jabi language. The properties of these corpora
are presented in Table 5. The majority of Shah-
mukhi soft data was found in the form of InPage
software files. This soft data was converted to
Unicode format using the InPage to Unicode
Converter. A corpus based statistical analysis of
both the corpora is performed. We have started
from scratch and created the required resources
in Unicode for both Shahmukhi and Gurmukhi
scripts. The size of Gurmukhi training data used
for word disambiguation task is shown in Table
6.
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N-gram models are used extensively in lan-
guage modeling and the same is proposed for
Shahmukhi word disambiguation using the target
script corpus. The N-grams have practical ad-
vantages to provide useful likelihood estimations
for alternative reading of language corpora.
Word similarities that are obtained from N-gram
analysis are a combination of syntactical, seman-
tic and contextual similarities those are very
suitable in this task of word disambiguation.

Punjabi Corpus  Unique Text
Script Size words Source
Gurmukhi 7.8m  1,59,272 Daily and re-
Shahmukhi 8.5m  1,79,537 gional news
papers, reports,
periodicals,
magazines,

short stories and
Punjabi litera-
ture books etc.

Table 5. Properties of Shahmukhi and Gurmukhi
Corpora

We have proposed two different algorithms for
Shahmukhi word disambiguation. The first algo-
rithm formulates this problem using a state se-
quence representation as a Hidden Markov
Model. The second approach uses n-gram model
(including the right side context) in which the
joint occurrence of words within a small window
of size £ 5 is used.

Training Data Size
(Records)
Gurmukhi Word Frequency List 87,962
Gurmukhi Bigram List 265,372
Gurmukhi Trigram List 247,010

Table 6. Training Data Resources

3.1 Word Disambiguation using HMM

Second order HMM is equivalent to n-gram lan-
guage model with n=3 called trigram language
model. One major problem with fixed n models
is data sparseness. Therefore, one good idea to
smooth n-gram estimates is to use linear interpo-
lation (Jelinek and Mercer, 1980) of n-gram es-
timates for various n, for example:

P(Wn | Wn—lwn—2) =

ﬂ'IPI (Wn | Wn—lwn—Z) + /12P2 (Wn | Wn—l) + /13P3 (Wn)
where Zi A =land 0< 4 <1 ()

The variable n means that we are using tri-
gram, bigram and unigram probabilities together
as a linear interpolation. This way we would get
some probability of how likely a particular word
was, even if our coverage of trigram is sparse.



Now the next question is how to set the parame-
ters A, . Thede and Harper, (1999) modeled a

second order HMM for part of speech tagging.
Rather than using fixed smoothing technique,
they have discussed their new method of calcu-
lating contextual probabilities using the linear
interpolation. This method attaches more weight
to triples that occur more often. The formula to
estimate contextual probability is:

P(Tp =w, |z'p71 =W;,T,, =w, )=

N N
k3.C—3+ (1—k3)k272

2 1
log, (N, +1)+1
= ; an
log,(N;+1)+2
_log, (N, +1)+1
log,(N, +1)+2
The equation 2 depends on the following
numbers:

+(1-ky)1 —kz).%

0

where £k,

3)

2

N, : Frequency of trigram w,w W, in Gurmukhi
corpus

N, : Frequency of bigram w;w, in Gurmukhi
corpus

N, : Frequency of unigram w, in Gurmukhi cor-
pus

C, : Number of times bigram w,w; occurs in
Gurmukhi corpus

C, : Number of times unigram w; occurs in

Gurmukhi corpus
C, : Total number of words that appears in

Gurmukhi corpus

The formulas for k, and k, are chosen so that
the weighting for each element in the equation 2
for P changes based on how often that element
occurs in the Gurmukhi corpus. After compar-
ing the two equations 1 and 2, we can easily un-
derstand that:

A=k A =(0-k)k,; A4, =(1-k)(1-k,)
and satisfy the condition zi A,=1;0<4 <1
We build an HMM with four states for each
word pair, one for the basic word pair, and three
representing each choice of n-gram model for

calculating the next transition. Therefore, as ex-
pressed in equation 2 and 3 of second order

HMM, there are three ways for w'={TH or ©H
or fer} to follow w'w” (g= 3) and the total

probability of seeing w* next is then the sum of
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each of the n-gram probabilities that adorn the
arcs multiplied by the corresponding parame-

ter0 < A, <1. Correspondingly, the fragment of

HMM for ambiguous Gurmukhi word sequence
ge 3 ©H is shown in Figure 3 where the first two

consecutive words have two forms {IJ& or IT}
and {3 or i;?} where as the third consecutive
Gurmukhi word has three forms like {€H or ©H
or feA}.

Figure 3. A Fragment of Second Order HMM for
ge3TH
To calculate the best state sequence we have

modeled Viterbi Algorithm, which efficiently
computes the most likely state sequence.

3.2 Word Disambiguation using +5 Win-

dow Context

This n-gram based algorithm performs word dis-
ambiguation using the small window context of
size £5. This context is used to exploit the con-
textual, semantic and syntactical similarities
based on the information captured by an n-gram
language model. The structure of our small win-
dow context is shown in Figure 4.

Left Context Ambiguous | Right Context
¢ Word »
1 2 ? 4 5
i-2 i-1 i i+l i+2

Figure 4. Structure of £5 Window Context

The disambiguation task starts from the first
word of the input sentence and attempts to inves-
tigate co-occurrence probabilities of the words
present in the left and right of the ambiguous
word within the window size. Unlike HMM ap-
proach which is based on linear interpolation of
n-gram estimates (Jelinek and Mercer, 1980),
this algorithm works in a back off fashion as
proposed by Katz (1987) in which it first relies



on highest order trigram model to estimate the
joint co-occurrence possibility of alternative
word interpretations to select the most probable
interpretation. For example, consider the follow-
ing Shahmukhi sentence with three ambiguous
words as:

gy Jf
e K K
{en €7 fen} (3 3} (TI5 J5)

The initial ambiguity is {IJ& /han/ | IE€ /hun/},
{3 o/ | 3 /tim/} and {TH /das/ | € /dass/ |
fen /dis/}. The left and right context probabili-

ties of the first ambiguous word are shown in
Table 7.

biguity is now reduced to g 3 {€H ©H fer}.

The next ambiguity is lying in the last word of
the sentence so it has only left context as shown
in Table 9. After evaluating the left context co-
occurrence for all the three word forms the sys-
tem found that the valid co-occurrence is P(d<,

3, ©H) and on this basis word €H is selected.
Finally, the output of the system is g€ 3 ©H as

expected.
Right Left Context
Context Bigram Trigram
©H N.A. PG, ©H) P@TE, 3, ©H)
- P=0020768 P=0
©H N.A. PE,€H) P@EE 3, ©R)
- P=0.003980 P=0.037383
fer N.A. PE. fed)  PEeE, 3, fem)
- P=0.000028 P=0

Right Context Left Context
Bigram Trigram Bigram Trigram
I P@Es, 3 PEs,3  P(_,35 P(_._.
o o IS
E) EA=] )
©H |fen)
P= 0.000519 0.0 0.001613 0.001673
g= PEE 3 PEE3| P(_.T®) PL._,
E) 3| e
©H [fem)
P=0.015945 0.037383 0.063967 0.064930
Table 7. Context Window Probabilities for I&
and g€ Words

Clearly, word dJ€ is selected because it has

higher trigram co-occurrence probability. Now
the sentence ambiguity is reduced to g€ {3 ES

{TH | ©H [feA}. The estimation of co-occurrence

probability for next ambiguous word is shown in
Table 8.

Table 9. Context Window Probabilities for ©H,
©H and feH Words

Unlike the above example, there is a situation
when the higher order joint co-occurrence is
found to be zero in the training corpus. In this
situation the proposed algorithm will back off to
next lower n-1 gram model.

4 Example

Following is the N-gram and HMM outputs of
word disambiguation task for the sample text
downloaded from the article available on the
web site Attp.//www.likhari.org

Input Text

F e arl U3 $4 A GIT S U es e U

/fg,wldb dlﬁ‘oo dgpuuﬂkjp{.ug/,/’{‘uﬁj iy

Right Context Left Context
Bigram Bigram Trigram

3 PEEARH P@EE3I) P(_,TE3)

e

P=0.000492 P=0.006519  P=0.003341
3 PEEARA PEEI) P(_.TEID)

fem)

P=0.005019 P=0.009426  P=0.012454

Table 8. Context Window Probabilities for 3 and
3 Words

As expected, word ‘g’ is selected by the system

using left trigram context and the sentence am-
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oo LS AU Sun L 258
& L6 UL e b U
S LUgsd 205 Sk e
SALEE U U e 5 L U U
‘adwgwu”’fz@wi’%w{—ﬂuiu@dc?ﬂ/,

U e St e o S
Romanized:

astm gall tam karadé ham ki astm apni mam bolt
ntim usda banda hakk divaun lai purzor ham par



sadia akkham samhné hi pafijabi nal usde ghar
vic hi na imsafi ho rahi hai t& asim phir cupp kar
k& ih sabh vekh rah& ham bharat até pakistan
dovam mulkam vallom pafjabi la1 safijhé mafic
te kamm kita ja riha hai pichl€ dinTm bambi vic
j0 kujjh vapria us né sari duniam niim hila k&
rakkh ditta is nal dovam mulkam d€ rishté tarke
han par buddhijivi varag num ikk gall apane zi-
han vic rakkhni cahidi hai ki sarhaddam né&
zamin vandi hai zaban nahim

N-gram Output:

WH I8 3t I I fo i st o 9 § g
Heo I9 foe@s ®H yand IF ug Ffg iyt
A & Urst o8 @R w3 feg &t & At 9
IIt I 3 A fog TU 99 A g A8 /Y II I
Ho 33 &3 7 foor 9 fuss fest d9ud feg =
9% TUfgT GF & A TS § fow 3 I €3
for &5 o Hoa' © fgu3 334 I6 Ud gdiHet
=391 § e 315 " frigs feg St odel J fa
AIIT & s 2 I A9S It

Ambiguous words (Total =15 i.e. 14.285%)
Js s Is IB}E ST o= Y
yg) (Arfsmr A (3 €3} (8H o) (§ &) (I
gu} (fer GF WAy (Es T} (e Yy &) (R
WS ) (313 078 IS I8}

2nd Order HMM Output:

WH 318 3t SIe T o i st HF S9E § g
A & Urst o8 @R w3 feg &t & At 9
TGt I 3 oAl fog YU 99 9 g A8 */Y II I
Ho 3K &3 7 foar I fuss fodt dudt feg n
9% TUfg §R & A gé § fawr 3 Iy i€
A &5 o yo o © fou3 334 I6 Ud gdiHet
=391 § B 378 mue frigs feg Sust vdi<t I fa
AT & Mits € I T st

This sample input text has 105 words in total
and around 14.28% ambiguity at word level.
While processing, the disambiguation task iden-
tified that there are fifteen (bold face) words that
are ambiguous, i.e. having two, three, and four

interpretations in Gurmukhi script. The disam-
biguation results of this sample input show that
out of fifteen ambiguous words fourteen have
been correctly disambiguated by both the N-
gram and HMM algorithms whereas only one
wrong word AT /sadia/ is mistakenly chosen

by N-gram approach that has correctly recog-
nized as AEMI /sadia/ by the HMM algorithm.

5 Experiments and Results

The natural sources of Shahmukhi text are very
limited. With this limitation we have identified
the available online and offline sources and three
different test sets are taken from different do-
mains as shown in Table 10. After manual
evaluation, the word disambiguation results on
the three datasets are given in Table 11. The
overall 13.85% word ambiguity corresponding to
all datasets has a significant value. The upper
bound contribution is from Set-1(book) having a
highest percentage 17.12% of word ambiguity
and the corresponding performance of two dif-
ferent disambiguation tasks is also highest.

Test Data Word Source

Size
Set-1 37,620 Book
Set-2 39,714 www.likhari.org
Set-3 46678 www.wichaar.com
Total 1,24,012

Table 10. Description of the Test Data

We have evaluated both HMM and N-gram
algorithms on these datasets and the results of
this experiment have shown that the accuracy of
N-grams and HMM based algorithms is 92.81%
and 93.77% respectively. Hence, the HMM
based approach has outperformed marginally.

Test Data Word N-gram 2" order
Ambiguity size£5 HMM
Set-1 N N o
(book) 17.121%  95.358%  95.870%
Set-2 N N o
(likhari.org) 12.587%  91.189%  91.629%
Set-3
. 11.85% 91.892%  93.822%
(wichaar.com)
Total 13.85%  92.813%  93.773%
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Table 11. Word Disambiguation Result

The accuracy of both algorithms is more that
92%, indicating there is still room for improve-
ment. A comparative analysis of both outputs is
performed. We found that there are cases when
both HMM and N-gram based methods indi-
vidually outperform as shown in Table 12 row 1



& 2 and row 3 & 4 respectively. However, there
are various cases in which both approaches fail
to disambiguate either partially or fully as shown
inrow 5 & 6 of Table 12. It is observed that due
to lack of training data both the proposed ap-
proaches have failed to distinguish correctly like
w3 /até/ or €3 /uttd/ as shown in 5™ row of Table

12. Similarly, in some other cases system fails
to predict name entity abbreviations as shown in
6" row of Table 12.

We can produce better results in the future by
increasing the size of the training corpus and by
exploiting contextual word similarities based on
some predefined co-occurrence relations.

Sr. N-gram Output Word Ambiguity 2" order HMM Output
Correct= ¥

1 gt eg 3g fod I8 39 & fad It @9 3o fed I8 3 AN
J gBH T TET II& FE 3 gBH T THIT IIS FH
IfEMg T 38 95 Ug RO w3 fanig ¥ Faygs I T 82 95 I A3
WSHHG T We e MUE It TEHUS YUT w3 €3y "OHHG T We F9s T Jt
SIS FIT HoT IS I TE) QIS FIT HoT IS
kaT var lokam vicom kujjh 1ok {ik akk ikk} {han hun} {par ~ kal var Iokam vicom kujjh 1ok
v1 ik k& zulam da takra karan pr pur} {até utte} {han hun}  v1 akk k& zulam da takra karan
laT hathiar cakk laind€ han par lat hathiar cakk laind€ han par
seédh ate anushasan di ghat sédh ate anushasan di ghat
karan apna hi nuksan karava karan apna hi nuksan karava
baithdé han baithde han

2 R wgfent 3 ferg < e e w3fent 3 fenrg < oA
B9 EF 33V BIET
apané ghardiam tam viah d1 as {tam tom} apané ghardiam tom viah di as
lah chadd lah chadd
H e v AR Je
bacpan vic astm unham kol {jande jande} bacpan vic asim unham kol
jande€ hunde st jande€ hundeg st

4 WS Y3 3 AU Hes B HITs A U3 3 AU3 Hes BE HiTs
RO 9id Jj8 Afos © feg ©aH 39 I VI HEH AT g JjF Afas © feg TaH
TR 3 G s At I )l ﬁﬁ“'s:l“'a%} TR R e Faet 9
saniim puttam tom sapat banan t6m tii t_- i i saniim puttam tom sapat banan
lat jtvan s€dh gurti granth sahib ¢ Omm;ﬁ}rii?lm mlllllrﬁ} mi lat jivan s€dh gurti granth sahib
dg vic daraj bani tom hi mil dg vic daraj bani tim hi mil
sakadt hai sakadt hai

5 N9 €3 w3 B Ifises Ifge NI €3 i3 © Ifises Ifae
Sd & HAHIZ < A3 UH W Jre 3V 63 9 & HAHIZ < A3 UH » Jrgt
mereé utt€ anuprit dé haimiltan (até utts)} mere utté anuprit d€ haimiltan
rahin kar k€ jasjit vi sade pas a rahin kar k& jasjit vi sade pas a
gat gal

6 Yerd B8R MG g (BF TR Y ) (s frsy  URAS R Wie T

profaisar &s ain mishra

{€s is ais} {ainin}

profaisar is ain mishra

Table 12. Sample Failure Cases
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