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Introduction

The EMNLP 2011 Workshop on Statistical Machine Translation (WMT-2011) took place on Saturday
and Sunday, July 30-31 in Edinburgh, Scotland, immediately following the Conference on Empirical
Methods on Natural Language Processing (EMNLP) 2011, which was hosted by the University of
Edinburgh.

This is the seventh time this workshop has been held. The first time was in 2005 as part of the ACL 2005
Workshop on Building and Using Parallel Texts. In the following years the Workshop on Statistical
Machine Translation was held at HLCT-NAACL 2006 in New York City, US, ACL 2007 in Prague,
Czech Republic, ACL 2008, Columbus, Ohio, US, EACL 2009 in Athens, Greece, and ACL 2010 in
Uppsala, Sweden.

The focus of our workshop was to use parallel corpora for machine translation. Recent experimentation
has shown that the performance of SMT systems varies greatly with the source language. In this
workshop we encouraged researchers to investigate ways to improve the performance of SMT systems
for diverse languages, including morphologically more complex languages, languages with partial free
word order, and low-resource languages.

Prior to the workshop, in addition to soliciting relevant papers for review and possible presentation,
we conducted a shared task that brought together machine translation systems for an evaluation on
previously unseen data. The results of the shared task were announced at the workshop, and these
proceedings also include an overview paper for the shared task that summarizes the results, as well
as provides information about the data used and any procedures that were followed in conducting or
scoring the task. In addition, there are short papers from each participating team that describe their
underlying system in some detail.

Like in previous years, we have received a far larger number of submission than we could accept
for presentation. This year we have received 42 full paper submissions (not counting withdrawn
submissions) and 47 shared task submissions. In total WMT-2011 featured 18 full paper oral
presentations and 47 shared task poster presentations.

The invited talk was given by William Lewis (Microsoft Research), Robert Munro (Stanford
University), and Stephan Vogel (Carnegie Mellon University).

We would like to thank the members of the Program Committee for their timely reviews. We also
would like to thank the participants of the shared task and all the other volunteers who helped with the
evaluations.

Chris Callison-Burch, Philipp Koehn, Christof Monz, and Omar F. Zaidan
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WMT 5-year Retrospective Best Paper Award

Since this is the Sixth Workshop on Statistical Machine Translation, we have decided to create a WMT
5-year Retrospective Best Paper Award, to be given to the best paper that was published at the first
Workshop on Statistical Machine Translation, which was held at HLT-NAACL 2006 in New York. The
goals of this retrospective award are to recognize high-quality work that has stood the test of time, and
to highlight the excellent work that appears at WMT.

The WMT11 program committee voted on the best paper from a list of six nominated papers. Five of
these were nominated by high citation counts, which we defined as having 10 or more citations in the
ACL anthology network (excluding self-citations), and more than 30 citations on Google Scholar. We
also opened the nomination process to the committee, which yielded one further nomination for a paper
that did not reach the citation threshold but was deemed to be excellent.

The program committee decided to award the WMT 5-year Retrospective Best Paper Award to:

Andreas Zollmann and Ashish Venugopal. 2006. Syntax Augmented Machine Translation via Chart
Parsing. In Proceedings of the Workshop on Statistical Machine Translation. Pages 138-141.

This short paper described Zollmann and Venugopal’s entry into the WMTO06 shared translation
task. Their system introduced a parsing-based machine translation system. Like David Chiang’s
Hiero system, Zollmann and Venugopal’s system used synchronous context free grammars (SCFGs).
Instead of using a single non-terminal symbol, X, Zollmann and Venugopal’s SCFG rules contained
linguistically informed non-terminal symbols that were extracted from a parsed parallel corpus.

This paper was one of the first publications to demonstrate that syntactically-informed approaches
to statistical machine translation could achieve translation quality that was comparable to — or even
better than — state-of-the-art phrase-based and and hierarchical phrase-based approaches to machine
translation. Zollmann and Venugopal’s approach has influenced a number of researchers, and has been
integrated into open source translation software like the Joshua and Moses decoders.

In many ways this paper represents the ideals of the WMT workshops. It introduced a novel approach
to machine translation and demonstrated its value empirically by comparing it to other state-of-the-art
systems on a public data set.

Congratulations to Andreas Zollmann and Ashish Venugopal for their excellent work!
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