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Abstract

In this paper, we describe a machine learn-
ing system based on rule and tree ensembles
for unrestricted coreference resolution. We
use Entropy Guided Transformation Learning
(ETL) and Decision Trees as the base learners,
and, respectively, ETL Committee and Ran-
dom Forest as ensemble algorithms. Our sys-
tem is evaluated on the closed track of the
CoNLL 2011 shared task: Modeling Unre-
stricted Coreference in OntoNotes. A prelim-
inary version of our system achieves the 6th
best score out of 21 competitors in the CoNLL
2011 shared task. Here, we depict the system
architecture and our experimental results and
findings.

Introduction

“She hada good suggestioand
it was unanimously accepted.”

there is a coreference between the prondtinghd
the noun phrased'good suggestidnin the follow-
ing sentence

“Sales of passenger cageew22%. The strong
growthfollowed year-to-year increases.”
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this paper, we use the tenmentionto mean a refer-
ence to an entity or event.

The CoNLL 2011 Shared Task (Pradhan et al.,
2011) is dedicated to modeling unrestricted coref-
erence in OntoNotes. The participants are provided
with a large corpus that contains various annotation
layers such as part-of-speech (POS) tagging, pars-
ing, named entities and semantic role labeling. The
task consists in the automatic identification of core-
ferring entities and events given predicted informa-
tion on other OntoNotes layers. A previous work on
modeling unrestricted coreference using an earlier
version of this corpus is presented in (Pradhan et al.,
2007).

In this paper, we describe the machine learning
approach that we used to the closed track of the
CoNLL 2011 Shared Task. Our system follows
the common strategy of recasting the problem as a

Unrestricted coreference resolution consists in iderflassification task. First, in a preprocessing step,
tifying coreferring entities and events in texts. Fo@ Set of candidate mentions is constructed. Next,
instance, in the sentence

also in the preprocessing step, pairs of candidate co-
referring mentions are generated. Then, each candi-
date pair of mentions is classified as co-referring or

not using a classifier learned from the annotated cor-
pus. Finally, a postprocessing step (clustering) re-

moves inconsistencies that would result of the pair-

wise classifications and constructs a partition on the
set of mentions. In our system, the learning mod-

ule is based on ensemble learning. We use Entropy
Guided Transformation Learning (ETL) (Milidiet

there is a coreference between the noun phrise “ al., 2008) and Decision Trees (DT) (Quinlan, 1993)
strong growth and the event grew’. Throughout

as base learners, and, respectively, ETL Commit-

* This work is partially funded by the FUNCAP grant 0011- €€ (dos Santos et al., 2010) and Random Forest
00147.01.00/09.

(Breiman, 2001) as ensemble algorithms.
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The remainder of this paper is organized as folthe mentions in the sentence of the closest preceding
lows. In Section 2, we present the corpus preantecedentm;.
processing and postprocessing steps. Our machinen the classification phase, the text is also exam-
learning modeling for the unrestricted coreferencened in a left-to-right manner. For each mention
resolution task is presented in Section 3. The expecandidate co-referring pairs are generated by pair-
imental findings are depicted in Section 4. Finallyjng it with a limited number of preceding mentions.

in Section 5, we present our final remarks. When using predicted mentions, we set this limit to
_ 60 (sixty). For the gold-mentions track, the limit is
2 CorpusProcessing set to 40 (forty).

In this section we describe some preprocessing ar2d3 Feature Engineering

postprocessing steps used in the proposed system. ) )
We use a set of 80 features to describe each pair of

2.1 Candidate Mention Extraction mentions (;, m;). The feature set includes lex-
For each text document, we generate a list of candf@/, morphological, syntactic, semantic and posi-
date mentions in the following way: tional information. Most of them are borrowed from
the works of Ng and Cardie (2002) and Sapena et al.
¢ all the noun phrases (NP) identified in the pro{2010). However, we also propose some new fea-
vided parsing tree are considered as candidateres. In the following, due to space constraints, we
mentions; briefly describe some of them. The features marked
o ] with * are the new proposed ones.
° egch pronoun is |solgtgdlly.cor.13|dered asacan-| avical: head wordof m;;; String matching
didate mention even if it is inside a larger NP; (head word ofjm; andm; (y/n); Both are pro-
e named entities in the categories Person (PEF@_ounsand their strings match (y/nprevious/Next

SON), Organization (ORG) and Geo-PoliticalWO Wordsof m;;; Lengthof m; ;; Edit distanceof
Entity (GPE) are isolatedly considered as can€2d Wordsm; ; is a definitive NP (y/n)m;; is a

didate mentions even if they are inside largef€monstrative N'_D (y/n).
NPs. Additionally, in order to better align with Morphological: - Both are proper namesnd

the OntoNotes mention annotation, a procesdN€lr strings match (y/n)3asic gender agreement
ing is performed to include possessive markg\/hlch use a list of proper names extracted from the

ws” and premodifiers such as “Mr.". training corpus (y/n)Gender/Numbeof m; /;; Gen-
der/Number agreemefytn), this and the previous

In the current version, our system does noteature are generated using the number and gender
consider verbs when creating candidate mentiondata provided by Bergsma and Lin (2006).
Therefore, the system does not resolve coreferencesSyntactic: POS tagof them;,; head wordPrevi-

involving events. ous/Next two POS tags m; ;; m; andm; areboth
_ _ _ . pronouns / proper namgyg/n); Previous/Next pred-
2.2 Candidate Co-referring Pairs Generation icateof m;;* Compatible pronounsvhich checks

In the training phase, we generate positive and negthether two pronouns agree in number, gender and
ative examples of co-referring pairs using a strategyerson (y/n)*;NP embedding leveNumber of em-
similar to the one of Soon et al. (2001). In theirbedded NP& m; /;*.

method, the text is examined in a left-to-right man- Semantic: the result of éaseline systepsense
ner. For each anaphoric mention, is generated a of them;,; head word;Named entitytype of m; /;;
positive example pair that includes; and its clos- m; and m; have thesame named entitySemantic
est preceding antecedemt;. A negative example role of m,; for the prev/next predicate*Concate-
is created form; paired with each of the interven- nation of semantic roles of nand ny for the same
ing mentionsm; 1, M2, ..., M;_1. We extend the predicate (if they are in the same sentenc&ame
Soon et al. (2001) approach by also including alépeaket (y/n); Alias (y/n); m; andm; have ahy-
positive and negative pairs that can be formed withernym/hyponymelation (y/n);m; andm; have the
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same semantic class (y/sym of distancelsetween Decision Trees: the C4.5 (Quinlan, 1993) system
m; andm; to their class. The last three features arés one of the most popular DT induction implemen-
generated using WordNet 3.0 (Miller, 1995). tation. It induces a tree based classifier using the
Distance and Position: Distance betweem; and training data information gain. In our experiments,
m; in sentences; Distance in number of mentionsye use the J48 tool, which is a DT induction sys-
Distance in number of person names (applies onkgm similar to C4.5. J48 is part of the WEKA data
for the cases whens; andm; are both pronouns or mining toolkit (Hall et al., 2009).
one of them is a person name)*; One mention is in Random Forest: is an ensemble method that uses

apposition to the other (y/n). DT as the base learner. In the Random Forest learn-
_ ing process (Breiman, 2001), first, bootstrap sam-
24 Clustering Strategy pling is employed to generate multiple replicates of

In order to generate the coreference chains, it i€ training set. Then, a decision tree is grown for
needed a strategy to create a partition in the mefach training set replicate. When growing a tree,
tions using the predictions for the candidate co? subset of the available features is randomly se-
referent pairs. This part of the coreference resolutiof§cted at each node, the best split available within
system is frequently calledustering strategyNg those features is selected for that node. In our ex-
and Cardie, 2002). Our system uses an aggressireriments, the WEKAs Random Forest implemen-
merge clustering approach similar to the one prd&tion is used.
posed by Mccarthy and Lehnert (1995). In this strat- Baseline System: the BLS classifies a candidate
egy, each mention is merged with all of its preceding0-referring pair ify;, m;) as co-referring when one
mentions that are classified as coreferent with it. Of the following conditions occur:

Additionally, a postprocessing step is employed to
remove inconsistencies that would result of the clus-

tering processing, such as an NP being coreferent to 4 m; andm; are 3rd person pronouns and there is

e m; is an alias ofm;

its embedded NP. no person name between them;
3 MachineLearning Modeling e the pair is composed of a person name and a 3rd
person pronoun and there is no person hame be-

In this section we briefly describes the machine
learning approaches used in our experiments. We
also describe a baseline system (BLS) that is used e removing determinersy; matchesn;;

by ETL for the learning of correction rules. The

classification produced by the BLS is also used as ® the featurebasic gender agreemeisttrue.
a feature for the other experimented learning strate-

gies.

ETL: Entropy Guided Transformation Learning
(ETL) is a correction rule learning algorithm. It
extends Transformation Based Learning (TBL) by4
automatically generating rule templates using Deci-
sion Trees (DT) (Milidi et al., 2008). We use an We train models for two different CoNLL 2011
in-house implementation of ETL. shared task closed tracks: (a) using candidate men-

ETL Committee: is an ensemble method thattions whose boundaries are automatically extracted
uses ETL as the base learner (dos Santos et gbge Section 2.1); and (b) using candidate men-
2010). This approach combines the main ideas éfons whose boundaries are provided. In the training
Bagging and Random Subspaces, as well as rule qghase, the gold standard OntoNotes annotation lay-
dundancy and template sampling to generate diverses are used. For the development and test sets the
ETL classifiers. We use an in-house implementatioautomatically generated OntoNotes annotation lay-
of ETL Committee. ers are used.

tween them;

The parameters of each algorithm are tuned using
the development set. For both, ETL Committee and
Random Forest the ensemble size is set to 50.

Experiments and Results
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For all experiments, results are reported using Metric R P F
three metrics: MUC, Band CEAF(E). We also re- MUC 59.21| 54.30 | 56.65
port the average {Fscore for these three metrics, BCUBED | 68.79| 62.81| 65.66
which is the official CoNLL 2011 shared task met- CEAF (M) | 49.54 49.541 49.54

) i CEAF (E) | 35.86| 40.21| 37.91
ric. Additionally, results for the test set are also re- BLANC 73.37 | 66.91| 69.46

ported using the CEAF(M) and BLANC metrics. (MUC + B3 + CEAF(E))/3 | 53.41

4.1 Automatic Mention Boundaries Table 2: Submitted System results for the test set using

In Table 1, we show machine learning system resultgutomatically extracted mention boundaries.
for unrestricted coreference resolution using the de-
velopment set. As we can see in Table 1, the results

of ensemble methods are better than ones of the be%c%uetputs were generated by two systems described in

S € previous subsection: (a) the Submitted System;
I hich is th It. ETL - . .
earners, which is the expected result Comand (b) the heterogeneous committee (ETL Commit-

mi is the classifier th hieve th resul
ttee is the classifier that achieve the best resu t'Esée + Random Forest + ETL). In Table 3, we show
closely followed by Random Forest. )
. . the system results for the test set with gold standard
All the experimented ML systems achieve results ; . )
) . mentions. Again, the heterogeneous committee pro-
better than the baseline. However, the improvement
. . : vides our best results.
provided by ML is more expressive only for the . .
; . ; At the moment of writing this paper, the score-
MUC metric. For instance, ETL Committee pro- .
. . i ard for this task has not yet been released by the
vides an improvement over the baseline of about 6. ONLL 2011 shared task committee
points in the MUC F1-score, while the improvement '
for the other two rpetncs is on!y about 2 points. 5 Conclusion
We run an additional experiment by constructing
a heterogeneous committee composed by the thréethis paper, we describe a machine learning sys-
best classifiers: (1) ETL Committee, (2) Randontem based on rule and tree ensembles for unre-
Forest and (3) ETL. The results for this system istricted coreference resolution. The system uses En-
shown in table line with ML Model name “(1) + (2) tropy Guided Transformation Learning and Decision
+ (3)". This heterogeneous committee provides oufrees as the base learners. ETL Committee and Ran-
best experimental results for the development sedom Forest are the used ensemble algorithms. We
which is slightly better than ETL Committee resultsdepict the system architecture and present experi-
Due to deadline constraints, the system outpumental results and findings of our participation in
that we have submitted to the CoNLL 2011 sharethe CoNLL 2011 shared task.
task is a majority voting committee of three different We present results for two closed tasks: (a) using
ETL classifiers. These three ETL classifiers slightiautomatically extracted mention boundaries; and (b)
differs in the used feature sets. In Table 1, the resultssing gold mention boundaries. For both tasks, en-
of the Submitted System is presented for the devesemble classifiers have better results than the base
opment set. Table 2 presents the Submitted Systettassifiers. This is the expected outcome, since en-
results for the test set. Our system achieves the 6se@mble classifiers tend to be more accurate than the
best score out of 21 competitors in the closed tradkase classifiers. We also experiment heterogeneous
of the CoNLL 2011 shared task. committees that combines the three best classifier
for the first task. Heterogeneous committees provide
our best scoring results for both tasks. Using a pre-
For the gold mention boundaries task, we were ndiminary version of our system, we achieve the 6th
able to assess system performances on the develtyest score out of 21 competitors in the closed track
ment set. This is due to the fact that not all goldfthe CoNLL 2011 shared task.
mentions are annotated in the development set. One of the possible future works, is to investigate
We have submitted two outputs for the CoNLLthe impact of the new features that we propose.
2011 shared task gold mentions closed track. These

4.2 Gold Mention Boundaries
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MUC B3 CEAF(E) (MUC + B® + CEAF(E))/3

ML Model R|P|FR|R|P|F|R|P]|H F

(1) ETL Committed 52.31|57.51|54.78/ 63.62| 70.42| 66.84| 42.64] 37.99 40.18 53.93
(2) Random Forest| 53.31| 54.91| 54.10 65.23 67.31| 66.25| 40.47| 39.05| 39.75 53.37
(3) ETL 54.80 | 52.24| 53.49| 67.56| 62.19| 64.77| 37.22 39.55| 38.35 52.20
(4) Decision Trees|57.51|49.12 52.98| 71.23| 58.94| 64.50| 34.84| 42.25 | 38.19 51.89
(5) Baseline System3.04 55.13 48.34) 57.82| 74.21 | 64.99| 43.63 | 33.62| 37.98 50.43
D)+ 2)+@3) 52.77|57.44] 55.00| 64.09] 70.58| 67.18 | 42.67 38.48[ 40.47 54.21
Submitted System | 54.65 53.25/ 53.94/ 67.15 63.86| 65.46| 38.3 | 39.56| 38.92 52.45

Table 1: System results for the development set using auicetig extracted mention boundaries.

Submitted System @)+ @2+ (3
Metric R P F, R P F
MUC 58.77 | 56.54 | 57.64| 57.76 | 61.39 | 59.52

BCUBED | 67.05 | 64.84| 65.92 | 64.49 | 70.27 | 67.26
CEAF (M) | 50.05 | 50.05 | 50.05 | 51.87 | 51.87 | 51.87
CEAF (E) | 37.61| 39.62 | 38.59 | 41.42 | 38.16 | 39.72
BLANC | 72.59| 67.76| 69.80 | 72.72 | 71.97 | 72.34
(MUC + B3 + CEAF(E))/3 | 54.05 55.50

Table 3: System results for the test set using gold mentiomdaries.
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