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Kamps and Marx (2002) implemented a
WordNet-based method in the spirit of the theory
of semantic differentials and proposed a method to
assess theaittitude of arbitrary texts. In their
approach, a text unit is regarded as a bag of words
and the overall scoring of the sentence is obtained
by combining the scores for the individual words
of the text. Depending on the selected factor,
various facets of subjective meanings come under
scrutiny.

The inspiring work of Kamps and Marx still has
several limitations. The majority of researchers
working on subjectivity agree that the subjectivity
load of a given word is dependent on the senses of
the respective word (Andreevskaia and Bergler,
2006), (Bentivogli et al., 2004), (Mihalcea et al.,
2007), (Valiutti et al., 2004) and many otherst, ye
in Kamps and Marx’s model (KMM, henceforth),
because they work with words and not word-
senses, the sense distinctions are lost, making it
impossible to assign different scores to different

According to “Semantic Differential” theory senses of the word in case. Going up from the level
(Osgood et al., 1957), the connotative meaning 8f word to the level of sentence, paragraph or
most adjectives can be, both qualitatively an€intire text, the bag of words approach can easily b
quantitatively, differentiated along a scale, thds fooled in the presence of valence shifters (Polanyi
of which are antonymic adjectives. Such a pair ¢ind Zaenen, 2006). In order to cope with this
antonymic adjectives is called a factor. Th@roblem, the text under investigation needs a
intensive experiments Osgood and his colleagugynimal level of sentence processing, required for
made with their studeritsutlined that most of the the identification of the structures that could get
variance in the text judgment was explained bynder the scope of a valence shifter (§uB008).

only three major factors: the evaluative factog(e. For dealing with irony or sarcasm, processing

good-bad), the potency factor (e.g., strong-weaKgduirements go beyond sentence level, and
and the activity factor (e.g., active-passive). discourse structure of the text might be necessary.

On the other hand, although the adjectives make
! The students were asked to rate the meaning ofisyor UP the obvious class of SU_bJECUV'ty WO!'dS_, _the
phrases, or texts on different scales definedrimseof pairs Other open class categories have significant

of bipolar adjectives such agood-bad active-passive potential for expressing subjective meanings.
strong-weakoptimistic-pessimistideautiful-ugly etc.)

Abstract

This article reports on the methodology and
the development of a complementary
information source for the meaning of the
synsets of Princeton WordNet 3.0. This
encoded information was built following

the principles of the Osgoodian differential
semantics theory and consists of numerical
values which represent the scaling of the
connotative meanings along the multiple
dimensions defined by pairs of antonyms
(factors). Depending on the selected
factors, various facets of connotative
meanings come under scrutiny and
different types of textual subjective

analysis may be conducted (opinion
mining, sentiment analysis).

1 Introduction
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In our models, unlike KMM, the building block antonymic words of a factor, while; & the word
is the word sense, thus making possible to assighinterest for which TRI is computed. If one takes
different connotation values to different sensea ofthe negative values returned by the partial fumctio
word. This was possible by using an additionaRI (w;, wg, wWg as an indication of wbeing more
source of information besides the WordNet itselkimilar to w, than to w and the positive values as
namely the SUMO/MILO ontology. Moreover, Wean indication of wbeing more similar to pthan to
considered all the word classes contained i  then a zero value could be interpreted as w

WordNet, not only adjectives. being neutrally related with respect tq and wy.
From this point of view, our work, althoughryis’is gitferent from being unrelated.

through a different approach, shares objectives Definition 4: If a-B is a factor used for the

with other wordnet-based methods such bmputation of relatedness of o a and 3, the

SentiWordNet (Esuli and Sebastiani, 2006 roper functionTRI" (w;) returns a value outside
Baccianella et al., 2010) and WordNet Affect, . ap\i)
( ! ) he interval [-1, 1] whenv, is unrelated to the-£

(Valiuttti et al. 2004).
factor:

o, 0=

Let us begin with some definitions, slightly
modified, from KMM. We will progressively Given a factor -3, for each wordw; in
introduce new definitions to serve our extendeWordNet thatcan be reached on a paffom a to
approach. B, the functionTRI 44 (W) computes a score

Definition 1. Two words w and vy arerelated number, which is a proportional to the distances
if there exists a sequence of words, (w; from w; to a and tof The set of these words
W,...Wi... Wg) SO that each pair of adjacent wordslefines the coverage of the factor — C@\g).
in the sequence belong to the same synset. If theOur experiments show that the coverage of the
length of such a sequence is n+1 one says that vast majority of the factors, corresponding to the
and w; aren-related same POS category, is the same. From now on, we

Two words may not be related at all or may bgill use LUC (Literal UnrestricteédCoverage) to
related by many different sequences, of variousesignate this common coverage. The table below
lengths. In the latter case, one would be intedestgives coverage figures for each of the POS

TRI(w,a, B) iff TRI(W,a,p) definec
2 otherwise

2 BaseDefinitions

in their minimal path-length. categories in Princeton WordNet 3.0 (PWN 3.0).
Definition 2: Let MPL(w, w) be the partial
function: Class Factors LUC
MPL( ) n the smallesh when w andw aren-related Adjectives 199 4,402 (20.43%)
JWi) =
e undefined otherwise Nouns 106 11,964 (10,05%)
Kamps and Marx (2002) showed that MPL is a | Verbs 223 6,534 (56,66%)
distance measure that can be used as a metric for| Adverbs 199 1,291 (28,81%)

the semantic relatedness of two worc!s. Observmq.able 1: LUC Statistics According to the POS of
the properties of the MPL patrtial function, one can the Literals in PWN 3.0

guantify the relatedness of an arbitrary wardo
one or the other word of a bipolar pair. To thisen The PWN structuring does not allow us to
KMM introduced another partial function as incompute TRI* scores for adverbs using this

Definition 3. approach, but, more than half of the total number
Definition 3: Let TRI (W, Wq, Wg), With Wy # Wg of adverbs (63.11%) are derived from adjectives.
be: For those adverbs, we transferred the score values

MPLwW, W, )- MPL(W, W) _ from their correspondent adjectives in the LUC set
TRIG, W, W) = MPLW, ;) if MPLsdefined  gnd we used the adjectival factors.

undefined otherwise

When definedTRI(w;, Wg, Wp) is a real number

. ; 2 |n the followi ill gradually introd ab
in the interval [-1, 1]. The wordsand ware the N oo 0 OWIRG WS Vi graclially INosuce seusr

restrictions, thus justifying the acronym used here
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The results reported for adjectives by Kampkave opposite meanings, and we consider
and MarxX are consistent with our findings. ThethatMPL(Sa,Sﬁ) — MPL (Wia'wiﬁ _

difference in numbers might be explained by the Th X le sh that th i
fact that the two compared experiments used € previous exampie shows that the semantic

different versions of the Princeton WordNet. opp(_)sition of two synsets may be reinforced t_)y
multiple antonymic pairs. Because of how MPL is
3 Introducing Word-Sense Distinctions defined, choosing different antonymic pairs might
. _ _produce different values f@tPL(S,,Sg). That is
KMM defines a factor as a pair of words withyhy wherever is the case, we need to specify the
antonymic senses. We generalize the notion Ofa%tonymic pair which defines the S-factor.

factor to a pair of synsets. In the following, wW#lw  Based on the definition of the coverage of a
use the colon notation to specify the sense numbher

of a literal that licenses the synonymy relatio act.or <V\40’W'ﬂ>’ one may naturally introduce the
within a synset. Synonymy is a lexical relationtthahotion of coverage of a S-factor - £5>: the set
holds not between a pair of words but betweesf synsets containing the words in COW&, w’ >,
specific senses of those words. That is, the motatiThe coverage of an S-factor £S> will be

{literal 1:n1_literglz:n2 ... literak:n} will mean that onward denoted by SCOV§SS>.
the meaning given by the sense numbeofnthe Since the word-relatedness and MPL definitions

literal,, the meaning given by sense numbeoh gn5re the word senses, it might happen that the
the literaband so on are all pair-wise synonymousyeaning of some synsets in the coverage of an S-
The termliteral is used to denote the dictionarye,.tor have little (if anything) in common with the
entry form of a word (lemma). _ semantic field defined by the respective S-factor.
The antonymy is also a lexical relation thajysre often than not, these outliers must be filere

holds between specific senses of a pair of wordgy anq to this end, we further introduce the
The synonyms of the antonymic senses, takefyions ofsemantic type of a synset, typed S-factor,
pairwise, definitely express a semantic opposition,,q scoped synset with respect to a typed S-factor

Take for instance the antonymic pair <rise:} ich represent major deviations from KMM.
fall:2>. These two words belong to the synsets

{rise:1, lift:4, arise:5, move up:2, go up:1, comg n=l
up:6, uprise:6} and {descend:1, fall:2, go down:1
come down:l}. The pair <rise:l fall:2> is
explicitly encoded as antonymic. However, there i
a conceptual opposition between the synsets
which the two word senses belong, that is betweq
any pair of the Cartesian product: {rise:1, lift:4,
arise:5, move up:2, go up:l, come up:G
uprise:6)1{descend:1, fall:2, go down:l, come
down:1}. This conceptual opposition is even mor{ s,
obvious in this example, as the pairs <go up:1 ¢ O
down:1> and <come up:1l come down:1> are also
explicitly marked as antonymic. Figure 1. Different levels of coverage (marked
Definition 5: An Sfactor is a pair of synsets with cross hatching) for the S-facto8=S;>

. o aa
(Ss Sp for which there exisw; 'Slﬁe i"‘ and  pgefore that, we need to introduce the mapping

V"jﬁ:sjﬁ €Sp so that wi:s;' and w;:s;’ are petween the WordNet synsets and the SUMO/
antonyms and/PL (w{",wjﬁ) is defined. Sand $ MILO concepts. The Suggested Upper Merged
Ontology (SUMO), Mid-Level Ontology (MILO)
and its domain ontologies form the largest formal
public* ontology in existence today, containing
roughly 20,000 terms and 70,000 axioms (when

% They found 5410 adjectives that were in the coyerf the
factors they investigated (WordNet 1.7). For PWB, the
total number of covered adjectives is 5307. * http://www.ontologyportal.org/
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SUMO, MILO, and domain ontologies are Class S-Factors SuUC

combined). One of the major attractions of this| Adjectives| 264 4,240 (23.35%
ontology (Niles and Pease, 2003) is that it hasibee Nouns 11€ 11,704 (14.25%
mapped to the WordNet lexicon. Using this [\/gps 246 8,640 (62.75%
mapping, synsets are labeled with a SUMO/MILO[ A qverp: 264 1,284 (35.45Y%

concept which we will refer to as the synset's — .
semantic type The hierarchical structure of Table 2: SUC Statistics According to the POS of

SUMO/MILO induces a partial ordering of the S- the Synsets in PWN 3.0

factors. _ o From the differential semantics point of view,
Definition 6: An S-factor <§, §> is said to be hq 5 factor <§ S> quantitatively characterizes
atyped S—fgctonf the types of the synsets &nd ., synset in SCQ¥S, S> by a TRI-like

called theO-semantic typeof the S-factor. The
direct parent of tha-semantic typef an S-factor
is then+1-semantic typef the S-factor (Fig. 1).

A typed S-factor is represented by indexing thb;
S-factor with its type as in the examples below: t

scores for the <5 $> factor are the highest. For
the synsets in SCQ¥S,, S> but not in SCOY.
S, $>, the scores are smaller and we say that
e characterization of these synsets in termbeof t
<{unfairness:2...}, { fairmness:1... }Romatveatriute <& S$> fact_or is Wea_k_er. _Our model captures_thls
<{discomfort:1...}, {comfort:1...}>suteotming through a slight modification of the TRI function
<{distrust:2...}, {trust:3...}>rraiatibute in Definition 3, where wand ware the antonyms
<{decrease:2... }, {increase:3... Rantiychange belonging to&, and S respectively, andw; is a

In the following, if not otherwise specified, byliteral of a synset ;9n SCOV,<S,, S> but not in
S-factors we mean typed S-factors. Unless thereS€0V,. <&, $>:
ambiguity, the type of an S-factor will be omitted.  Definition 8: The differential scorefor a literal

Definition 7: A synset Swith the type L isn-  w; occurring in a synset; $n SCOV/<S,, $> but
scopedrelative to a typed S-factor §S§> if Lis not in SCOV.<S,, S$> is computed by the
a node in a sub-tree of the SUMO/MILO hierarchyunction TRI:
having as root the n-semantic type of the S-factor__ . MPL (W, W, ) - MPL (W, w,)
<&, $>. We say than defines thelevel of the TRITW., S, Sp) = MPL

(W,,wW;)+n

scope coverage of the Sfactor <&, §>and that  gjnce we imposed the requirement thab&in

every synset in this coverageniscoped. SCOV.< > . is defined for
We use the notatioBCOV<S,, > for the <SS TRIT(W, S,, ;)

scope coverage of level n of an S_facto[{“§>. all literals in $ thus for any\Ni O S] the value of
If the root of the tree has the semantic typeve TRI*(W,S,,S,) is in the [-1,1] interval. The
will use also use the notatiddICOV<S,, S>, or
simply SCOV<g, $>,. In other words,
SCOV<S, $>, is the set ofynsets the semantic
types of which are subsumed fayFor the example
in Fig. 1, only the synsets$ S, and $; are in the
SCOV<S:, $>. All depicted synsets are in
SCOVi<S, S$>.

It is easy to see that when the value of the sco
coverage level is increased so as to reach thefto
the ontology,SCOV<S,, $>, will be equal to the
set of synsets containing the literalsLibC (see
Table 1). Let us call this seBUC (Synset
Unrestricted Coverage).

scores computed for the synsets in SGE8Y, S>
remained unchanged in SCQWS,, $> for any
k=0. The above modification of the TRI function
insures that the score of a synset gets closesrto z
(neutrality) with the increase of

It is worth mentioning that using different
antonymic literal pairs from the same opposed
Qﬁnsets does not have any impact on the sign of
Prri* scores, but their absolute values may differ.

If one associates a semantic field withthe
type of an S-factor <$ S>, then all the synsets in
SCOV<S,, $§>, are supposed to belong to the
semantic field associated with This observation
should clarify why different senses of a given word
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may belong to different semantic coverages antle number of S-factors depends on the POS
thus, may have different scores for the S-factor icategory the lengths of each of the four type
case. vectors is different. The cell values in a synset
Definition 9: The differential score of a synsetvector have uneven values, showing that factors
S in SCOVi<S,, S> with respect to the S-factorhave different discriminative power for a given
<S,, $> is given by the function TRIES, S,, §), Meaning. Because we considered SUC, all S-
defined as the average of the TRValues factors are relevant and the cells in any synset

associated with the literals in the synset,.S vector are filled with pairgscore; leve).
m For the noun part of the PW3.0 we identified
ZTRI+(Wj +Sy+Sp) 118 typed S-factors, all of them covering the same
TRISS ,S;.Sp) = i= set of 11,898 noun literals (9.99%) with their
m senses clustered into 11,704 synsets (14.25%).

. For the verb part of the PWN 3.0, we identified
4 g.‘;']}’p““tf‘gl S;[:he ?Facto;gt and the 246 typed S-factors, all of them covering the same
ITrerenti oresfor Synsets set of 6,524 verb literals (56.57%) with their ssns

In accordance with the equations in the previougustered into 8,640 synsets (62.75%).

definitions, we associated each synsqt &  For the adjective part of the PWN 3.0, we
WordNet 3.0 with an ordered vectoEsF,... F,> identified 264 typed S-factors, all of them covgrin
where F; is a pair(score; level)with scoreand the same set of 4,383 literals (20.35%) with their
level representing the value of tHe $-factor and, Senses clustered into 4,240 synsets (23.3586)
respectively, the minimal S-factor coverage levelreviously mentioned, the same factors were used

in which S was found. for the adverbs derived from adjectives. In this

For instance, let us assume that the first S-fact¢fy, & total of 1,287 adverbs (28.72%) clustered
in the description of the adjectival synsetsis: ~ iNto 1,284 synsets (35.45%) were successfully
<{nice:3} ,{nastyz }> SubjectiveAssesmentAtttribute annOta‘ted (See Table 2)'

Cross:2, grouchy:l, Crabbed:l’ bad_tempered:l-!-able 2 should be identical with those in Table 1.

ill-tempered: 3 sujectiveassesmentattribwe the  vector The differences are due to the fact that a pair of
<Fy,...> is <(0,66;0) ...> while for the Synsetop_posed synsets may contain more than a s_mgle
{unplayful:1 serious:5 sober:4}eciveassesmentatioue PAIF OF @ntonymic senses each of them specifying a

the vector €,,...>is <(-0,166 ; 0) ...>. distinct S-factor. _
The values signify that the synsefugsy:1, In case the user restricted the coverages to lower

Crabby:l, grumpy:l’ Cross:Z}SubjectiveAssesment Ievels, the Original maximal SemanFiC Coverages
awibue 1S 0-scoped with respect to the S-factofre split into dlffere_nt subsets for which seveésal
<{nice3}, {nasty2 ..}> and its connotative factors become irrelevant. The cell values
meaning is significantly closer to the meaning oforresponding to these factors are filled in with a
nasty:2 (0,66). Similarly, the synset {unplayful;1conventional value outside f[he mterval_[—l, 1].
serious:5 sober:4} is O-scoped with respect to the Thus, we have the following annotation cases:
considered S-factor and its connotative meaning isA synset of a certain POS is not in the
closer to the meaning of nice:3 (-0,166) corresponding SUC. This case signifies that the
Our experiments showed that in order to ensuf¥NSet cannot be characterized in terms of the
the same sets of synsets for all factors of a givélifferential semantics methodology and we
part-of-speech we had to set the level of theonventionally say that such a synset is “objettive
semantic coverages to 7 (corresponding to tk#isensitive to any S-factor). Since this situation
SUC). For each of the typed S-factors,<§> and would require a factor vector with each cell having
for each synse§ in their respective semanticthe same value (outside the [-1, 1] interval) asd a

coverage SCOV<S $>, we computed the
° In PWN 2.0 the number of covered literals (andssys) is

TRIS(Si'Sa'Sﬂ) score. Each synset from thewith almost 20% higher (TufiandStefinescu, 2010). This
coverage of each POS category was associai@fkrence is explained by the fact that 1081 atiljes (5%),

with a vector of scores, as described above. Sinwmestly participial, from PWN 2.0 are not any mastdd as
adjectives in PWN 3.0.
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such a vector would be completely uninformativedefinition “having desirable or positive qualities
we decided to leave the “objective” synsets urespecially those suitable for a thing specifiadd
annotated. As one can deduce from Table 2, thige semantic typeSubjectiveAssessmentAttribute.
majority of the synsets in PWN3.0 are in thimposing the restriction that the semantic type of
category (89,556 synsets, i.e. 77.58%). the selected factors should be the same with the
Any synset of a certain POS in thesemantic type of good:1, some relevant factors for
corresponding SUC will have an associated facteistimating the various connotations gbdd from
vector. There are 25,868 such synsets. Theell different perspectives are given below. In the
of such a vector will correspond to tHeS-factor shown factors, the words in bold face are those the
<S,, $>. We may have the following sub-cases: meaning of which is closer to “good”.
(a) All cell scores are in the [-1,1] interval, and
in this case all S-factors are relevant, thatrimnf 9ood 01123148-a (SubjectiveAssessmentAttribute)
any word in the synset one could construct a pafl

Iff'}ective ineffective#00834198-a_00835609-a

to both words prompting an S-factor, irrespectivgspiectiveAssessmentAttribute) -0,78
of the S-factor itself. A negative score in theell  reasonable unreasonable#01943406-a_01944660-a
of the S-factor vector signifies that the currenfSubjectiveAssessmentAttribute) -0,71

; ; rich lean#02026785-a_02027003-a
synset is more semantically relatedsidhan toSg, (SubjectiveAssessmentAttribute) 063

while a positive score in thd icell of the_ factor ample meager#00105746-a_00106456-a
vector signifies that the synset is morgsubjectiveAssessmentAttribute) 0,5
semantically related t8; than toS,. A zero score safe dangerous#02057829-a_02058794-a

: h i NAifi (SubjectiveAssessmentAttribute) -0,33
in the i" cell of the factor vector signifies that thebrave cowardly#00262792-a. 002647764

synset is neutralith respect to the<S,, > S- (gybjectiveAssessmentAttribute) -0,14
factor. distant close#00450606-a_00451510-a

(b) Several cell scores are not in the interval [-ISubjectiveAssessmentAttribute) 0,64
1], say FV[]=FV[i] ... =FV[id=2. This signifies busy idie#00292937-a_00294175-a

that the S-factors corresponding to those ceIi%fféﬁcgéiézzi%%rgggr}tg_':ué?momci'_?

(<S1,55>,<50,5%>,...,<S6,Ss>) are irrelevant (SubjectiveAssessmentAttribute) 0,5

for the respective synset and that the currentesynsld new#01638438-a_01640850-a

is not included in the scope of the aboveCS“blTCt';’EAsslessme“tAt”'b“te) 0,45
. . mal informal#01041916-a_01044240-a

mentioned S-factors, owing to the selected.sco UbjectiveAssessmentAttribute) 0.38

level of the coverade We say that, at the given

scope level, the synset became “objective” with These factors’ values should be clearer in the

respect to the S-factors RM[ FV[iz] ...FV[id. ~  context of adequate examples:

There are various ways to select, for a givem goodtool is aneffective tool;
POS coverage, those S-factors which are moSgoodexcuse is aeasonable excuse;
informative or more interesting from a specific® 3283755'2u‘?ig?ﬁ%%if?gzoﬁ?ef)f copper;
point of view. The simplest criterion is based o goodposition is safeposition;
the coverage level: for a specified coverage level,goodattitude is alose attitude:
select only those S-factors the coverage of whighgoodsoldier is arave soldier
contains the analyzed synsets. In general, the m@sgoodtime is andle time;
restrictive condition is choosing the O-level® 900diife is ablessed life;

. .. . . .— A goodcar is anew car;

coverage. This condition is equivalent to saylnggoodparty is arinformal party.

that the S-factors and the analyzed synsets shoul
be in the same semantic class as defined by theFrom the definitions in the previous sections,
SUMO/MILO labeling. For instance, assume thagne can easily see that the sign of a S-factorescor
the synset under investigation is {good:1} with thelepends on the order in which the semantically
opposite pairs are considered. If one wishes to
5 Remember that for the highest level (7) that agroads to have a con'sistent interpretation of the fa_c"toremcor
SUC, all factors are relevant. When the user seleaverages (€.9- Negative scores are “bad” and positive scores

of lower levels some factors might become irrelevior ~ are “good”) the synset ordering in the S-factors is
various synsets.
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significant. We wused a default ordering ofkynsets which are not in the SUCs, but the
antonyms in all factors, yet a text analyst couldlgorithms for extending these coverages slightly
modify this ordering. For each POS, we selecteddiffer depending on the part of speech under
representative factor for which the synset ordecpnsideration.

from a subjective point of view, was very intuitive Class E-LUCs E-SUCs

For instance, for the adjective factors we select:,7,,‘\0|J.ectives 7124 (33.07%) 6.216 (34.23%)
the factor <good:1, bad:1>, fo_r noun factors weg o s 27,614 (23.19%) 22.897 (27.88%)
selected the factor <order:5, disorder:2>, and fpg

1\/erbs 8,910 (77.26%) 10,798 (78.43%)

verb factors we selected the factor <succeed{l
| Adverbs 1,838 (41.01%) 1,787 (49.35%)

fail:2>, the first word sense in each of the
representative factors having a clear positive Table 3: Extended LUCs and SUCs
connotation. Then for each POS fact&;, we . .
computed the distance of its const?[;jlﬁ'?s to the The bgsm idea is to trgnsfer the vectors of the
synsets of the representative factor of the sa nsets in SUC to those in the complementary set
POS. The one that was closer to the “positive” sid8UC , provided they have “similar meanings”. We
of the reference factor was also considereghy that SP°°0SUC,os and sfos [0 SUCpos

“positive” and the order of the synsets wa e . POSN _
established accordingly. This empirical approac ave "similar meanings” §UMO/MILO(S; =) =

proved to be successful for most of the factorsUM0O/ MILO(Sf*%) and S{°° and S/°° are
except for a couple of them, which were manua”girectly linked by a semantic WordNet relation of a
ordered. certain type. For adjectival synsets we consider th

We developed an application that allows texielations similar_to and also_see for verbal
analysts to choose the S-factors they would like &/Nsets we consider the relatiohgponymand
work with. The interface allows the user to bot@lso_seeand for the nominal synsets we take into
select/deselect factors and to switch the order ¢count only thenyponymy Consequently, the S-
the poles in any given factor. Once the usdfctors coverage increased as shown in Table 3.
decided on the relevant S-factors, the synsets are L . .
marked up according to the selected S-factors. Tifls A  Préliminary — Comparison  with
version of the WordNet can be saved and used as Sentiwordnet 3.0

needed in the planned application. SentiWordNet 3.0 (Baccianella, et al. 2010) is the
5 Extendingthe LUCsand SUCs onIy_puinc resource we are aware of, which
considers sense distinctions and covers all synsets
Although the maximum semant@overage of the in  Princeton WordNet 3.0. Although in
S-factors for the adjectives contains more thahentiWordNet (henceforth SWN3.0) only the
28% of the PWN3.0 adjectival synsets, man§ubjective-Objective dichotomy is marked-up,
adjectives with connotative potential are not iis thwith a further distinction between Positive-
coverage. This happens because the definition Sfibjectivity and Negative-Subjectivity, using it fo
the relatedness(Definition 1) implicitly assumes the comparison with our annotations is meaningful
the existence of synonyms for one or more sensegd relevant for both approaches. First, the
of a given word. Therefore from mono-semanti€onnotative meanings are subjective meanings.
words in mono-literal synsets a path towards othdhen, while the SWN3.0 mark-up is based on ML
synsets cannot be constructed anymore. Becausdasihniques and various heuristics exploiting the
this, there are isolated “bubbles” r@flatedsynsets structure of PWN3.0 and some other external
that are not connected with synsets in maximuf@sources, the differential semantics approach, as
semanticcoverage. In order to assign values to amplemented here, is a deterministic one,
least a part of these synsets, we experimented winsidering only the content and structural
various strategies out of which the one describédformation in  PWN3.0 + SUMO/MILO.
herein was considered the easiest to implemegentifying contradictions in the two annotations
and, to some extent motivated, from a conceptuglight reveal limitations in the ML techniques and
point of view. The approach is similar for all theheuristics used by SWN3.0 on one hand, and, on
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the other hand, flaws in our method, possiblmtuition concerning the connotative load of the
incompleteness or inconsistencies in PWN3.0analyzed words. We computed the intersection of
SUMO/MILO. It has to be noted that the possibl¢he two adjectival synsets extracted this way and
incompleteness or inconsistencies in PWN3.ftained only the synsets contradictorily annotated
would also affect the accuracy of the SWN3.0Ve found only 150 differences, which by itself is a

values. small difference, showing that, at least with respe
Synset SWN | DSA Definition to the good-bad factor, SWN3.0 and DSA
dangerous, causing fear or annotations are to a large extent consistent.
grave anxiety by threatening We manually checked-out the 150 synsets
LS. severs 063 | 042 | great harm marked-up with contradictory scores and the
' I authors and 6 MSc students negotiated the scores
live 05 o5 | exerting force or towards reaching the consensus. For 142 of _these
' ‘ containing energy synsets the consensus was easily reached with 76
bastardly, 05 |05 |Ofnovalueorworth | considered to be correct in the DSA annotation and
?:%nerous volving or causng | 85 correct in the SWN3.0 annotation. Table 4
unsafe 0,75 | 05 | danger orrisk: liable | Shows some examples of synsets, the scores of
to hurt or harm which were correctly judged (in bold) either by
delirious, marked by un- SWN3.0 or DSA as well as some examples of non-
excited, controlled excitement|  consensual annotations (in underlined italics).
unrestrained, | 0,5 -0,5 or emotion
?::fic 7 Conclusions
haunted 05 | -043 z?fﬁg:gg gmggﬂﬂt Differential semantics annotation addresses the
impeccabl 06: |08 not capable of s connotative meanings of the lexical stock, the
o 05 075 | having the nature of denotative meanings of which are recorded in
evil, vicious ' ‘ vice WordNet 3.0. We revised and improved our
delectable, capable of arousing | previous method (Tufi and Stefinescu, 2010). It
Zi)::(?tlil\)//e 063 |05 | desire generalizes the SWN3.0 subjectivity mark-up,
ordinary not exceptional inany|  @ccording to a user-based multi-criteria differainti
05 |o075 | wayespeciallyin semantics model. . .
- | quality or ability or The partial comparison with SWN3.0 revealed
: size or degree specific limitations of our approach. The major one
serious (r:%qnlé'gggafif;?:.t or is due to the definitions of n-relatedness and the
D5 1075 complex and not easy TRl relation. The problem resides in indiscriminate
to answeior solve treatment of literals which have senses with
excusable 063 |-04 | capableofbeing different polarities with respect to a factor. Heo
—— | = | overlooked of these senses is significantly closer to onehef t

Table 4: Examples of divergent scores among theoles of the factor, that sense might impose the
SWN3.0 and DSA

For the partial comparison we selected th
adjectives in SWN3.0 with Positive-Subjectivity o
Negative-Subjectivity greater than or equal to 0.

sign for the rest of the senses. This risk is
amplified when literals with high degrees of
olysemy and/or high degrees of synonymy are
reached on the way from the synset of interest to
he synsets defining the S-factor (higher the

From our differential semantic (DSA) annotatior‘bol ;

L . ysemy/synonymy, higher the number of paths
we extracted all the adjectives which along thg, the constituents of the S-factor). Most of the
good-bad differential dimension had an absolutg,,neqys scores we noticed were explained by this

value greater than 0.4. Those adjectives closer i, hack. we say that the words affected by this
goc_)d were considered o be SubJeCt'Ve'ROS'F'Wﬁnitation of the current algorithm have a
while the others were considered to be Subjectlvgl-gniﬁcant connotation shift potential (Tufs,

Negative. The threshold value was empiricall&oog)’ Gtefinescu, 2010). As such words could

selected, by observing that beyond the 0.4 and _%]rénerate undesired implicatures, they should be
values the factorial annotation was closer to o
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avoided in formal texts and replaced by synonyms 5th  Conference on Language Resources and

with less connotation shift potential. Evaluation LREC-06, Genoa, Italy, pages 417-422.
We also observed some inconsistencies See alsohttp://sentiwordnet.isti.cnr.it/

regarding the association of SUMO/MILO (and th&hristiane Fellbaum. 1998. WordNet: An Electronic

additional domain ontologies) concepts to PWN Lexical Database. Academic Press, Cambridge, MA.

3.0 synse'ts. The semantic typgs O.f two Opposatﬁ'&ap Kamps and Maarten Marx. 2002. Words with
synsets (in the_ same semantic field) should be attitude. In Proceedings of the 1st International
closely related, if not the same. However, for some \wordNet Conference, Mysore, India, pages 332—341.
S-factors, such as <agreement:3, disagreement:1>0Ia Mihalcea. Carmen Banea. and Janice Wiebe
this does not happen. The semantic type of t 2007, Learnin i~ < e

. o . . . g multilingual subjective language via
synset {agre_ement.3...} IS _Cooperatlon., Wh”.e cross-lingual projections. In Proceedings of théh45
Ehe .Ser.nantlc type of {dlsagree“rnent.l...} 'f Annual Meeting of the Association of Computational
SubjectiveAssessmentAttribute”.  “Cooperation” | jnquistics, Prague, Czech Republic, pages 976-983.
is a “Process” (subsumed by “Physical”) but

“SubjectiveAssessmentAttribute” is an “Attribute”

gsubsumed?)g); AbStl;aCt )a'ligefre age. 9 .SUCh CaseSUpper Merged Ontology. In Proceedings of the 2003
or nouns, Or Vverds an or adjectives. International Conference on Information and

The current multi-factored annotation vectors kpowiedge Engineering (IKE 03), Las Vegas, pages
for nominal, verbal, and adjectival synsets for 23 _og.
PWN3.0, as well as an application to manage thes
annotations, can be freely downloaded fro
http://www.racai.ro/differentialsemantics/

lan Niles and Adam Pease. 2003. Linking Lexicord an
Ontologies: Mapping WordNet to the Suggested

ﬁarles E. Osgood, George Suci and Percy
Tannenbaum. 1957. The measurement of meaning,
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