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Introduction

Any NLP system that does semantic processing relies on the assumption of semantic compositionality:
the meaning of a phrase is determined by the meanings of its parts and their combination. For this, it is
necessary to have automatic methods that are capable to reproduce the compositionality of language.

Recent years have shown the renaissance of interest in distributional semantics. While distributional
methods in semantics have proven to be very efficient in tackling a wide range of tasks in natural
language processing, e.g., document retrieval, clustering and classification, question answering, query
expansion, word similarity, synonym extraction, relation extraction, and many others, they are still
strongly limited by being inherently word-based. The main hurdle for vector space models to further
progress is the ability to handle compositionality.

The workshop is of potential interest to the researchers working on distributional semantics and
compositionality as well as for those interested in extracting non-compositional phrases from large
corpora by applying distributional methods that assign a graded compositionality score to a phrase.
This score denotes the extent to which the compositionality assumption holds for a given expression.
The latter can be used, for example, to decide whether the phrase should be treated as a single unit
in applications or included in a dictionary. We have emphasized that the focus is on automatically
acquiring semantic compositionality, thereby explicitly avoiding approaches that employ prefabricated
lists of non-compositional phrases.

This volume contains papers accepted for publication at DiSCo’2011 Workshop on Distributional
Semantics and Compositionality, collocated with ACL-HLT 2011, the 49th Annual Meeting of the
Association for Computational Linguistics: Human Language Technologies.

The workshop consists of a main session and a shared task. To the best of our knowledge, this has been
the first attempt in the community to offer a dataset and a shared task that allows to explicitly evaluate
the models of graded compositionality for phrases per se that occur in three types of grammatical
relations: adjective-noun pairs, subject-verb and verb-object pairs in English and German.

For the main session, one long and two short papers have been accepted for publication. Further, seven
teams with 19 systems have taken part in the shared task. We consider this a success, taking into
consideration that the task is new and difficult.

The description of the task and the results of evaluation are part of these proceedings. In short,
approaches ranging from pure statistical association measures to various variations of word space
models have been applied to solve the DiSCo task. Six system description papers have been accepted
for publication.

Both regular and system description papers have been carefully reviewed by the program committee.
We would like to thank the committee for insightful and timely reviews (in spite of the Easter holidays).

The accepted regular articles address a rather wide spectrum of issues within distributional semantics,
such as:

• automatic detection of semantic deviance in attributive Adjective-Noun (AN) expressions with
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four compositional methods for distributional vectors (Vecchi, Baroni and Zamparelli, 2011);

• encoding syntactic trees in distributed vectors and the application of those for recognizing textual
entailment (RTE) (Zanzotto and Dell’Arciprete, 2011);

• two possible generalizations of pointwise mutual information for three-way distributional models
(Van de Cruys, 2011).

Last but not least, we would like to thank Dominic Widdows for agreeing to give an invited talk about
the theory and practice behind some of recent developments in semantic vectors.

Enjoy the workshop!

The organizers:

• Chris Biemann, UKP lab, TU Darmstadt, Germany

• Eugenie Giesbrecht, FZI Forschungszentrum Informatik1 at the University of Karlsruhe,
Germany

1Research Center for Information Technology
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(Linear) Maps of the Impossible:
Capturing semantic anomalies in distributional space

Eva Maria Vecchi and Marco Baroni and Roberto Zamparelli
Center for Mind/Brain Sciences, University of Trento

Rovereto (TN), Italy
{evamaria.vecchi-1,marco.baroni,roberto.zamparelli}@unitn.it

Abstract

In this paper, we present a first attempt to
characterize the semantic deviance of com-
posite expressions in distributional seman-
tics. Specifically, we look for properties of
adjective-noun combinations within a vector-
based semantic space that might cue their lack
of meaning. We evaluate four different com-
positionality models shown to have various
levels of success in representing the mean-
ing of AN pairs: the simple additive and
multiplicative models of Mitchell and Lap-
ata (2008), and the linear-map-based models
of Guevara (2010) and Baroni and Zamparelli
(2010). For each model, we generate com-
posite vectors for a set of AN combinations
unattested in the source corpus and which
have been deemed either acceptable or seman-
tically deviant. We then compute measures
that might cue semantic anomaly, and com-
pare each model’s results for the two classes of
ANs. Our study shows that simple, unsuper-
vised cues can indeed significantly tell unat-
tested but acceptable ANs apart from impos-
sible, or deviant, ANs, and that the simple ad-
ditive and multiplicative models are the most
effective in this task.

1 Introduction

Statistical approaches to describe, represent and un-
derstand natural language have been criticized as
failing to account for linguistic ‘creativity’, a prop-
erty which has been accredited to the compositional
nature of natural language. Specifically, criticisms

against statistical methods were based on the ar-
gument that a corpus cannot significantly sample a
natural language because natural language is infi-
nite (Chomsky, 1957). This cricticism also applies
to distributional semantic models that build seman-
tic representations of words or phrases in terms of
vectors recording their distributional co-occurrence
patterns in a corpus (Turney and Pantel, 2010), but
have no obvious way to generalize to word combi-
nations that have not been observed in the corpus.
To address this problem, there have been several re-
cent attempts to incorporate into distributional se-
mantic models a component that generates vectors
for unseen linguistic structures by compositional op-
erations in the vector space (Baroni and Zamparelli,
2010; Guevara, 2010; Mitchell and Lapata, 2010).

The ability to work with unattested data leads to
the question of why a linguistic expression might
not be attested in even an extremely large and well-
balanced corpus. Its absence might be motivated
by a number of factors: pure chance, the fact that
the expression is ungrammatical, uses a rare struc-
ture, describes false facts, or, finally, is nonsensi-
cal. One criticism from generative linguists is pre-
cisely that statistical methods could not distinguish
between these various possibilities.

The difficulty of solving this problem can be il-
lustrated by the difference in semantics between the
adjective-noun pairs in (1a) and (1b):

(1) a. blue rose
b. residential steak

Although it may be the case that you have never ac-
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tually seen a blue rose, the concept is not inconceiv-
able. On the other hand, the concept of a residen-
tial steak is rather unimaginable, and intuitively its
absence in a corpus is motivated by more than just
chance or data sparseness.

The present paper is a first attempt to use com-
positionality and distributional measures to distin-
guish nonsensical, or semantically deviant, linguis-
tic expression from other types of unattested struc-
tures. The task of distinguishing between unattested
but acceptable and unattested but semantically de-
viant linguistic expressions is not only a way to ad-
dress the criticism about the meaning of ‘unattest-
edness’, but also a task that could have a large im-
pact on the (computational) linguistic community as
a whole (see Section 2.1).

Our specific goal is to automatically detect se-
mantic deviance in attributive Adjective-Noun (AN)
expressions, using a small number of simple cues in
the vectorial representation of an AN as it is gener-
ated from the distributional vectors of its component
A and N by four compositional models found in the
literature. The choice of AN as our testbed is moti-
vated by two facts: first of all, ANs are common,
small constituents containing no functional mate-
rial, and secondly, ANs have already been studied in
compositional distributional semantics (Baroni and
Zamparelli, 2010; Guevara, 2010; Mitchell and La-
pata, 2010).

It is important to note that in this research we talk
about ‘semantically deviant’ expressions, but we do
not exclude the possibility that such expressions are
interpreted as metaphors, via a chain of associations.
In fact, distributional measures are desirable models
to account for this, since they naturally lead to a gra-
dient notion of semantic anomaly.

The rest of this paper is structured as follows.
Section 2 discusses relevant earlier work, introduc-
ing the literature on semantic deviance as well as
compositional methods in distributional semantics.
Section 3 presents some hypotheses about cues of
semantic deviance in distributional space. Our ex-
perimental setup and procedure are detailed in Sec-
tion 4, whereas the experiments’ results are pre-
sented and analyzed in Section 5. We conclude by
summarizing and proposing future directions in Sec-
tion 6.

2 Related work

2.1 Semantic deviance

As far as we know, we are the first to try to model
semantic deviance using distributional methods, but
the issue of when a complex linguistic expression is
semantically deviant has been addressed since the
1950’s in various areas of linguistics. In compu-
tational linguistics, the possibility of detecting se-
mantic deviance has been seen as a prerequisite to
access metaphorical/non-literal semantic interpreta-
tions (Fass and Wilks, 1983; Zhou et al., 2007). In
psycholinguistics, it has been part of a wide debate
on the point at which context can make us perceive a
‘literal’ vs. a ‘figurative’ meaning (Giora, 2002). In
theoretical generative linguistics, the issue was orig-
inally part of a discussion on the boundaries between
syntax and semantics. Cases like Chomsky’s clas-
sic “Colorless green ideas sleep furiously” can actu-
ally be regarded as violations of very fine-grained
syntactic selectional restrictions on the arguments
of verbs or modifiers, on the model of *much com-
puter (arguably a failure of much to combine with a
noun +COUNT). By 1977, even Chomsky doubted
that speakers could in general have intuitions about
whether ill-formedness was syntactic or semantic
(Chomsky, 1977, p. 4). The spirit of the selectional
approach persists in Asher (2011), who proposes a
detailed system of semantic types plus a theory of
type coercion, designed to account for the shift in
meaning seen in, e.g., (2) (lunch as food or as an
event).

(2) Lunch was delicious but took forever.

A practical problem with this approach is that a
full handmade specification of the features that de-
termine semantic compatibility is a very expensive
and time-consuming enterprise, and it should be
done consistently across the whole content lexicon.
Moreover, it is unclear how to model the intuition
that naval fraction, musical North or institutional
acid sound odd, in the absence of very particular
contexts, while (2) sounds quite natural. Whatever
the nature of coercion, we do not want it to run so
smoothly that any combination of A and N (or V and
its arguments) becomes meaningful and completely
acceptable.
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2.2 Distributional approaches to meaning
composition

Although the issue of how to compose meaning has
attracted interest since the early days of distribu-
tional semantics (Landauer and Dumais, 1997), re-
cently a very general framework for modeling com-
positionality has been proposed by Mitchell and La-
pata (Mitchell and Lapata, 2008; Mitchell and La-
pata, 2009; Mitchell and Lapata, 2010). Given two
vectors u and v, they identify two general classes of
composition models, (linear) additive models:

p = Au + Bv (1)

where A and B are weight matrices, and multiplica-
tive models:

p = Cuv

where C is a weight tensor projecting the uv ten-
sor product onto the space of p. Mitchell and La-
pata derive two simplified models from these gen-
eral forms: The simplified additive model given by
p = αu + βv, and a simplified multiplicative ap-
proach that reduces to component-wise multiplica-
tion, where the i-th component of the composed vec-
tor is given by: pi = uivi. Mitchell and Lapata
evaluate the simplified models on a wide range of
tasks ranging from paraphrasing to statistical lan-
guage modeling to predicting similarity intuitions.
Both simple models fare quite well across tasks
and alternative semantic representations, also when
compared to more complex methods derived from
the equations above. Given their overall simplic-
ity, good performance and the fact that they have
also been extensively tested in other studies (Baroni
and Zamparelli, 2010; Erk and Padó, 2008; Guevara,
2010; Kintsch, 2001; Landauer and Dumais, 1997),
we re-implement here both the simplified additive
and simplified multiplicative methods (we do not,
however, attempt to tune the weights of the additive
model, although we do apply a scalar normalization
constant to the adjective and noun vectors).

Mitchell and Lapata (as well as earlier re-
searchers) do not exploit corpus evidence about
the p vectors that result from composition, despite
the fact that it is straightforward (at least for short
constructions) to extract direct distributional evi-
dence about the composite items from the corpus

(just collect co-occurrence information for the com-
posite item from windows around the contexts in
which it occurs). The main innovation of Guevara
(2010), who focuses on adjective-noun combina-
tions (AN), is to use the co-occurrence vectors of
corpus-observed ANs to train a supervised compo-
sition model. Guevara, whose approach we also re-
implement here, adopts the full additive composi-
tion form from Equation (1) and he estimates the
A and B weights (concatenated into a single ma-
trix, that acts as a linear map from the space of con-
catenated adjective and noun vectors onto the AN
vector space) using partial least squares regression.
The training data are pairs of adjective-noun vec-
tor concatenations, as input, and corpus-derived AN
vectors, as output. Guevara compares his model
to the simplified additive and multiplicative models
of Mitchell and Lapata. Corpus-observed ANs are
nearer, in the space of observed and predicted test
set ANs, to the ANs generated by his model than
to those from the alternative approaches. The addi-
tive model, on the other hand, is best in terms of
shared neighbor count between observed and pre-
dicted ANs.

The final approach we re-implement is the one
proposed by Baroni and Zamparelli (2010), who
treat attributive adjectives as functions from noun
meanings to noun meanings. This is a standard ap-
proach in Montague semantics (Thomason, 1974),
except noun meanings here are distributional vec-
tors, not denotations, and adjectives are (linear)
functions learned from a large corpus. Unlike in
Guevara’s approach, a separate matrix is generated
for each adjective using only examples of ANs con-
taining that adjective, and no adjective vector is
used: the adjective is represented entirely by the ma-
trix mapping nouns to ANs. In terms of Mitchell
and Lapata’s general framework, this approach de-
rives from the additive form in Equation (1) with the
matrix multiplying the adjective vector (say, A) set
to 0, the other matrix (B) representing the adjective
at hand, and v a noun vector. Baroni and Zamparelli
(2010) show that their model significantly outper-
forms other vector composition methods, including
addition, multiplication and Guevara’s approach, in
the task of approximating the correct vectors for pre-
viously unseen (but corpus-attested) ANs. Simple
addition emerges as the second best model.
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See Section 4.3 below for details on our re-
implementations. Note that they follow very closely
the procedure of Baroni and Zamparelli (2010), in-
cluding choices of source corpus and parameter val-
ues, so that we expect their results on the quality of
the various models in predicting ANs to also hold
for our re-implementations.

3 Simple indices of semantic deviance

We consider here a few simple, unsupervised mea-
sures to help us distinguish the representation that a
distributional composition model generates for a se-
mantically anomalous AN from the one it generates
for a semantically acceptable AN. In both cases, we
assume that the AN is not already part of the model
semantic space, just like you can distinguish be-
tween parliamentary tomato (odd) and marble iPad
(OK), although you probably never heard either ex-
pression.

We hypothesize that, since the values in the di-
mensions of a semantic space are a distributional
proxy to the meaning of an expression, a mean-
ingless expression should in general have low val-
ues across the semantic space dimensions. For ex-
ample, a parliamentary tomato, no longer being a
vegetable but being an unlikely parliamentary event,
might have low values on both dimensions char-
acterizing vegetables and dimensions characterizing
events. Thus, our first simple measure of seman-
tic anomaly is the length of the model-generated
AN. We hypothesize that anomalous AN vectors are
shorter than acceptable ANs.

Second, if deviant composition destroys or ran-
domizes the meaning of a noun, as a side effect we
might expect the resulting AN to be more distant, in
the semantic space, from the component noun. Al-
though even a marble iPad might have lost some es-
sential properties of iPads (it could for example be
an iPad statue you cannot use as a tablet), to the ex-
tent that we can make sense of it, it must retain at
least some characteristics of iPads (at the very least,
it will be shaped like an iPad). On the other hand, we
cannot imagine what a parliamentary tomato should
be, and thus cannot attribute even a subset of the reg-
ular tomato properties to it. We thus hypothesize that
model-generated vectors of deviant ANs will form
a wider angle (equivalently, will have a lower co-

sine) with the corresponding N vectors than accept-
able ANs.

Finally, if an AN makes no sense, its model-
generated vector should not have many neighbours
in the semantic space, since our semantic space is
populated by nouns, adjectives and ANs that are
commonly encountered in the corpus, and should
thus be meaningful. We expect deviant ANs to
be “semantically isolated”, a notion that we opera-
tionalize in terms of a (neighborhood) density mea-
sure, namely the average cosine with the (top 10)
nearest neighbours. We hypothesize that model-
generated vectors of deviant ANs will have lower
density than model-generated acceptable ANs.

4 Experimental setup

4.1 Semantic space

Our initial step was to construct a semantic space for
our experiments, consisting of a matrix where each
row vector represents an adjective, noun or AN. We
first introduce the source corpus, then the vocabulary
of words and ANs that we represent in the space,
and finally the procedure adopted to build the vec-
tors representing the vocabulary items from corpus
statistics, in order to obtain the semantic space ma-
trix. We work here with a “vanilla” semantic space
(essentially, we follow the steps of Baroni and Zam-
parelli (2010)), since our focus is on the effect of
different composition methods given a common se-
mantic space. We leave it to further work to study
how choices in semantic space construction affect
composition operations.

4.1.1 Source corpus

We use as our source corpus the concate-
nation of the Web-derived ukWaC corpus
(http://wacky.sslmit.unibo.it/),
a mid-2009 dump of the English Wikipedia
(http://en.wikipedia.org) and the British
National Corpus (http://www.natcorp.
ox.ac.uk/). The corpus has been tokenized,
POS-tagged and lemmatized with the TreeTagger
(Schmid, 1995), and it contains about 2.8 billion
tokens. We extract all statistics at the lemma level,
ignoring inflectional information.
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4.1.2 Semantic space vocabulary

The words/ANs in the semantic space must of
course include the items that we need for our exper-
iments (adjectives, nouns and ANs used for model
training and as input to composition). Moreover, in
order to study the behaviour of the test items we are
interested in (that is, model-generated AN vectors)
within a large and less ad-hoc space, we also include
many more adjectives, nouns and ANs in our vocab-
ulary not directly relevant to our experimental ma-
nipulations.

We populate our semantic space with the 8K most
frequent nouns and 4K most frequent adjectives
from the corpus (excluding, in both cases, the top
50 most frequent elements). We extended this vo-
cabulary to include two sets of ANs (33K ANs cu-
mulatively), for a total of 45K vocabulary items in
the semantic space.

To create the ANs needed to run and evaluate the
experiments described below, we focused on a set
of adjectives which are very frequent in the corpus
so that they will be in general able to combine with
wide classes of nouns, making the unattested cases
more interesting, but not so frequent as to have such
a general meaning that would permit a free combi-
nation with nearly any noun. The ANs were there-
fore generated by crossing a selected set of 200 very
frequent adjectives (adjectives attested in the corpus
at least 47K times, and at most 740K) and the set
of the 8K nouns in our semantic space vocabulary,
producing a set of 4.92M generated ANs.

The first set of ANs included in the semantic
space vocabulary is a randomly sampled set of 30K
ANs from the generated set which are attested in
the corpus at least 200 times (to avoid noise and fo-
cus on ANs for which we can extract reasonably ro-
bust distributional data). We also extracted any unat-
tested ANs from the set of generated set (about 3.5M
unattested ANs), putting them aside to later assem-
ble our evaluation material, described in Section 4.2.

To add further variety to the semantic space, we
included a less controlled second set of 3K ANs ran-
domly picked among those that are attested and are
formed by the combination of any of the 4K adjec-
tives and 8K nouns in the vocabulary.

4.1.3 Semantic space construction

For each of the items in our vocabulary, we first
build 10K-dimensional vectors by recording their
sentence-internal co-occurrence with the top 10K
most frequent content words (nouns, adjectives or
verbs) in the corpus. The raw co-occurrence counts
are then transformed into Local Mutual Information
scores (Local Mutual Information is an association
measure that closely approximates the commonly
used Log-Likelihood Ratio while being simpler to
compute (Baroni and Lenci, 2010; Evert, 2005)).

Next, we reduce the full co-occurrence matrix
applying the Singular Value Decomposition (SVD)
operation, like in LSA and related distributional
semantic methods (Landauer and Dumais, 1997;
Rapp, 2003; Schütze, 1997). The original 45K-by-
10K-dimensional matrix is reduced in this way to a
45K-by-300 matrix, where vocabulary items are rep-
resented by their coordinates in the space spanned
by the first 300 right singular vectors of the SVD
solution. This step is motivated by the fact that we
will estimate linear models to predict the values of
each dimension of an AN from the dimensions of the
components. We thus prefer to work in a smaller and
denser space. As a sanity check, we verify that we
obtain state-of-the-art-range results on various se-
mantic tasks using this reduced semantic space (not
reported here for space reason).

4.2 Evaluation materials

Our goal is to study what happens when composi-
tional methods are used to construct a distributional
representation for ANs that are semantically deviant,
compared to the AN representations they generate
for ANs they have not encountered before, but that
are semantically acceptable.

In order to assemble these lists, we started from
the set of 3.5M unattested ANs described in Sec-
tion 4.1.2 above, focusing on 30 randomly chosen
adjectives. For each of these, we randomly picked
100 ANs for manual inspection (3K ANs in total).
Two authors went through this list, marking those
ANs that they found semantically highly anomalous,
no matter how much effort one would put in con-
structing metaphorical or context-dependent inter-
pretations, as well as those they found completely
acceptable (so, rating was on a 3-way scale: deviant,

5



intermediate, acceptable). The rating exercise re-
sulted in rather low agreement (Cohen’s κ=0.32),
but we reasoned that those relatively few cases (456
over 3K) where both judges agreed the AN was odd
should indeed be odd, and similarly for the even
rarer cases in which they agreed an AN was com-
pletely acceptable (334 over 3K). We thus used the
agreed deviant and acceptable ANs as test data.

Of 30 adjectives, 5 were discarded for either tech-
nical reasons or for having less than 5 agreed de-
viant or acceptable ANs. This left us with a de-
viant AN test set comprising of 413 ANs, on av-
erage 16 for each of the 25 remaining adjectives.
Some examples of ANs in this set are: academic
bladder, blind pronunciation, parliamentary potato
and sharp glue. The acceptable (but unattested) AN
test set contains 280 ANs, on average 11 for each of
the 25 studied adjectives. Examples of ANs in this
set include: vulnerable gunman, huge joystick, aca-
demic crusade and blind cook. The evaluation sets
can be downloaded from http://www.vecchi.
com/eva/resources.html.

There is no significant difference between the
length of the vectors of the component nouns in the
acceptable vs. deviant AN sets (two-tailed Welch’s t
test; t=−0.25; p>0.8). This is important, since at
least one of the potential cues to deviance we con-
sider (AN vector length) is length-dependent, and
we do not want a trivial result that can simply be
explained by systematic differences in the length of
the input vectors.

4.3 Composition methods
As discussed in Section 2.2, the experiment was car-
ried out across four compositional methods.

Additive AN vectors (add method) are simply
obtained by summing the corresponding adjective
and noun vectors after normalizing them. Multi-
plicative vectors (mult method) were obtained by
component-wise multiplication of the adjective and
noun vectors, also after normalization. Confirm-
ing the results of Baroni and Zamparelli (2010),
non-normalized versions of add and mult were also
tested, but did not produce significant results (in
the case of multiplication, normalization amounts to
multiplying the composite vector by a scalar, so it
only affects the length-dependent vector length mea-
sure). It is important to note that, as reported in

Baroni and Zamparelli (2010), the mult method can
be expected to perform better in the original, non-
reduced semantic space because the SVD dimen-
sions can have negative values, leading to counter-
intuitive results with component-wise multiplication
(multiplying large opposite-sign values results in
large negative values instead of being cancelled out).
The tests of Section 5, however, are each run in the
SVD-reduced space to remain consistent across all
models. We leave it to future work to explore the
effect on the performance of using the non-reduced
space for the models for which this option is com-
putationally viable.

In the linear map (lm) approach proposed by
Guevara (2010), a composite AN vector is obtained
by multiplying a weight matrix by the concatenation
of the adjective and noun vectors, so that each di-
mension of the generated AN vector is a linear com-
bination of dimensions of the corresponding adjec-
tive and noun vectors. That is, the 600 weights in
each of the 300 rows of the weight matrix are the
coefficients of a linear equation predicting the val-
ues of a single dimension in the AN vector as a lin-
ear combination (weighted sum) of the 300 adjective
and 300 noun dimensions. Following Guevara, we
estimate the coefficients of the equation using (mul-
tivariate) partial least squares regression (PLSR) as
implemented in the R pls package (Mevik and
Wehrens, 2007), with the latent dimension param-
eter of PLSR set to 50, the same value used by Ba-
roni and Zamparelli (2010). Coefficient matrix es-
timation is performed by feeding the PLSR a set
of input-output examples, where the input is given
by concatenated adjective and noun vectors, and the
output is the vector of the corresponding AN directly
extracted from our semantic space (i.e., the AN vec-
tors used in training are not model-generated, but
directly derived from corpus evidence about their
distribution). The matrix is estimated using a ran-
dom sample of 2K adjective-noun-AN tuples where
the AN belongs to the set of 30K frequently attested
ANs in our vocabulary.

Finally, in the adjective-specific linear map
(alm) method of Baroni and Zamparelli (2010), an
AN is generated by multiplying an adjective weight
matrix with a noun vector. The weights of each of
the 300 rows of the weight matrix are the coefficients
of a linear equation predicting the values of one of
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the dimensions of the AN vector as a linear com-
bination of the 300 dimensions of the component
noun. The linear equation coefficients are estimated
separately for each of the 25 tested adjectives from
the attested noun-AN pairs containing that adjective
(observed adjective vectors are not used), again us-
ing PLSR with the same parameter as above. For
each adjective, the training N-AN vector pairs cho-
sen are those available in the semantic space for each
test set adjective, and range from 100 to more than
500 items across the 25 adjectives.

4.4 Experimental procedure

Using each composition method, we generate com-
posite vectors for all the ANs in the two (acceptable
and deviant) evaluation sets (see Section 4.2 above).
We then compute the measures that might cue se-
mantic deviance discussed in Section 3 above, and
compare their values between the two AN sets. In
order to smooth out adjective-specific effects, we z-
normalize the values of each measure across all the
ANs sharing an adjective before computing global
statistics (i.e., the values for all ANs sharing an ad-
jective from the two sets are transformed by sub-
tracting their mean and dividing by their variance).
We then compare the two sets, for each composition
method and deviance cue, by means of two-tailed
Welch’s t tests. We report the estimated t score,
that is, the standardized difference between the mean
acceptable and deviant AN values, with the corre-
sponding significance level. For all our cues, we
predict t to be significantly larger than 0: Accept-
able AN vectors should be longer than deviant ones,
they should be nearer – that is, have a higher cosine
with – the component N vectors and their neighbour-
hood should be denser – that is, the average cosines
with their top neighbours should be higher than the
ones of deviant ANs with their top neighbours.

5 Results

The results of our experiments are summarized in
Table 1. We see that add and mult provide signif-
icant results in the expected direction for 2 over 3
cues, only failing the cosine test. With the lm model,
acceptable and deviant ANs are indistinguishable
across the board, whereas alm captures the distinc-
tion in terms of density.

LENGTH COSINE DENSITY

method t sig. t sig. t sig.
add 7.89 * 0.31 2.63 *
mult 3.16 * -0.56 2.68 *
lm 0.16 0.55 -0.23
alm 0.48 1.37 3.12 *

Table 1: t scores for difference between acceptable and
deviant ANs with respect to 3 cues of deviance: length
of the AN vector, cosine of the AN vector with the com-
ponent noun vector and density, measured as the average
cosine of an AN vector with its nearest 10 neighbours in
semantic space. For all significant results, p<0.01.

The high scores in the vector length analyses of
both the addition and the multiplication models are
an indication that semantically acceptable ANs tend
to be composed of similar adjectives and nouns, i.e.,
those which occur in similar contexts and we can as-
sume are likely to belong to the same domain, which
sounds plausible.

In Baroni and Zamparelli (2010), the alm model
performed far better than add and mult in approxi-
mating the correct vectors for unseen ANs, while on
this (in a sense, more metalinguistic) task add and
mult work better, while alm is successful only in the
more sophisticated measure of neighbor density.

The lack of significant results for the cosine mea-
sure is disappointing, but not entirely surprising. A
large angle between N and AN might be a feature of
impossible ANs common to various types of pos-
sible ANs: idioms (a red herring is probably far
from herring in semantic space), non-subsective ad-
jectives (stone lion vs. lion; fake butterfly vs. but-
terfly), plus some metaphorical constructions (aca-
demic crusade vs. crusade—one of several ANs
judged acceptable in our study, which can only be
taken as metaphors). Recall, finally, that the vector
for the base N collapses together all the meanings
of an ambiguous N. The adjective might have a dis-
ambiguating effect which would increase the cosine
distance.

To gain a better understanding of the neighbor-
hood density test we performed a detailed analysis
of the nearest neighbors of the AN vectors generated
by the three models in which the difference in neigh-
bor distance was significant across deviant and ac-
ceptable ANs: alm, multiplication and addition. For
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each of the ANs, we looked at the top 10 semantic-
space neighbors generated by each of the three mod-
els, focusing on two aspects: whether the neighbor
was a single A or N, rather than AN, and whether
the neighbor contained the same A or N as the AN
is was the neighbor of (as in blind regatta / blind
athlete or biological derivative / partial derivative).
The results are summarized in Table 2.

method status A N A1= N1=
only only A2 N2

add
accept 11.9 8.7 14.6 2.4
deviant 12.5 6.8 14.6 2.3

mult
accept 6.9 8.0 0.7 0.1
deviant 2.7 7.3 0.5 0.1

alm
accept 4.9 17.7 7.0 0.0
deviant 7.1 19.6 6.2 0.0

Table 2: Percentage distributions of various properties of
the top 10 neighbours of ANs in the acceptable (2800)
and deviant (4130) sets for add, mult and alm. The last
two columns express whether the neighbor contains the
same Adjective or Noun as the target AN.

In terms of the properties we measured, neighbor
distributions are quite similar across acceptable and
deviant ANs. One interesting finding is that the sys-
tem is quite ‘adjective-driven’: particularly for the
additive model (where we can imagine that some Ns
with low dimensional values do not shift much the
adjective position in the multidimensional space),
less so in the alm method, and not at all for mult. To
put the third and forth columns in context, the subset
of the semantic space used to generate the SVD from
which the neighbors are drawn contained 2.69% ad-
jectives, 5.24% nouns and 92.07% ANs. With re-
spect to the last two columns, it is interesting to ob-
serve that matching As are frequent for deviant ANs
even in alm, a model which has never seen A-vectors
during training. Further qualitative evaluations show
that in many deviant AN cases the similarity is be-
tween the A in the target AN and the N of the neigh-
bor (e.g. academic bladder / honorary lectureship),
while the opposite effect seems to be much harder to
find.

6 Conclusion and future work

The main aim of this paper was to propose a new
challenge to the computational distributional seman-

tics community, namely that of characterizing what
happens, distributionally, when composition leads
to semantically anomalous composite expressions.
The hope is, on the one hand, to bring further sup-
port to the distributional approach by showing that it
can be both productive and constrained; and on the
other, to provide a more general characterization of
the somewhat elusive notion of semantic deviance –
a notion that the field of formal semantics acknowl-
edges but might lack the right tools to model.

Our results are very preliminary, but also very en-
couraging, suggesting that simple unsupervised cues
can significantly tell unattested but acceptable ANs
apart from impossible, or at least deviant, ones. Al-
though, somewhat disappointingly, the model that
has been shown in a previous study (Baroni and
Zamparelli, 2010) to be the best at capturing the se-
mantics of well-formed ANs turns out to be worse
than simple addition and multiplication.

Future avenues of research must include, first of
all, an exploration on the effect on each model when
tested in the non-reduced space where computation-
ally possible, or using different dimensionality re-
duction methods. A preliminary study demonstrates
an enhanced performance of the mult method in the
full space.

Second, we hope to provide a larger benchmark
of acceptable and deviant ANs, beyond the few hun-
dreds we used here, and sampling a larger typology
of ANs across frequency ranges and adjective and
noun classes. To this extent, we are implementing
a crowd-sourcing study to collect human judgments
from a large pool of speakers on a much larger set of
ANs unattested in the corpus. Averaging over mul-
tiple judgments, we will also be able to characterize
semantic deviance as a gradient property, probably
more accurately.

Next, the range of cues we used was quite limited,
and we intend to extend the range to include more
sophisticated methods such as 1) combining multi-
ple cues in a single score; 2) training a supervised
classifier from labeled acceptable and deviant ANs,
and studying the most distinctive features discov-
ered by the classifier; 3) trying more complex unsu-
pervised techniques, such as using graph-theoretical
methods to characterize the semantic neighborhood
of ANs beyond our simple density measure.

Finally, we are currently not attempting a typol-
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ogy of deviant ANs. We do not distinguish cases
such as parliamentary tomato, where the adjective
does not apply to the conceptual semantic type of
the noun (or at least, where it is completely undeter-
mined which relation could bridge the two objects),
from oxymorons such as dry water, or vacuously
redundant ANs (liquid water) and so on. We real-
ize that, at a more advanced stage of the analysis,
some of these categories might need to be explicitly
distinguished (for example, liquid water is odd but
perfectly meaningful), leading to a multi-way task.
Similarly, among acceptable ANs, there are spe-
cial classes of expressions, such as idiomatic con-
structions, metaphors or other rhetorical figures, that
might be particularly difficult to distinguish from
deviant ANs. Again, more cogent tasks involving
such well-formed but non-literal constructions (be-
yond the examples that ended up by chance in our
acceptable set) are left to future work.
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Abstract

Stemming from distributed representation the-
ories, we investigate the interaction between
distributed structure and distributional mean-
ing. We propose a pure distributed tree (DT)
and distributional distributed tree (DDT). DTs
and DDTs are exploited for defining dis-
tributed tree kernels (DTKs) and distributional
distributed tree kernels (DDTKs). We com-
pare DTKs and DDTKs in two tasks: approx-
imating tree kernels TK (Collins and Duffy,
2002); performing textual entailment recog-
nition (RTE). Results show that DTKs corre-
late with TKs and perform in RTE better than
DDTKs. Then, including distributional vec-
tors in distributed structures is a very difficult
task.

1 Introduction

Demonstrating that distributional semantics is a se-
mantic model of natural language is a real research
challenge in natural language processing. Frege’s
principle of compositionality (Frege, 1884), nat-
urally taken into account in logic-based semantic
models of natural language (Montague, 1974), is
hardly effectively included in distributional seman-
tics models. These models should composition-
ally derive distributional vectors for sentences and
phrases from the distributional vectors of the com-
posing words.

Besides vector averaging (Landauer and Dumais,
1997; Foltz et al., 1998), that can model distribu-
tional meaning of sentences, recent distributional
compositional models focus on finding distribu-
tional vectors of word pairs (Mitchell and Lapata,

2010; Guevara, 2010; Baroni and Zamparelli, 2010;
Zanzotto et al., 2010). Scaling up these 2-word se-
quence models to the sentence level is not trivial as
syntactic structure of sentences plays a very impor-
tant role. Understanding the relation between the
structure and the meaning is needed for building dis-
tributional compositional models for sentences.

Research in Distributed Representations (DR)
(Hinton et al., 1986) proposed models and methods
for encoding data structures in vectors, matrices, or
high-order tensors. Distributed Representations are
oriented to preserve the structural information in the
final representation. For this purpose, DR models
generally use random and possibly orthogonal vec-
tors for words and structural elements (Plate, 1994).
As distributional semantics vectors are unlikely to
be orthogonal, syntactic structure of sentences may
be easily lost in the final vector combination.

In this paper, we investigate the interaction be-
tween distributed structure and distributional mean-
ing by proposing a model to encode syntactic trees
in distributed structures and by exploiting this model
in kernel machines (Vapnik, 1995) to determine the
similarity between syntactic trees. We propose a
pure distributed tree (DT) and a distributional dis-
tributed tree (DDT). In line with the distributed rep-
resentation theory, DTs use random vectors for rep-
resenting words whereas DDTs use distributional
vectors for words. Our interest is in understand-
ing if the introduction of distributional semantic in-
formation in an inherently syntactic based model,
such as distributed representations, leads to better
performances in semantic aware tasks. DTs and
DDTs are exploited for defining distributed tree ker-
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nels (DTKs) and distributional distributed tree ker-
nels (DDTKs). We study the interaction between
structure and meaning in two ways: 1) by compar-
ing DTKs and DDTKs with the classical tree sim-
ilarity functions, i.e., the tree kernels TK (Collins
and Duffy, 2002); 2) by comparing the accuracy of
DTKs and DDTKs in a semantic task such as recog-
nizing textual entailment (RTE). Results show that
DTKs correlate with TKs and perform in RTE better
than DDTKs. This indicates that including distri-
butional vectors in distributed structures should be
performed in a more complex fashion.

2 Related Work

Distributed Representations (DR) (Hinton et al.,
1986) are models and methods for encoding data
structures as trees in vectors, matrices, or high-
order tensors. DR are studied in opposition to sym-
bolic representations to describe how knowledge is
treated in connectionist models (Rumelhart and Mc-
clelland, 1986). Basic symbolic elements, e.g., John
or car, as well as eventually nested structures, e.g.,
buy(John,car,in(1978)), are represented as vectors,
matrices, or higher order tensors. Vectors of ba-
sic elements (words, or concepts) can be randomly
generated (e.g. (Anderson, 1973; Murdock, 1983))
or, instead, they may represent their attributes and
can be manually built (e.g. (McRae et al., 1997; An-
drews et al., 2009)). Vectors, matrices, or tensors for
structures are compositionally derived using vectors
for basic elements.

Good compositionally obtained vectors for struc-
tures are explicit and immediately accessible: infor-
mation stored in a distributed representation should
be easily accessible with simple operations (Plate,
1994). Circular convolution in Holographic Re-
duced Representations (HRRs) (Plate, 1994) is de-
signed to satisfy the immediate accessibility prop-
erty. It supports two operations for producing and
accessing the compact representations: the circular
convolution and the correlation. Given that com-
ponent vectors are obtained randomly (as in (An-
derson, 1973; Murdock, 1983)), correlation is the
inverse of composition. Yet, distributed represen-
tations offer an informative way of encoding struc-
tures if basic vectors are nearly orthogonal.

3 Distributed Trees and Distributional
Distributed Trees

Stemming from distributed representations, we pro-
pose a way to encode syntactic trees in distributed
vectors. These vectors can be pure distributed tree
vectors (DT) or distributional distributed tree vectors
(DDT). Once defined, these vectors can be used as
a tree similarity function in kernel machines (Vap-
nik, 1995). We can build pure distributed tree ker-
nels (DTK) or distributional distributed tree kernels
(DDTK) to be used in recognizing textual entailment
(RTE).

The rest of the section is organized as follows.
We firstly present the distributed trees and the dis-
tributed tree kernels (Sec. 3.1). We then describe
how to obtain DTs and DDTs (Sec. 3.2). Finally, we
describe how the related kernels can be used for the
recognizing textual entailment task (Sec. 3.2.1).

3.1 Distributed Trees and Distributed Tree
Kernels

We define a distributed vector in order to finally pro-
duce a similarity function between trees (i.e., a ker-
nel function) as the classical tree kernel (Collins and

Duffy, 2002). A distributed vector ~̃T is a vector rep-
resenting the subtrees of a tree T . The final function
is:

~̃
T =

∑
n∈N(T )

s(n) (1)

where N(T ) is the set of nodes of the tree T , n is
a node, and s(n) is the sum of the distributed vec-
tors of the subtrees of T rooted in the node n. The
function s(n) is recursively defined as follows:

• s(n) = ~n⊗~w if n is a pre-terminal node n→ w
where ~n is the vector representing n and ~w is
the one representing the word w.

• s(n) = ~n⊗ (~c1 + s(c1))⊗ . . .⊗ (~cn + s(cn))
where n is not a pre-terminal node, n →
c1 . . . cn is the first production of the tree rooted
in n, ~n is the vector of the node n, and ~ci are
the vectors of the nodes ci.

The distributed vectors of the nodes only depend on
tags of the nodes.
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The function ⊗ is defined as the reverse element-
wise product ~v = ~a⊗~b as:

vi = γaibn−i+1 (2)

where vi, ai, and bi are the elements of, respectively,
the vectors ~v, ~a, and ~b; n is the dimension of the
space; and γ is a value to ensure that the operation⊗
approximate the property of vector module preserva-
tion. This function is not commutative and this guar-
antees that different trees t have different vectors ~t.
It is possible to demonstrate that:

~̃
T =

∑
t∈S(T )

~t (3)

where S(T ) is the set of the subtrees of T , t is one
of its subtrees, and ~t is its distributed representation.

The distributed kernel T̃K function over trees
then easily follows as:

T̃K(T1, T2) =
~̃
T1 ·

~̃
T2 =

∑
t1∈S(T1)

∑
t2∈S(T2)

~t1 ·~t2 (4)

If the different trees are orthogonal, T̃K(T1, T2)
counts approximately the number of subtrees in
common between the two trees T1 and T2.

3.2 Pure Distributed vs. Distributional
Distributed Trees

For producing the distributed trees, we use basic ran-
dom vectors representing tree nodes ~n. These are
generated by independently drawing their elements
from a normal distribution N(0,1) with mean 0 and
variance 1. The vectors are then normalized so that
they have unitary Euclidean length. This generation
process guarantees that, for a high enough number
of dimensions, the vectors are statistically expected
to be nearly orthogonal, i.e. the dot product among
pairs of different vectors is expected to be 0.

We can obtain the pure distributed trees (DT) and
the distributional distributed trees (DDT) along with
their kernel functions, DTK and DDTK, by using
different word vectors ~w. In the DTs, these vectors
are random vectors as the other nodes. In DDTs,
these vectors are distributional vectors obtained on
a corpus with an LSA reduction (Deerwester et al.,
1990).

3.2.1 Entailment-specific Kernels
Recognizing textual entailment (RTE) is a

complex semantic task often interpreted as a classi-
fication task. Given the text T and the hypothesis
H determine whether or not T entails H . For
applying the previous kernels to this classification
task, we need to define a specific class of kernels.
As in (Zanzotto and Moschitti, 2006; Wang and
Neumann, 2007; Zanzotto et al., 2009), we encode
the text T and the hypothesis H in two separate
syntactic feature spaces. Then, given two pairs of
text-hypothesis P1 = (T1, H1) and P2 = (T2, H2),
the prototypical kernel PK is written as follows:

PK(P1, P2) = K(T1, T2) +K(H1, H2) (5)

where K(·, ·) is a generic kernel. We will then ex-
periment with different PK kernels obtained using:
the original tree kernel function (TK) (Collins and
Duffy, 2002), DTK, and DDTK.

Along with the previous task specific kernels, we
use a simpler feature (Lex) that is extremely effec-
tive in determining the entailment between T andH .
This simple feature is the lexical similarity between
T andH computed using WordNet-based metrics as
in (Corley and Mihalcea, 2005). This feature, here-
after called Lex, encodes the similarity between T
andH , i.e., sim(T,H). This feature is used alone or
in combination with the previous kernels and it gives
an important boost to their performances. In the
task experiment, we will then also have: Lex+TK,
Lex+DTK, and Lex+DDTK.

4 Experimental Evaluation

In this section, we experiment with the distributed
tree kernels (DTK) and the distributional distributed
tree kernels (DDTK) in order to understand whether
or not the syntactic structure and the distributional
meaning can be easily encoded in the distributed
trees. We will experiment in two ways: (1) direct
comparison of the distances produced by the origi-
nal tree kernel (TK) (Collins and Duffy, 2002) and
the novel kernels DTK and DDTK; (2) task driven
evaluation of DTK and DDTK using the RTE task.

The rest of the section is organized as follows. We
firstly introduce the experiment set up that is used
for the two settings (Sec. 4.1). Secondly, we report
on the experimental results (Sec. 4.2).
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4.1 Experimental Set-up

We have the double aim of producing a direct com-
parison of how the distributed tree kernel (DTK) is
approximating the original tree kernel (TK) and a
task based comparison for assessing if the approx-
imation is enough effective to similarly solve the
task that is textual entailment recognition. For both
experimental settings, we take the recognizing tex-
tual entailment sets ranging from the first challenge
(RTE-1) to the fifth (RTE-5) (Dagan et al., 2006;
Bar-Haim et al., 2006; Giampiccolo et al., 2007;
Bentivogli et al., 2009).

The distributional vectors used for DDTK have
been obtained by an LSA reduction of the word-by-
word cooccurrence matrix generated on the UKWaC
corpus (Ferraresi et al., 2008), using a context win-
dow of size 3. An appropriate size for the LSA re-
duction was deemed to be 250. Thus, in the exper-
iments we used 250 dimensions both for distribu-
tional and random vectors, to allow a correct com-
parison between DTK and DDTK models.

For the direct comparison, we used tree pairs de-
rived from the RTE sets. Each pair is derived from a
T-H pair where T and H are syntactically analyzed
and each RTE set produces the corresponding set of
tree pairs, e.g., the development set of RTE1 pro-
duces a set of 567 tree pairs. To determine whether
or not a distributed kernel, DTK or DDTK, is be-
having similarly to the original TK kernel, given a
set of tree pairs, we produce two ranked lists of tree
pairs: the first is ranked according to the original TK
applied to the tree pairs and the second according to
the target distributed kernel. We evaluate the corre-
lation of the two ranked lists according to the spear-
man’s correlation. Higher correlation corresponds to
a better approximation of TK.

For the task driven comparison, we experimented
with the datasets in the classical learning setting: the
development set is used as training set and the final
classifier is tested on the testing set. We used a sup-
port vector machine (Joachims, 1999) with an im-
plementation of the original tree kernel (Moschitti,
2006). The classifiers are evaluated according to the
accuracy of the classification decision on the testing
set, i.e., the ratio of the correct decisions over all the
decisions to take.

Average Spearman’s Correlation
DTK 0.8335
DDTK 0.7641

Table 1: Average Spearman’s correlations of the tree ker-
nel (TK) with the distributed tree kernel (DTK) and the
distributed distributional tree kernel (DDTK) in a vector
space with 250 dimensions

avg RTE1 RTE2 RTE3 RTE5
TK 55.02% 55.50% 53.38% 55.88% 55.33%
DTK 55.63% 57.25% 54.88% 54.38% 56.00%
DDTK 55.11% 54.00% 53.88% 55.38% 57.17%
Lex+TK 62.11% 59.75% 61.25% 66.62% 60.83%
Lex+DTK 63.25% 61.12% 62.12% 66.25% 63.50%
Lex+DDTK 62.90% 60.62% 61.25% 66.38% 63.33%

Table 2: Accuracies of the different methods on the tex-
tual entailment recognition task

4.2 Experimental results
In the first experiment of this set, we want to in-
vestigate which one between DTK and DDTK cor-
relates better with original TK. Table 1 reports the
spearman’s correlations of tree kernels with DTK
and DDTK in a vector space with 250 dimensions.
These correlations are obtained averaging the corre-
lations over the 9 RTE sets. According to these re-
sults, DTK better correlates with TK with respect to
DDTK. Distributional vectors used for words are not
orthogonal as these are used to induce the similarity
between words. Yet, this important feature of these
vectors determines a worse encoding of the syntactic
structure.

In the task driven experiment, we wanted to in-
vestigate whether the difference in correlation has
some effect on the performance of the different sys-
tems. Accuracy results on the RTE task are reported
in Table 2. The columns RTE1, RTE2, RTE3, and
RTE5 represent the accuracies of the different ker-
nels using the traditional split of training and test-
ing. The column avg reports the average accuracy
of the different methods in the 4 sets. Rows rep-
resent the different kernels used in this comparative
experiment. These kernels are used with the task
specific kernel PK by changing the generic kernel
K. The first 3 rows represent the pure kernels while
the last 3 rows represent the kernels boosted with
the lexical similarity (Lex), a simple feature com-
puted using WordNet-based metrics, as in (Corley
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and Mihalcea, 2005). Looking at the first 3 rows,
we derive that there is not a significant difference be-
tween TK, DTK, and DDTK. DTK and DDTK can
then be used instead of the TK. This is an important
result, since the computation of DTK (or DDTK) is
much faster than that of TK, due to TK’s complex-
ity being quadratic with respect to the size of the
trees, and DTK requiring a simple dot product over
vectors that can be obtained with linear complex-
ity with respect to the tree size. The second fact is
that there is no difference between DTK and DDTK:
more semantically informed word vectors have the
same performance of random vectors.

5 Conclusions

Distributed structures and distributional meaning are
largely correlated. In this paper, we analyzed this
correlation with respect to the research challenge of
producing compositional models for distributional
semantics. In the studies of distributed represen-
tation, compositionality is a big issue that has pro-
duced many models and approaches. Compositional
distributional semantics poses the same issue. We
empirically showed that a methodology for includ-
ing distributional meaning in distributed represen-
tation is possible, but it must be furtherly devel-
oped to be an added value. Distributional semantics
has been positively added in traditional tree kernels
(Mehdad et al., 2010). Yet, the specific requirement
of distributed tree kernels (i.e., the orthogonality of
the vectors) reduces this positive effect.
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Abstract

Since its introduction into the NLP community,
pointwise mutual information has proven to be
a useful association measure in numerous nat-
ural language processing applications such as
collocation extraction and word space models.
In its original form, it is restricted to the anal-
ysis of two-way co-occurrences. NLP prob-
lems, however, need not be restricted to two-
way co-occurrences; often, a particular prob-
lem can be more naturally tackled when for-
mulated as a multi-way problem. In this pa-
per, we explore two multivariate generaliza-
tions of pointwise mutual information, and ex-
plore their usefulness and nature in the extrac-
tion of subject verb object triples.

1 Introduction

Mutual information (Shannon and Weaver, 1949) is
a measure of mutual dependence between two ran-
dom variables. The measure – and more specifically
its instantiation for specific outcomes called point-
wise mutual information (PMI) – has proven to be a
useful association measure in numerous natural lan-
guage processing applications. Since its introduc-
tion into the NLP community (Church and Hanks,
1990), it has been used in order to tackle or im-
prove upon several NLP problems, including col-
location extraction (ibid.) and word space mod-
els (Pantel and Lin, 2002). In its original form, it is
restricted to the analysis of two-way co-occurrences.
NLP problems, however, need not be restricted to
two-way co-occurrences; often, a particular prob-
lem can be more naturally tackled when formulated

as a multi-way problem. Notably, the framework
of tensor decomposition, that has recently perme-
ated into the NLP community (Turney, 2007; Ba-
roni and Lenci, 2010; Giesbrecht, 2010; Van de
Cruys, 2010), analyzes language issues as multi-
way co-occurrences. Up till now, little attention has
been devoted to the weighting of such multi-way co-
occurrences (which, for the research cited above, re-
sults either in using no weighting at all, or in apply-
ing an ad-hoc weighting solution without any theo-
retical underpinnings).

In this paper, we explore two possible generaliza-
tions of pointwise mutual information for multi-way
co-occurrences from a theoretical point of view. In
section 2, we discuss some relevant related work,
mainly in the field of information theory. In sec-
tion 3 the two generalizations of PMI are laid out in
more detail, based on their global multivariate coun-
terparts. Section 4 then discusses some applications
in the light of NLP, while section 5 concludes and
hints at some directions for future research.

2 Previous work

Research into the generalization of mutual informa-
tion was pioneered in two seminal papers. The first
one to explore the interaction of multiple random
variables in the scope of information theory was
McGill (1954). McGill described a first generaliza-
tion of mutual information based on the notion of
conditional entropy. This first generalization, called
interaction information, is described in section 3.2.1
below. A second generalization, solely based on
the commonalities of the random variables, was de-
scribed by Watanabe (1960). This generalization,
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called total correlation is presented in section 3.2.2.

3 Theory

3.1 Mutual information
Mutual information is a measure of the amount of
information that one random variable contains about
another random variable. It is the reduction in
the uncertainty of one random variable due to the
knowledge of the other.

I(X;Y ) =
∑
x∈X

∑
y∈Y

p(x, y) log
p(x, y)
p(x)p(y)

(1)

Pointwise mutual information is a measure of as-
sociation that looks at particular instances of the two
random variablesX and Y . More specifically, point-
wise mutual information measures the difference be-
tween the probability of their co-occurrence given
their joint distribution and the probability of their
co-occurrence given the marginal distributions of X
and Y (thus assuming the two random variables are
independent).

pmi(x, y) = log
p(x, y)
p(x)p(y)

(2)

Note that mutual information (equation 1) yields
the expected PMI value over all possible instances of
random variables X and Y .

Ep(X,Y )[pmi(X,Y )] (3)

Furthermore, note that PMI may be positive or
negative, but its expected outcome over all events
(i.e. the global mutual information) is always non-
negative.

3.2 Multivariate mutual information
In this section, the two generalizations for multivari-
ate distributions are presented. For both generaliza-
tions, we examine their standard form (which looks
at the interaction between the random variables as a
whole) and their specific instantiation (that looks at
particular outcomes of the random variables). Anal-
ogously to PMI, it is these specific instantiations
of the measures that are able to weigh specific co-
occurrences according to their importance in the cor-
pus. As with PMI, the value for the global case ought

to be the expected value for all the instantiations of
the specific measure.

3.2.1 Interaction information
Interaction information (McGill, 1954) – also

called co-information (Bell, 2003) – is based on the
notion of conditional mutual information. Condi-
tional mutual information is the mutual information
of two random variables conditioned on a third one.

I(X;Y |Z)

=
∑
x∈X

∑
y∈Y

∑
z∈Z

p(x, y, z) log
p(x, y|z)

p(x|z)p(y|z)
(4)

which can be rewritten as

∑
x∈X

∑
y∈Y

∑
z∈Z

p(x, y, z) log
p(z)p(x, y, z)
p(x, z)p(y, z)

(5)

For the case of three variables, the interaction in-
formation is then defined as the conditional mutual
information subtracted by the standard mutual infor-
mation.

I1(X;Y ;Z) = I(X;Y |Z)− I(X;Y )
= I(X;Z|Y )− I(X;Z)
= I(Y ;Z|X)− I(Y ;Z) (6)

Expanded, this gives the following equation:

I1(X;Y ;Z)

=
∑
x∈X

∑
y∈Y

∑
z∈Z

p(x, y, z) log
p(z)p(x, y, z)
p(x, z)p(y, z)

−
∑
x∈X

∑
y∈Y

p(x, y) log
p(x, y)
p(x)p(y)

(7)

We can now define specific interaction informa-
tion as follows1:

1Note that – compared to equation 7 – the two subparts in
the right-hand side of the equation have been swapped. For the
three-variable case, this gives exactly the same outcome except
for a change in sign. The swap is necessary in order to ensure a
proper set-theoretic measure (Fano, 1961; Reza, 1994).
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SI1(x, y, z) = log
p(x, y)
p(x)p(y)

− log
p(z)p(x, y, z)
p(x, z)p(y, z)

= log
p(x, y)p(y, z)p(x, z)
p(x)p(y)p(z)p(x, y, z)

(8)

Interaction information – as well as specific in-
teraction information – can equally be defined for
n > 3 variables.

3.2.2 Total correlation
Total correlation (Watanabe, 1960) – also called

multi-information (Studený and Vejnarová, 1998)
quantifies the amount of information that is shared
among the different random variables, and thus ex-
presses how related a particular group of random
variables are.

I2(X1, X2, . . . , Xn)

=
∑

x1∈X1,
x2∈X2,

...
xn∈Xn

p(x1, x2, . . . , xn) log
p(x1, x2, . . . , xn)

Πn
i=1p(xi)

(9)

Analogously to the definition of pointwise mu-
tual information, we can straightforwardly define the
correlation for specific instances of the random vari-
ables, which we coin specific correlation.

SI2(x1, x2, . . . , xn) = log
p(x1, x2, . . . , xn)

Πn
i=1p(xi)

(10)
For the case of three variables, this gives the follow-
ing equation:

SI2(x, y, z) = log
p(x, y, z)

p(x)p(y)p(z)
(11)

Note that this measure has been used in NLP tasks
before, notably for collocation extraction (Villada
Moirón, 2005).

4 Application

In this section, we explore the performance of the
measures defined above in an NLP context, viz. the
extraction of salient subject verb object triples. This
research has been carried out for Dutch. The Twente

Nieuws Corpus (Ordelman, 2002), a 500M Dutch
word corpus, has been automatically parsed with
the Dutch dependency parser ALPINO (van Noord,
2006), and all subject verb object triples with fre-
quency f ≥ 3 have been extracted. Next, a ten-
sor T of size I × J × K has been constructed,
containing the three-way co-occurrence frequencies
of the I most frequent subjects by the J most fre-
quent verbs by the K most frequent objects, with
I = 10000, J = 1000,K = 10000. Finally, two
new tensors U and V have been constructed, such
that Uijk = SI1(Tijk) and Vijk = SI2(Tijk), i.e.
tensor U has been weighted using specific interac-
tion information (equation 8) and tensor V has been
weighted using specific correlation (equation 11).

Table 1 shows the top five subject verb object
triples that received the highest specific interaction
information score, while table 2 gives the top five
subject verb object triples that gained the highest
specific correlation score (both with f > 30).

Note that both methods are able to extract salient
subject verb object triples, such as prototypical svo
combinations (peiling geeft opinie weer ‘poll repre-
sents opinion’, helikopter vuurt raket af ‘helicopter
fires rocket’) and fixed expressions (Dutch proverbs
such as de wal keert het schip ‘the circumstances
change the course’ and de vlag dekt de lading ‘the
content corresponds to the title’).

subject verb object SI1

peiling geef weer opinie 18.20
‘poll’ ‘represent’ ‘opinion’
helikopter vuur af raket 17.57
‘helicopter’ ‘fire’ ‘rocket’
Man bijt hond 17.15
‘man’ ‘bite’ ‘dog’
verwijt snijd hout 17.10
‘reproach’ ‘cut’ ‘wood’
wal keer schip 17.01
‘quay’ ‘turn’ ‘ship’

Table 1: Top five subject verb object triples with highest
specific interaction information score

Comparing both methods, the results seem to in-
dicate that the extracted triples are similar for both
weightings. This, however, is not consistently the
case: the results can differ significantly for partic-
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subject verb object SI2

verwijt snijd hout 8.05
‘reproach’ ‘cut’ ‘wood’
helikopter vuur af raket 7.75
‘helicopter’ ‘fire’ ‘rocket’
peiling geef weer opinie 7.64
‘poll’ ‘represent’ ‘opinion’
vlag dek lading 7.21
‘flag’ ‘cover’ ‘load’
argument snijd hout 7.17
‘argument’ ‘cut’ ‘wood’

Table 2: Top five subject verb object triples with highest
specific correlation score

ular instances. This becomes apparent when com-
paring table 3 and table 4, which for each method
contain the top five combinations for the Dutch verb
speel ‘play’.

Table 3 indicates that specific interaction informa-
tion picks up on prototypical svo combinations (ork-
est speelt symfonie ‘orchestra plays symphony’; also
note the 4 other triples that come from bridge game
descriptions). Specific correlation (table 4), on the
other hand, picks up on the expression een rol spe-
len ‘play a role’, and extracts salient subjects that go
with the expression.

subject verb object SI1

orkest speel symfonie 11.65
‘orchestra’ ‘play’ ‘symphony’
leider speel ruiten 10.29
‘leader’ ‘play’ ‘diamonds’
leider speel harten 10.20
‘leader’ ‘play’ ‘hearts’
leider speel schoppen 10.01
‘leader’ ‘play’ ‘spades’
leider speel klaveren 9.89
‘leader’ ‘play’ ‘clubs’

Table 3: Top five combinations with highest specific in-
teraction information scores for verb speel

In order to quantitatively assess the aptness of the
two methods for the extraction of salient svo triples,
we performed a small-scale manual evaluation of the
100 triples that scored the highest for each measure.

subject verb object SI2

nationaliteit speel rol 4.12
‘nationality’ ‘play’ ‘role’
afkomst speel rol 4.06
‘descent’ ‘play’ ‘role’
toeval speel rol 4.04
‘coincidence’ ‘play’ ‘role’
motief speel rol 4.04
‘motive’ ‘play’ ‘role’
afstand speel rol 4.02
‘distance’ ‘play’ ‘role’

Table 4: Top five combinations with highest specific cor-
relation scores for verb speel

A triple is considered salient when it is made up of
a fixed (multi-word) expression, or when it consists
of a fixed expression combined with a salient sub-
ject or object (e.g. argument snijd hout ‘argument
cut wood’). The bare frequency tensor (without any
weighting) was used as a baseline. The results are
presented in table 5.

measure precision

baseline .00
SI1 .24
SI2 .31

Table 5: Manual evaluation results for the extraction of
salient svo triples

The results indicate that both measures are able to
extract a significant number of salient triples com-
pared to the frequency baseline, which is not able
to extract any salient triples at all. Comparing both
measures, specific correlation clearly performs best
(.31 versus .24 for specific interaction information).

Additionally, we computed Kendall’s τb to com-
pare the rankings yielded by the two different meth-
ods (over all triples). The correlation between both
rankings is τb = 0.21, indicating that the results
yielded by both methods – though correlated – differ
to a significant extent.

These are, of course, preliminary results, and a
more thorough evaluation is necessary to confirm the
tendencies that emerge.
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5 Conclusion

In this paper, we presented two multivariate gen-
eralizations of mutual information, as well as their
instantiated counterparts specific interaction infor-
mation and specific correlation, that are useful for
weighting multi-way co-occurrences in NLP tasks.
The main goal of this paper is to show that there is
not just one straightforward generalization of point-
wise mutual information for the multivariate case,
and NLP researchers that want to exploit multi-way
co-occurrences in an information-theoretic frame-
work should take this fact into account.

Moreover, we have applied the two different mea-
sures to the extraction of subject verb object triples,
and demonstrated that the results may differ signif-
icantly. It goes without saying that these are just
exploratory and rudimentary observations; more re-
search into the exact nature of both generalizations
and their repercussions for NLP – as well as a proper
quantitative evaluation – are imperative.

This brings us to some avenues for future work.
More research needs to be carried with regard to the
exact nature of the dependencies that both measures
capture. Preliminary results show that they extract
different information, but it is not clear what the
exact nature of that information is. Secondly, we
want to carry out a proper quantitative evaluation
on different multi-way co-occurrence (factorization)
tasks, in order to indicate which measure works best,
and which measure might be more suitable for a par-
ticular task.
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Abstract

This paper gives an overview of the shared
task at the ACL-HLT 2011 DiSCo (Distribu-
tional Semantics and Compositionality) work-
shop. We describe in detail the motivation
for the shared task, the acquisition of datasets,
the evaluation methodology and the results
of participating systems. The task of assign-
ing a numerical score for a phrase accord-
ing to its compositionality showed to be hard.
Many groups reported features that intuitively
should work, yet showed no correlation with
the training data. The evaluation reveals that
most systems outperform simple baselines, yet
have difficulties in reliably assigning a compo-
sitionality score that closely matches the gold
standard. Overall, approaches based on word
space models performed slightly better than
methods relying solely on statistical associa-
tion measures.

1 Introduction

Any NLP system that does semantic processing re-
lies on the assumption of semantic compositionality:
the meaning of a phrase is determined by the mean-
ings of its parts and their combination. However,
this assumption does not hold for lexicalized phrases
such as idiomatic expressions, which causes troubles
not only for semantic, but also for syntactic process-
ing (Sag et al., 2002). In particular, while distribu-
tional methods in semantics have proved to be very
efficient in tackling a wide range of tasks in natural
language processing, e.g., document retrieval, clus-
tering and classification, question answering, query

expansion, word similarity, synonym extraction, re-
lation extraction, textual advertisement matching in
search engines, etc. (see Turney and Pantel (2010)
for a detailed overview), they are still strongly lim-
ited by being inherently word-based. While dictio-
naries and other lexical resources contain multiword
entries, these are expensive to obtain and not avail-
able for all languages to a sufficient extent. Fur-
thermore, the definition of a multiword varies across
resources, and non-compositional phrases are often
merely a subclass of multiword units.

This shared task addressed researchers that are
interested in extracting non-compositional phrases
from large corpora by applying distributional mod-
els that assign a graded compositionality score to a
phrase, as well as researchers interested in express-
ing compositional meaning with such models. The
score denotes the extent to which the composition-
ality assumption holds for a given expression. The
latter can be used, for example, to decide whether
the phrase should be treated as a single unit in ap-
plications. We emphasized that the focus is on au-
tomatically acquiring semantic compositionality and
explicitly did not invite approaches that employ pre-
fabricated lists of non-compositional phrases.

It is often the case that compositionality of a
phrase depends on the context. Though we have
used a sentence context in the process of construct-
ing the gold standard, we have decided not to pro-
vide it with the dataset: we have asked for a sin-
gle compositionality score per phrase. In an appli-
cation, this could play the role of a compositional-
ity prior that could, e.g., be stored in a dictionary.
There is a long-living tradition within the research
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community working on multiword units (MWUs) to
automatically classify MWUs into either composi-
tional or non-compositional ones. However, it has
been often noted that compositionality comes in de-
grees, and a binary classification is not valid enough
in many cases (Bannard et al., 2003; Katz and Gies-
brecht, 2006). To the best of our knowledge, this has
been the first attempt to offer a dataset and a shared
task that allows to explicitly evaluate the models of
graded compositionality.

2 Shared Task Description

For the shared task, we aimed to get composition-
ality scores for phrases frequently occurring in cor-
pora. Since distributional models need large corpora
to perform reliable statistics, and these statistics are
more reliable for frequent items, we chose to restrict
the candidate set to the most frequent phrases from
the freely available WaCky1 web corpora (Baroni et
al., 2009). Those are currently downloadable for En-
glish, French, German and Italian. They have al-
ready been automatically sentence-split, tokenized,
part-of-speech (POS) tagged and lemmatized, which
reduces the load on both organizers and participants
that decide to make use of these corpora. Further,
WaCky corpora provide a good starting point for ex-
perimenting with distributional models due to their
size, ranging between 1-2 billion tokens, and exten-
sive efforts to make these corpora as clean as possi-
ble.

2.1 Candidate Selection

There is a wide range of subsentential units that can
function as a non-compositional construction. These
units do not have to be realized continuously in the
surface realization and can consist of an arbitrary
number of lexical items. While it would be interest-
ing to examine unrestricted forms of multiwords and
compositional phrases, we decided to restrict candi-
date selection to certain grammatical constructions
to make the task more tangible. Specifically, we use
word pairs in the following relations:

• ADJ NN: Adjective modifying a noun, e.g.
”red herring” or ”blue skies”

1http://wacky.sslmit.unibo.it

• V SUBJ: Noun in subject position and verb,
e..g. ”flies fly” or ”people transfer (sth.)”

• V OBJ: Noun in object position and verb, e.g.
”lose keys”, ”play song”

While it is possible to extract the relations fairly ac-
curately from parsed English text, there is – to our
knowledge – no reliable, freely available method
that can tell verb-subjects from verb-objects for Ger-
man. Thus, we employed a three-step selection
procedure for producing a set of candidate phrases
per grammatical relation and language that involved
heavy manual intervention.

1. Extract candidates using (possibly over-
generating) patterns over part-of-speech
sequences and sort by frequency

2. Manually select plausible candidates for the
target grammatical relation in order of decreas-
ing frequency

3. Balance the candidate set to select enough non-
compositional phrases

For English, we used the following POS pat-
terns: ADJ NN: ”JJ* NN*”; V SUBJ: ”NN* VV*”;
V OBJ: ”VV* DT|CD NN*” and ”VV* NN*”. The
star * denotes continuation of tag labels: e.g. VV*
matches all tags starting with ”VV”, such as VV,
VVD, VVG, VVN, VVP and VVZ.

For German, we used ”ADJ* NN*” for ADJ NN.
For relations involving nouns and verbs, we ex-
tracted all noun-verb pairs in a window of 4 tokens
and manually filtered by relation on the aggregated
frequency list. Frequencies were computed on the
lemma forms.

This introduces a bias on the possible construc-
tions that realize the target relations, especially for
the verb-noun pairs. Further, the selection procedure
is biased by the intuition of the person that performs
the selection. We only admitted what we thought
were clear-cut cases (only nouns that are typically
found in subject respectively object position) to the
candidate set at this stage.

Since non-compositional phrases are much less
in numbers than compositional phrases, we tried to
somewhat balance this in the third step in the se-
lection. If the candidates would have been randomly
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selected, an overwhelming number of compositional
phrases would have rendered the task very hard to
evaluate, since a baseline system predicting high
compositionality in all cases would have achieved
a very high score. We argue that since we are es-
pecially interested in non-compositional phrases in
this competition, it is valid to bias the dataset in this
way.

After we collected a candidate list, we randomly
selected seven sentences per candidate from the cor-
pus. Through manual filtering, we checked whether
the target word pair was in fact found in the target
relation in these sentences. Further we removed in-
complete and too long sentences, so that we ended
up with five sentences per target phrase. Some can-
didate phrases that only occurred in very fixed con-
texts (e.g. disclaimers) or did not have enough well-
formed sentences were removed in this step.

Figure 1 shows the sentences for ”V OBJ: buck
trend” as an example output of this procedure.

2.2 Annotation
The sample usages of target phrases now had to be
annotated for compositionality. We employed the
crowdsourcing service Amazon Turk2 for realizing
these annotations. The advantage of crowdsourc-
ing is its scalability through the large numbers of
workers that are ready to perform small tasks for
pay. The disadvantage is that tasks usually cannot be
very complex, since quality issues (scammers) have
to be addressed either with test items or redundancy
or both – mechanisms that only work for types of
tasks where there is clearly a correct answer.

Previous experiences in constructing linguistic
annotations with Amazon Turk (Biemann and Ny-
gaard, 2010) made us stick to the following two-step
procedure that more or less ensured the quality of
annotation by hand-picking workers:

1. Gather high quality workers: In an open task
for a small data sample with unquestionable de-
cisions, we collected annotations from a large
number of workers. Workers were asked to
provide reasons for their decisions. Workers
that performed well, gave reasons that demon-
strated their understanding of the task and com-
pleted a significant amount of the examples

2http://www.mturk.com

were invited for a closed task. Net pay was 2
US cents for completing a HIT.

2. Get annotations for the real task: In the closed
task, only invited workers were admitted and
redundancy was reduced to four workers per
HIT. Net pay was 3 US cents for completing
a HIT.

Figure 2 shows a sample HIT (human intelligence
task) for English on Amazon turk, including in-
structions. Workers were asked to enter a judgment
from 0-10 about the literacy of the highlighted tar-
get phrase in the respective context. For the German
data, we used an equivalent task definition in Ger-
man.

All five contexts per target phrase were scored by
four workers each. A few items were identified as
problematic by the workers (e.g. missing highlight-
ing, too little context), and one worker was excluded
during the English experiment for starting to delib-
erately scam. For this worker, all judgments were re-
moved and not repeated. Thus, the standard number
of judgments per target phrase was 20, with some
targets receiving less judgments because of these
problems. The minimum number of judgments per
target phrase was 12: four HITs with three judg-
ments each.

From this, we computed a score by averaging over
all judgments per phrase and multiplying the over-
all score by 10 to get scores in the range of 0-100.
This score cannot help in discriminating moderately
compositional phrases like ”V OBJ: make decision”
from phrases that are dependent on the context like
”V OBJ: wait minute” which had two HITs for the
idiomatic use of ”wait a minute!” and three HITs
with literally minutes to spend idling.

As each HIT was annotated by a possibly differ-
ent set of workers, it is not possible to compute inter-
annotator agreement. Eyeballing the scores revealed
that some workers generally tend to give higher re-
spectively lower scores than others. Overall, work-
ers agreed more for clearly compositional or clearly
non-compositional HITs. We believe that using this
comparatively high number of judgments per target,
averaged over several contexts, should give us fairly
reliable judgments, as worker biases should cancel
out each other.
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• I would like to buck the trend of complaint !

• One company that is bucking the trend is Flowcrete Group plc located in Sandbach , Cheshire .

• ” We are now moving into a new phase where we are hoping to buck the trend .

• With a claimed 11,000 customers and what look like aggressive growth plans , including recent acquisitions of
Infinium Software , Interbiz and earlier also Max international , the firm does seem to be bucking the trend of
difficult times .

• Every time we get a new PocketPC in to Pocket-Lint tower , it seems to offer more features for less money and
the HP iPaq 4150 is n’t about to buck the trend .

Figure 1: sentences for V OBJ: buck trend after manual filtering and selection. The target is highlighted.

How literal is this phrase?
Can you infer the meaning of a given phrase by only considering their parts literally, or does the phrase carry a ’special’ meaning?
In the context below, how literal is the meaning of the phrase in bold?
Enter a number between 0 and 10.

• 0 means: this phrase is not to be understood literally at all.

• 10 means: this phrase is to be understood very literally.

• Use values in between to grade your decision. Please, however, try to take a stand as often as possible.

In case the context is unclear or nonsensical, please enter ”66” and use the comment field to explain. However, please try to make sense of it even if the sentences are incomplete.

Example 1 :
There was a red truck parked curbside. It looked like someone was living in it.
YOUR ANSWER: 10
reason: the color of the truck is red, this can be inferred from the parts ”red” and ”truck” only - without any special knowledge.

? Example 2 :
What a tour! We were on cloud nine when we got back to headquarters but we kept our mouths shut.
YOUR ANSWER: 0
reason: ”cloud nine” means to be blissfully happy. It does NOT refer to a cloud with the number nine.

Example 3 :
Yellow fever is found only in parts of South America and Africa.
YOUR ANSWER: 7
reason: ”yellow fever” refers to a disease causing high body temperature. However, the fever itself is not yellow. Overall, this phrase is fairly literal, but not totally, hence answering with a value
between 5 and 8 is appropriate.

We take rejection seriously and will not reject a HIT unless done carelessly. Entering anything else but numbers between 0 and 10 or 66 in the judgment field will automatically trigger rejection.

YOUR CONTEXT with big day
Special Offers : Please call FREEPHONE 0800 0762205 to receive your free copy of ’ Groom ’ the full
colour magazine dedicated to dressing up for the big day and details of Moss Bros Hire rates .

How literal is the bolded phrase in the context above between 0 and 10?
[ ]

OPTIONAL: leave a comment, tell us about what is broken, help us to improve this type of HIT:
[ ]

Figure 2: Sample Human Intelligence Task on Amazon Turk with annotation instructions
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EN ADJ NN V SUBJ V OBJ Sum
Train 58 (43) 30 (23) 52 (41) 140 (107)
Vali. 10 (7) 9 (6) 16 (13) 35 (26)
Test 77 (52) 35 (26) 62 (40) 174 (118)
All 145 (102) 74 (55) 130 (94) 349 (251)

Table 1: English dataset: number of target phrases (with
coarse scores)

DE ADJ NN V SUBJ V OBJ Sum
Train 49 (42) 26 (23) 44 (33) 119 (98)
Vali. 11 (8) 9 (8) 9 (7) 29 (23)
Test 63 (48) 29 (28) 57 (44) 149 (120)
All 123 (98) 64 (59) 110 () 297 (241)

Table 2: German dataset: number of target phrases (with
coarse scores)

Additionally to the numerical scores, we’ve also
provided coarse-grained labels. This is motivated
by the following: for some applications, it is prob-
ably enough to decide whether a phrase is always
compositional, somewhat compositional or usually
not compositional, without the need of more fine-
grained distinctions. For this, we’ve transformed the
numerical scores in the range of 0-25 to coarse la-
bel ”low”, those between 38-62 have been labeled
as ”medium”, and the ones from 75 to 100 have re-
ceived the value ”high”. All other phrases have been
excluded from the corresponding training and test
datasets for ”coarse evaluation” (s. Section 2.4.2):
28.1% of English and 18.9% of German phrases.

2.3 Datasets
Now we describe the datasets in detail. Table 1 sum-
marizes the English data, Table 2 describes the Ger-
man data quantitatively. Per language and relation,
the data was randomly split in approximatively 40%
training, 10% validation and 50% test.

2.4 Scoring of system responses
We provided evaluation scripts along with the train-
ing and validation data. Additionally, we report cor-
relation values (Spearman’s rho and Kendall’s tau)
in Section 4.

2.4.1 Numerical Scoring
For numerical scoring, the evaluation script com-

putes the distance between the system responses
S = {starget1, starget2, ...stargetN} and the gold

standard G = {gtarget1, gtarget2, ...gtargetN} in
points, averaged over all items:

NUMSCORE(S, G) = 1
N

∑
i=1..N |gi − si|.

Missing values in the system scores are filled
with the default value of 50. A perfect score is
0, indicating no difference between the system
responses and the gold standard.

2.4.2 Coarse Scoring
We use precision on coarse label predictions for

coarse scoring:
COARSE(S,G) =

1
N

∑
i=1..N

{ si == gi : 1
otherwise : 0

.

As with numerical scoring, missing system re-
sponses are filled with a default value, in this case
’medium’. A perfect score would be 1.00, connot-
ing complete congruence of gold standard and sys-
tem response labels.

3 Participants

Seven teams participated in the shared task. Table 3
summarizes the participants and their systems. Four
of the teams (Duluth, UoY, JUCSE, SCSS-TCD)
submitted three runs for the whole English test set.
One team participated with two systems, one of
which was for the entire English dataset and an-
other one included entries only for English V SUBJ
and V OBJ relations. A team from UNED provided
scores solely for English ADJ NN pairs. UCPH was
the only team that delivered results for both English
and German.

Systems can be split into approaches based on sta-
tistical association measures and approaches based
on word space models. On top, some systems used
a machine-learned classifier to predict numerical
scores or coarse labels.

4 Results

The results of the official evaluation for English are
shown in Tables 4 and 5.

Table 4 reports the results for numerical scor-
ing. UCPH-simple.en performed best with the score
of 16.19. The second best system UoY: Exm-Best
achieved 16.51, and the third was UoY:Pro-Best
with 16.79. It is worth noting that the top six systems
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Systems Institution Team Approach
Duluth-1 Dept. of Computer Science, Ted Pedersen statistical
Duluth-2 University of Minnesota association measures:
Duluth-3 t-score and pmi
JUCSE-1 Jadavpur University Tanmoy Chakraborty, Santanu Pal mix of statistical
JUCSE-2 Tapabrata Mondal, Tanik Saikh, association measures
JUCSE-3 Sivaju Bandyopadhyay
SCSS-TCD:conf1 SCSS, Alfredo Maldonado-Guerra, unsupervised WSM,
SCSS-TCD:conf2 Trinity College Dublin Martin Emms cosine similarity
SCSS-TCD:conf3
submission-ws Gavagai Hillevi Hägglöf, random indexing
submission-pmi Lisa Tengstrand association measures (pmi)
UCPH-simple.en University of Copenhagen Anders Johannsen, Hector Martinez, support vector regression

Christian Rishøj, Anders Søgaard with COALS-based
endocentricity features

UoY: Exm University of York, UK; Siva Reddy, Diana McCarthy, exemplar-based WSMs
UoY: Exm-Best Lexical Computing Ltd., UK Suresh Manandhar,
UoY: Pro-Best Spandana Gella prototype-based WSM
UNED-1: NN NLP and IR Group at UNED Guillermo Garrido, syntactic VSM,
UNED-2: NN Anselmo Peas dependency-parsed UKWaC,
UNED-3: NN SVM classifier

Table 3: Participants of DiSCo’2011 Shared Task

in the numerical evaluation are all based on different
variations of word space models.

The outcome of evaluation for coarse scores is
displayed in Table 5. Here, Duluth-1 performs high-
est with 0.585, followed closely by UoY:ExmBest
with 0.576 and UoY: ProBest with 0.567. Duluth-
1 is an approach purely based on association mea-
sures.

Both tables also report ZERO-response and
RANDOM-response baselines. ZERO-response
means that, if no score is reported for a phrase, it
gets a default value of 50 (fifty) points in numerical
evaluation and ’medium’ in coarse evaluation. Ran-
dom baselines were created by using random labels
from a uniform distribution. Most systems beat the
RANDOM-response baseline, only about half of the
systems are better than ZERO-response.

Apart from the officially announced scoring meth-
ods, we provide Spearman’s rho and Kendall’s tau
rank correlations for numerical scoring. Rank cor-
relation scores that are not significant are noted in
parentheses. With correlations, the higher the score,
the better is the system’s ability to order the phrases
according to their compositionality scores. Here,
systems UoY: Exm-Best, UoY: Pro-Best / JUCSE-
1 and JUCSE-2 achieved the first, second and third

best results respectively.
Overall, there is no clear winner for the English

dataset. However, across different scoring mecha-
nisms, UoY: Exm-Best is the most robust of the sys-
tems. The UCPH-simple.en system has a stellar per-
formance on V OBJ but apparently uses a subopti-
mal way of assigning coarse labels. The Duluth-1
system, on the other hand, is not able to produce a
numerical ranking that is significant according to the
correlation measures, but excels in the coarse scor-
ing.

When comparing word space models and asso-
ciation measures, it seems that the former do a
slightly better job on modeling graded composition-
ality, which is especially obvious in the numerical
evaluation.

Since word space models and statistical associa-
tion measures are language-independent approaches
and most teams have not used syntactic preprocess-
ing other than POS tagging, it is a pity that only one
team has tried the German task (see Tables 6 and
7). The comparison to the baselines shows that the
UCPH system is robust across languages and per-
forms (relatively speaking) equally well in the nu-
merical scoring both for the German and the English
tasks.
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numerical scores responses ρ τ EN all EN ADJ NN EN V SUBJ EN V OBJ
number of phrases 174 77 35 62

0-response baseline 0 - - 23.42 24.67 17.03 25.47
random baseline 174 (0.02) (0.02) 32.82 34.57 29.83 32.34

UCPH-simple.en 174 0.27 0.18 16.19 14.93 21.64 14.66
UoY: Exm-Best 169 0.35 0.24 16.51 15.19 15.72 18.6
UoY: Pro-Best 169 0.33 0.23 16.79 14.62 18.89 18.31

UoY: Exm 169 0.26 0.18 17.28 15.82 18.18 18.6
SCSS-TCD: conf1 174 0.27 0.19 17.95 18.56 20.8 15.58
SCSS-TCD: conf2 174 0.28 0.19 18.35 19.62 20.2 15.73

Duluth-1 174 (-0.01) (-0.01) 21.22 19.35 26.71 20.45
JUCSE-1 174 0.33 0.23 22.67 25.32 17.71 22.16
JUCSE-2 174 0.32 0.22 22.94 25.69 17.51 22.6

SCSS-TCD: conf3 174 0.18 0.12 25.59 24.16 32.04 23.73
JUCSE-3 174 (-0.04) (-0.03) 25.75 30.03 26.91 19.77
Duluth-2 174 (-0.06) (-0.04) 27.93 37.45 17.74 21.85
Duluth-3 174 (-0.08) (-0.05) 33.04 44.04 17.6 28.09

submission-ws 173 0.24 0.16 44.27 37.24 50.06 49.72
submission-pmi 96 - - - - 52.13 50.46

UNED-1: NN 77 - - - 17.02 - -
UNED-2: NN 77 - - - 17.18 - -
UNED-3: NN 77 - - - 17.29 - -

Table 4: Numerical evaluation scores for English: average point difference and correlation measures (not significant
values in parentheses)

coarse values responses EN all EN ADJ NN EN V SUBJ EN V OBJ
number of phrases 118 52 26 40

zero-response baseline 0 0.356 0.288 0.654 0.250
random baseline 118 0.297 0.288 0.308 0.300

Duluth-1 118 0.585 0.654 0.385 0.625
UoY: Exm-Best 114 0.576 0.692 0.500 0.475
UoY: Pro-Best 114 0.567 0.731 0.346 0.500

UoY: Exm 114 0.542 0.692 0.346 0.475
SCSS-TCD: conf2 118 0.542 0.635 0.192 0.650
SCSS-TCD: conf1 118 0.534 0.64 0.192 0.625

JUCSE-3 118 0.475 0.442 0.346 0.600
JUCSE-2 118 0.458 0.481 0.462 0.425

SCSS-TCD: conf3 118 0.449 0.404 0.423 0.525
JUCSE-1 118 0.441 0.442 0.462 0.425

submission-ws 117 0.373 0.346 0.269 0.475
UCPH-simple.en 118 0.356 0.346 0.500 0.275

Duluth-2 118 0.322 0.173 0.346 0.500
Duluth-3 118 0.322 0.135 0.577 0.400

submission-pmi - - - 0.346 0.550
UNED-1-NN 52 - 0.289 - -
UNED-2-NN 52 - 0.404 - -
UNED-3-NN 52 - 0.327 - -

Table 5: Coarse evaluation scores for English
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numerical scores responses ρ τ DE all DE ADJ NN DE V SUBJ DE V OBJ
number of phrases 149 63 29 57

0-response baseline 0 - - 32.51 32.21 38.00 30.05
random baseline 149 (0.005) (0.004) 37.79 36.27 47.45 34.54

UCPH-simple.de 148 0.171 0.116 24.03 27.09 15.55 24.06

Table 6: Numerical evaluation scores for German

heightcoarse values responses DE all DE ADJ NN DE V SUBJ DE V OBJ
number of phrases 120 48 28 44

0-response baseline 0 0.158 0.208 0.071 0.159
random baseline 120 0.283 0.313 0.214 0.295

UCPH-simple.de 119 0.283 0.375 0.286 0.182

Table 7: Coarse evaluation scores for German

For more details on the systems as well as fine-
grained analysis of the results, please consult the
corresponding system description papers.

5 Conclusion

DiSCo Shared Task attracted seven groups that sub-
mitted results for 19 systems. We consider this
a success, taking into consideration that the task
is new and difficult. The opportunity to evaluate
language-independent models for languages other
than English was unfortunately not taken up by most
participants.

The teams applied a variety of approaches that
can be classified into lexical association measures
and word space models of various flavors. From
the evaluation, it is hard to decide what method is
currently more suited for the task of automatic ac-
quisition of compositionality, with a slight favor for
approaches based on word space model.

A takeaway message is that a pure corpus-based
acquisition of graded compositionality is a hard task.
While some approaches clearly outperform base-
lines, further advances are needed for automatic sys-
tems to be able to reproduce semantic composition-
ality.
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Abstract

We considered a wide range of features for
the DiSCo 2011 shared task about composi-
tionality prediction for word pairs, including
COALS-based endocentricity scores, compo-
sitionality scores based on distributional clus-
ters, statistics about wordnet-induced para-
phrases, hyphenation, and the likelihood of
long translation equivalents in other lan-
guages. Many of the features we considered
correlated significantly with human compo-
sitionality scores, but in support vector re-
gression experiments we obtained the best re-
sults using only COALS-based endocentric-
ity scores. Our system was nevertheless the
best performing system in the shared task, and
average error reductions over a simple base-
line in cross-validation were 13.7% for En-
glish and 50.1% for German.

1 Introduction

The challenge in the DiSCo 2011 shared task is to
estimate and predict the semantic compositionality
of word pairs. Specifically, the data set consists of
adjective-noun, subject-verb and object-verb pairs
in English and German. The organizers also pro-
vided the Wacky corpora for English and German
with lowercased lemmas.1 In addition, we also ex-
perimented with wordnets and using Europarl cor-
pora for the two languages (Koehn, 2005), but none
of the features based on these resources were used
in the final submission.

Semantic compositionality is an ambiguous term
in the linguistics litterature. It may refer to the po-
sition that the meaning of sentences is built from

1http://wacky.sslmit.unibo.it/

the meaning of its parts through very general prin-
ciples of application, as for example in type-logical
grammars. It may also just refer to a typically not
very well defined measure of semantic transparency
of expressions or syntactic constructions, best illus-
trated by examples:

(1) pull the plug

(2) educate people

The verb-object word pair in example (1) is in
the training data rated as much less compositional
than example (2). The intuition is that the mean-
ing of the whole is less related to the meaning of
the parts. The compositionality relation is not de-
fined more precisely, however, and this may in part
explain why compositionality prediction seems frus-
tratingly hard.

2 Features

Many of our features were evaluated with different
amounts of slop. The slop parameter permits non-
exact matches without resorting to language-specific
shallow patterns. The words in the compounds are
allowed to move around in the sentence one position
at a time. The value of the parameter is the maxi-
mum number of steps. Set to zero, it is equivalent
to an exact match. Below are a couple of example
configurations. Note that in order for w1 and w2 to
swap positions, we must have slop > 1 since slop=1
would place them on top of each other.

x x w1 w2 x x (slop=0)
x x w1 x w2 x (slop=1)
x x w1 x x w2 (slop=2)
x x w2 w1 x x (slop=2)
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2.1 LEFT-ENDOC, RIGHT-ENDOC and
DISTR-DIFF

These features measure the endocentricity of a word
pair w1 w2. The distribution of w1 is likely to be
similar to the distribution of ”w1 w2” if w1 is the
syntactic head of ”w1 w2”. The same is to be ex-
pected for w2, when w2 is the head.

Syntactic endocentricity is related to composi-
tionality, but the implication is one-way only. A
highly compositional compound is endocentric, but
an endocentric compound need not be highly com-
positional. For example, the distribution of ”olive
oil”, which is endocentric and highly compositional,
is very similar to the distribution of ”oil”, the head
word. On the other hand, ”golden age” which is
ranked as highly non-compositional in the training
data, is certainly endocentric. The distribution of
”golden age” is not very different from that of ”age”.

We used COALS (Rohde et al., 2009) to cal-
culate word distributions. The COALS algorithm
builds a word-to-word semantic space from a cor-
pus. We used the implementation by Jurgens and
Stevens (2010), generating the semantic space from
the Wacky corpora for English and German with du-
plicate sentences removed and low-frequency words
substituted by dummy symbols. The word pairs
have been fed to COALS as compounds that have to
be treated as single tokens, and the semantic space
has been generated and reduced using singular value
decompositon. The vectors for w1, w2 and ”w1 w2”
are calculated, and we compute the cosine distance
between the semantic space vectors for the word
pair and its parts, and between the parts themselves,
namely for ”w1 w2” and w1, for ”w1 w2” and w2,
and for w1 and w2, say for ”olive oil” and ”olive”,
for ”olive oil” and ”oil”, and for ”olive” and ”oil”.
LEFT-ENDOC is the cosine distance between the left
word and the compound. RIGHT-ENDOC is the co-
sine distance between the right word and the com-
pound. Finally, DISTR-DIFF is the cosine distance
between the two words, w1 and w2.

2.2 BR-COMP

To accommodate for the weaknesses of syntactic en-
docentricity features, we also tried introducing com-
positionality scores based on hierarchical distribu-
tional clusters that would model semantic composi-

tionality more directly. The scores are referred to
below as BR-COMP (compositionality scores based
on Brown clusters), and the intuition behind these
scores is that a word pair ”w1 w2”, e.g. ”hot dog”, is
non-compositional if w1 and w2 have high colloca-
tional strength, but if w1 is replaced with a different
word w′1 with similar distribution, e.g. ”warm”, then
”w′1 w2” is less collocational. Similarly, if w2 is re-
placed with a different word w′2 with similar distri-
bution, e.g. ”terrier”, then ”w1 w

′
2” is also much less

collocational than ”w1 w2”.
We first induce a hierarchical clustering of the

words in the Wacky corpora cl : W → 2W with
W the set of words in our corpora, using publicly
available software.2 Let the collocational strength of
the two words w1 and w2 be G2(w1, w2). We then
compute the average collocational strength of distri-
butional clusters, BR-CS (collocational strength of
Brown clusters):

BR-CS(w1, w2) =
ΣN
x∈cl(w1),x′∈cl(w2)G

2(x, x′)

N

with N = |cl(w1)| × |cl(w2)|. We now let

BR-COMP(w1, w2) = BR-CS(w1,w2)
G2(w1,w2)

.
The Brown clusters were built with C = 1000

and a cut-off frequency of 1000. With these settings
the number of word types per cluster is quite high,
which of course has a detrimental effect on the se-
mantic coherence of the cluster. To counter this we
choose to restrict cl(w) and cl(w′) to include only
the 50 most frequently occurring terms.

2.3 PARAPHR

These features have to do with alternative phrasings
using synonyms from Princeton WordNet 3 and Ger-
maNet4. One word in the compound is held con-
stant while the other is replaced with its synonyms.
The intuition is again that non-compositional com-
pounds are much more frequent than any compound
that results from replacing one of the constituent
words with one of its synonyms. For ”hot dog” we
thus generate ”hot terrier” and ”warm dog”, but not
”warm terrier”. Specifically, PARAPHR≥100 means

2http://www.cs.berkeley.edu/∼pliang/software/
3http://wordnet.princeton.edu/
4GermaNet Copyright c© 1996, 2008 by University of

Tübingen.
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that at least one of the alternative compounds has
a document count of more than 100 in the cor-
pus. PARAPHRav is the average count for all para-
phrases, PARAPHRsum is the sum of these counts,
and PARAPHRrel is the average count for all para-
phrases over the count of the word pair in question.

2.4 HYPH

The HYPH features were inspired by Bergsma et
al. (2010). It was only used for English. Specif-
ically, we used the relative frequency of hyphen-
ated forms as features. For adjective-noun pairs
we counted the number of hyphenated occurrences,
e.g. ”front-page”, and divided that number by the
number of non-hyphenated occurrences, e.g. ”front
page”. For subject-verb and object-verb pairs, we
add -ing to the verb, e.g. ”information-collecting”,
and divided the number of such forms with non-
hyphenated equivalents, e.g. ”information collect-
ing”.

2.5 TRANS-LEN

The intuition behind our bilingual features is that
non-compositional words typically translate into a
single word or must be paraphrased using multiple
words (circumlocution or periphrasis). TRANS-LEN

is the probability that the phrase’s translation, possi-
bly with intervening articles and markers, is longer
than lmin and shorter than lmax , i.e.:

TRANS-LEN(w1, w2, lmin , lmax ) =

Στ∈trans(w1 w2),l1≤|τ |≤l2P (σ|w1 w2)

Στ∈trans(w1 w2)P (σ|w1 w2)

We use English and German Europarl (Koehn,
2005) to train our translation models. In particular,
we use the phrase tables of the Moses PB-SMT sys-
tem5 trained on a lemmatized version of the WMT11
parallel corpora for English and German. Below
TRANS-LEN-n will be the probability of the trans-
lation of a word pair being n or more words. We
also experimented with average translation length as
a feature, but this did not correlate well with seman-
tic compositionality.

5http://statmt.org

feat ρ
English German

rel-type = ADJ NN 0.0750 *0.1711
rel-type = V SUBJ 0.0151 **0.2883
rel-type = V OBJ 0.0880 0.0825
LEFT-ENDOC **0.3257 *0.1637
RIGHT-ENDOC **0.3896 0.1379
DISTR-DIFF *0.1885 0.1128
HYPH (5) 0.1367 -
HYPH (5) reversed *0.1829 -
G2 0.1155 0.0535
BR-CS *0.1592 0.0242
BR-COMP 0.0292 0.0024
Count (5) 0.0795 *0.1523
PARAPHR≥|w1 w−2| 0.1123 0.1242
PARAPHRrel (5) 0.0906 0.0013
PARAPHRav (1) 0.1080 0.0743
PARAPHRav (5) 0.1313 0.0707
PARAPHRsum (1) 0.0496 0.0225
PARAPHR≥100 (1) **0.2434 0.0050
PARAPHR≥100 (5) **0.2277 0.0198
TRANS-LEN-1 0.0797 0.0509
TRANS-LEN-2 0.1109 0.0158
TRANS-LEN-3 0.0935 0.0489
TRANS-LEN-5 0.0240 0.0632

Figure 1: Correlations. Coefficients marked with * are
significant (p < 0.05), and coefficients marked with **
are highly significant (p < 0.01). We omit features with
different slop values if they perform significantly worse
than similar features.

3 Correlations

We have introduced five different kinds of features,
four of which are supposed to model semantic com-
positionality directly. For feature selection, we
therefore compute the correlation of features with
compositionality scores and select features that cor-
relate significantly with compositionality. The fea-
tures are then used for regression experiments.

4 Regression experiments

For our regression experiments, we use support vec-
tor regression with a high (7) degree kernel. Other-
wise we use default parameters of publicly available
software.6 In our experiments, however, we were
not able to produce substantially better results than
what can be obtained using only the features LEFT-
ENDOC and RIGHT-ENDOC. In fact, for German
using only LEFT-ENDOC gave slightly better results
than using both. These features are also those that
correlate best with human compositionality scores
according to Figure 1. Consequently, we only use

6http://www.csie.ntu.edu.tw/∼cjlin/libsvm/
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these features in our official runs. Our evaluations
below are cross-validation results on training and de-
velopment data using leave-one-out. We compare
using only LEFT-ENDOC and RIGHT-ENDOC (for
English) with using all significant features that seem
relatively independent. For English, we used LEFT-
ENDOC, RIGHT-ENDOC, DISTR-DIFF, HYPH (5)
reversed, BR-CS, PARAPHR≥100 (1). For German,
we used rel-type = ADJ NN, rel-type=V SUBJ and
RIGHT-ENDOC. We only optimized on numeric
scores. The submitted coarse-grained scores were
obtained using average +/- average deviation.7

English German
dev test dev test

BL 18.395 47.123
all sign. indep. 19.22 23.02
L-END+R-END 15.89 16.19 23.51 24.03
err.red (L+R) 0.137 0.501

5 Discussion

Our experiments have shown that the DiSCo 2011
shared task about compositionality prediction was a
tough challenge. This may be because of the fine-
grained compositionality metric or because of in-
consistencies in annotation, but note also that the
syntactically oriented features seem to perform a
lot better than those trying to single out semantic
compositionality from syntactic endocentricity and
collocational strength. For example, LEFT-ENDOC,
RIGHT-ENDOC and BR-CS correlate with compo-
sitionality scores, whereas BR-COMP does not, al-
though it is supposed to model compositionality
more directly. Could it perhaps be that annotations
reflect syntactic endocentricity or distributional sim-
ilarity to a high degree, rather than what is typically
thought of as semantic compositionality?

Consider a couple of examples of adjective-noun
pairs in English in Figure 2 for illustration. These
examples are taken from the training data, but we
have added our subjective judgments about semantic
and syntactic markedness and collocational strength
(peaking at G2 scores). It seems that semantic
markedness is less important for scores than syntac-

7These thresholds were poorly chosen, by the way. Had we
chosen less balanced cut-offs, say 0 and 72, our improved accu-
racy on coarse-grained scores (59.4) would have been compara-
ble to and slightly better than the best submitted coarse-grained
scores (58.5).

sem syn coll score
floppy disk X 61
free kick X 77
happy birthday X X 47
large scale X X 55
old school X X X 37
open source X X 49
real life X 69
small group 91

Figure 2: Subjective judgments about semantic and syn-
tactic markedness and collocational strength.

tic markedness and collocational strength. In partic-
ular, the combination of syntactic markedness and
collocational strength makes annotators rank word
pairs such as happy birthday and open source as
non-compositional, although they seem to be fully
compositional from a semantic perspective. This
may explain why our COALS-features are so predic-
tive of human compositionality scores, and why G2

correlates better with these scores than BR-COMP.

6 Conclusions
In our experiments for the DiSCo 2011 shared task
we have considered a wide range of features and
showed that some of them correlate significantly and
sometimes highly significantly with human compo-
sitionality scores. In our regression experiments,
however, our best results were obtained with only
one or two COALS-based endocentricity features.
We report error reductions of 13.7% for English and
50.1% for German.
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Abstract

This paper describes three systems from the
University of Minnesota, Duluth that partici-
pated in the DiSCo 2011 shared task that eval-
uated distributional methods of measuring se-
mantic compositionality. All three systems
approached this as a problem of collocation
identification, where strong collocates are as-
sumed to be minimally compositional. duluth-
1 relies on the t-score, whereas duluth-2 and
duluth-3 rely on Pointwise Mutual Informa-
tion (pmi). duluth-1 was thetop ranked sys-
tem overallin coarse–grained scoring, which
was a 3-way category assignment where pairs
were assigned values of high, medium, or low
compositionality.

1 Introduction

An ngram or phrase that means more than the sum
of its parts is said to be non-compositional. Well
known examples includekick the bucket(i.e., to die)
and red tape(i.e., bureaucratic steps). The ability
to measure the degree of semantic compositionality
in a unit of text is a key capability of NLP systems,
since non-compositional phrases can be treated as
a single unit, rather than as a series of individual
words. This has a tremendous impact on word sense
disambiguation systems, for example, since a non-
compositional phrase will often have just one pos-
sible sense and thereby be reduced to a trivial case,
whereas the combination of possible sense assign-
ments for the words that make up a phrase can grow
exponentially.

Identifying collocations is another key capability
of NLP systems. Collocations are generally consid-

ered to be units of text that occur with some regular-
ity and may have some non-compositional meaning.
The Duluth systems that participated in the DiSCo
2011 shared task (Biemann and Giesbrecht, 2011)
seek to determine the degree to which collocation
identification techniques can be used to measure se-
mantic compositionality. In particular, these systems
are based on the following hypothesis:

An ngram that has a high score accord-
ing to a measure of association (for iden-
tifying collocations) will be less composi-
tional (and less literal) than those that have
lower scores.

The intuition underlying this hypothesis is a high
score from a measure of association shows that the
words in the ngram are occurring together more of-
ten than would be expected by chance, and that
a non-compositional phrase is unlikely to occur in
such a way that it looks like a chance event.

2 System Development

The Duluth systems were developed by identify-
ing collocations based on frequency counts obtained
from the WaCky English corpus (Baroni et al.,
2009), hereafter referred to asthe corpus. The part
of speech tags were removed from the corpus, and
the text was converted to lower case. A set of 139
training pairs was provided by the task organizers
that had been manually rated for compositionality.
This gold standard data was used to select which
measures of association would form the basis of the
Duluth systems. Thereafter a separate set of 174 test
pairs were provided by the organizers for evaluation.
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2.1 Collocation Discovery

The Ngram Statistics Package (Text::NSP) (Baner-
jee and Pedersen, 2003) was used to measure the
association between the training pairs based on fre-
quency count data collected from the corpus. All
thirteen measures in the Ngram Statistics Package
were employed, including the Log-likelihood Ra-
tio (ll) (Dunning, 1993), Pointwise Mutual Informa-
tion (pmi) (Church and Hanks, 1990), Mutual Infor-
mation (tmi) (Church and Hanks, 1990), Poisson-
Stirling (ps) (Church, 2000), Fisher’s Exact Test
(leftFisher, rightFisher, and twotailed) (Pedersen et
al., 1996), Jaccard Coefficient (jaccard), Dice Coef-
ficient (dice), Phi Coefficient (phi), t-score (tscore)
(Church and Hanks, 1990), Pearson’s Chi-Squared
Test (x2), and the Odds Ratio (odds).

These measure the co-occurrence of word pairs
(bigrams) relative to their individual frequencies and
assess how likely it is that the word pair is occurring
together by chance (and is therefore likely composi-
tional) or has some significant pattern of occurrence
as a pair (in which case it is non-compositional).
More formally, many of these methods compare
the observed empirical data with a model that casts
the words in the bigram as independent statistical
events. The measures determine the degree to which
the observed data deviates from what would be ex-
pected under the model of independence. If the ob-
served data differs significantly from that, then there
is no evidence to support the hypothesis that the bi-
gram is a chance event, and we assume that there is
some interesting or significant pattern that implies
non-compositionality. In some cases the training
and test pairs are not adjacent (e.g.,reinvent wheel
for reinvent the wheel), and so window sizes of 2, 4,
and 10 words were used when measuring the asso-
ciation between pairs of words. This means that 0, 2
and 8 intervening words were allowed, respectively.

Frequency count data for the word pairs are tabu-
lated as shown in the example in Figure 1. The vari-
ableW1 represents the presence or absence ofred
in the first position of each word pair, andW2 rep-
resents the presence or absence oftape in the sec-
ond position. This table tells us, for example, that
red tapeoccurs 5,363 times (n11), that red occurs
18,493 times (n1+), and that bigrams that contain
neitherred nor tapeoccur 68,824,813 times (n22).

The total number of bigrams found in the corpus is
68,845,263 (n++). Note that these counts are based
on a window size of 2. Counts increase with a larger
window size. If the window size were 10, thenn11

would tell us how many timesredandtapeoccurred
within 8 words of each other (in order).

W1

W2

tape ¬tape totals
n11= n12= n1+=

red 5,363 13,130 18,493
n21= n22= n2+=

¬red 1,957 68,824,813 68,826,770
n+1= n+2= n++=

totals 7,320 68,837,943 68,845,263

Figure 1: Contingency Table Counts

2.2 Scoring Word Pairs

The training pairs were ranked according to each of
the measures in Text::NSP, where high scores in-
dicate that two words (w1 and w2) are not occur-
ring together by chance, and that there is a non-
compositional meaning. However, high scores in the
shared task meant exactly the opposite; that a word
pair was highly compositional (and literal). In addi-
tion, the fine grained scoring in the shared task was
on a scale of 0 to 100, and it was required that partic-
ipating systems use that same scale. Thus, the scores
from the measures were converted to this scale as
follows:

Let the maximum value of the Text::NSP mea-
sure for all the pairs in the set under consideration be
max(m(W1, W2)), wherem represents the specific
measure being used. Then the score for each word
pair is normalized by dividing it by this maximum
value, and subtracted from 1 and then multiplied by
100. More generally, the fine grained score for any
word pair (w1, w2) as computed by a specific duluth-
x system isdx(w1, w2) and is calculated as follows:

dx(w1, w2) = 100 ∗ (1−
m(w1, w2)

max(m(W1, W2))
) (1)

Coarse grained scoring is automatically per-
formed by binning all of the resulting scores in the
range 0-33 tolow, 34 - 66 tomediumand 67 - 100
to high.
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Table 1: Text::NSP Rank Correlation with Gold Standard
- duluth-1 corresponds to t-score window 10, duluth-2
with pmi window 10 and duluth-3 with pmi window 2

Window Size
Measure 2 4 10
tscore 0.1484 0.2114 0.2674
tmi 0.1335 0.1908 0.2361
ll 0.1336 0.1913 0.2358
frequency 0.1865 0.2100 0.2126
ps 0.0992 0.1554 0.1874
x2 0.1157 0.1172 0.1654
phi 0.1157 0.1167 0.1646
jaccard 0.1253 0.1255 0.1602
dice 0.1253 0.1255 0.1602
odds 0.0216 0.0060 0.0257
pmi -0.0241 -0.0145 0.0143
rightFisher -0.1768 -0.0817 0.0740
leftFisher 0.1316 0.0686 -0.0870
twotailed -0.1445 -0.0651 -0.1064

2.3 Correlation of Word Pairs

Before the evaluation period, it was decided that
duluth-1 (our flagship system) would be based on the
measure of association that had the highest Spear-
man’s rank correlation with the fine grained gold
standard annotations of the training pairs. As can
be seen from Table 1, that measure was the t-score
based on a window size of 10.

As an additional experiment, the ranking of
the training pairs according to each measure in
Text::NSP was compared to the frequency ranking
in the corpus. As can be seen in Table 2, once again
it was the t-score that had the highest correlation.

While the correlation with the training pairs by
the t-score was encouraging, the correlation with
frequency was something of a surprise, and in fact
caused some concern. Could a measure that corre-
lated so highly with frequency really be successful
in measuring semantic compositionality? However,
upon reflection it seemed that correlation with fre-
quency might be quite desirable, and led to the for-
mulation of a second hypothesis:

Very frequent word pairs are more likely
to be compositional (i.e., highly literal)
than are less frequent word pairs.

Table 2: Text::NSP Rank Correlation with Frequency -
duluth-1 corresponds to t-score window 10, duluth-2 with
pmi window 10 and duluth-3 with pmi window 2

Window Size
Measure 2 4 10
tscore 0.9857 0.9578 0.8477
ps 0.8856 0.8423 0.8299
ll 0.9082 0.8459 0.6953
tmi 0.9080 0.8459 0.6951
jaccard 0.7170 0.6128 0.5527
dice 0.7170 0.6128 0.5527
phi 0.7038 0.5743 0.4308
x2 0.7039 0.5744 0.4303
rightFisher -0.5998 -0.3279 0.2004
odds 0.3714 0.1483 -0.0353
pmi 0.2487 0.0789 -0.1390
leftFisher 0.5675 0.3500 -0.1726
twotailed -0.5965 -0.4434 -0.2712

The assumption that underlies this hypothesis is that
the most frequent word pairs tend to be very literal
and non-compositional (e.g.,for the, in that) and it
would (in general) be a surprise to expect a compo-
sitional pair (e.g.,above board, rip saw) to attain as
high a frequency.

3 duluth-1 (t-score in a 10 word window)

The duluth-1 system is based on the t-score in a 10
word window, and was selected because of its high
correlation to the gold standard annotations of the
training pairs and to the frequency ranking of the
training pairs. The t-score optimizes both of our
previous hypotheses, which suggests it should be a
good choice for measuring compositionality.

By way of background, the t-score (t) is formu-
lated as follows (Church et al., 1991), using the no-
tation introduced in Figure 1 :

t =
n11 −m11
√

n11

(2)

wheren11 is the observed count of the word pair,
andm11 is the expected value based on the hypothe-
sized model of independence between variablesW1

andW2. As such,

m11 =
n1+ ∗ n+1

n++

(3)
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If there is little difference between the observed
and expected values, then the t-score is closer to zero
(or even less than zero) and the pair of words can be
judged to occur together simply by chance (i.e., the
hypothesis of independence is true).

The t-scores for the test pairs were converted fol-
lowing equation (1), and then submitted for evalu-
ation. duluth-1 placed in the middle ranks in the
fine grain evaluation according to mean distance,
and was the top ranked system according to the label
precision evaluation of coarse grained scoring.

4 duluth-2 (pmi with window size of 10)

In studying Tables 1 and 2, it’s clear that Point-
wise Mutual Information (pmi) deviates rather sig-
nificantly from frequency and the t-score. At the
time of the evaluation, we did not know if our hy-
potheses that motivated the use of the t-score would
prove to be true. If they did not, it seemed sensible to
include the most opposite measure to the t-score, as
a kind of fail safe mechanism for our systems over-
all. In addition, pmi has a fairly significant history of
use in identifying collocations and features for other
NLP tasks (e.g., (Pantel and Lin, 2002)), and so it
seemed like a credible candidate.

pmi has a well known bias towards identifying
words that only occur together, and tends to prefer
less frequent word pairs, and this is why it diverges
so significantly from the t-score and frequency. In-
terestingly, pmi is also based on the same observed
and expected valuesn11 andm11 as used in the t-
score (and many of the other measures), and is cal-
culated as follows:

pmi = log
n11

m11

(4)

If there is little difference between the observed
and expected values, then pmi tends towards 0 and
we treat the word pairs as independent and compo-
sitional.

duluth-2 relies on a window size of 10, since it di-
verges dramatically from the t-score and frequency.

5 duluth-3 (pmi with window size of 2)

duluth-3 is a very close relative of duluth-2, and dif-
fers only in that it requires word pairs to be adjacent.
Given the wider window sizes in duluth-2, it is clear

that if a pair has a high pmi score, they must only oc-
cur (mostly) together. duluth-3 only considers adja-
cent words, and so the words that make up the pairs
may also appear elsewhere in the corpus. As such
duluth-3 may tend to assign higher pmi scores than
the more exacting duluth-2 (where high scores mean
low compositionality). And in fact this is what oc-
curred. In the coarse scoring scheme, duluth-1 only
identified 2 low compositional word pairs, whereas
duluth-2 identified 46 and duluth-3 identified 70.

Despite the difference in the window size the rank
correlation between duluth-2 and duluth-3 is rela-
tively high (.9330). Both performed comparably in
the evaluation, being near the bottom of both the
fine and coarse grained evaluations. By comparison,
duluth-1 and duluth-2 have a relatively low rank cor-
relation of .1756, and duluth-1 and duluth-3 have a
modest correlation of .3438.

6 Conclusions

The Duluth systems seek to evaluate the degree to
which measures of collocation are able to measure
semantic compositionality as well. The results of
this shared task suggest that the t-score is well suited
to make coarse grained distinctions between high,
medium, and low levels of compositionality, since
duluth-1 was the top ranked system in the coarse
grained evaluation. While this success might be
considered surprising due to the simplicity of the
approach, it should not be underestimated. There
are two separate hypotheses that underly the t-score
and its use in measuring semantic compositionality.
These hold that word pairs with high measures of as-
sociation are more likely to be non–compositional,
and that more frequent word pairs are more likely to
be compositional. Of the measures evaluated in this
study, the t-score was best able to optimize both of
these conditions.
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Abstract 

The measurement of relative 

compositionality of bigrams is crucial to 

identify Multi-word Expressions 

(MWEs) in Natural Language 

Processing (NLP) tasks. The article 

presents the experiments carried out as 

part of the participation in the shared 

task ‘Distributional Semantics and 

Compositionality (DiSCo)’ organized as 

part of the DiSCo workshop in ACL-

HLT 2011. The experiments deal with 

various collocation based statistical 

approaches to compute the relative 

compositionality of three types of 

bigram phrases (Adjective-Noun, Verb-

subject and Verb-object combinations). 

The experimental results in terms of both 

fine-grained and coarse-grained 

compositionality scores have been 

evaluated with the human annotated gold 

standard data. Reasonable results have 

been obtained in terms of average point 

difference and coarse precision.  

1 Introduction 

The present work examines the relative 

compositionality of Adjective-Noun (ADJ-NN; 

e.g., blue chip), Verb-subject (V-SUBJ; where 

noun acting as a subject of a verb, e.g., name 

imply) and Verb-object (V-OBJ; where noun 

acting as an object of a verb, e.g., beg question) 

combinations using collocation based statistical 

approaches. Measuring the relative 

compositionality is useful in applications such as 

machine translation where the highly non-

compositional collocations can be handled in a 

special way (Hwang and Sasaki, 2005). 

Multi-word expressions (MWEs) are 

sequences of words that tend to co-occur more 

frequently than chance and are either 

idiosyncratic or decomposable into multiple 

simple words (Baldwin, 2006). Deciding 

idiomaticity of MWEs is highly important for 

machine translation, information retrieval, 

question answering, lexical acquisition, parsing 

and language generation. Compositionality 

refers to the degree to which the meaning of a 

MWE can be predicted by combining the 

meanings of its components. Unlike syntactic 

compositionality (e.g. by and large), semantic 

compositionality is continuous (Baldwin, 2006).   

Several studies have been carried out for 

detecting compositionality of noun-noun MWEs 

using WordNet hypothesis (Baldwin et al., 

2003), verb-particle constructions using 

statistical similarities (Bannard et al., 2003; 

McCarthy et al., 2003) and verb-noun pairs 

using Latent Semantic Analysis (Katz and 

Giesbrecht, 2006).  

Our contributions are two-fold: firstly, we 

experimentally show that collocation based 

statistical compositionality measurement can 

assist in identifying the continuum of 

compositionality of MWEs. Secondly, we show 

that supervised weighted parameter tuning 

results in accuracy that is comparable to the best 

manually selected combination of parameters.  
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2 Proposed Methodologies 

The present task was to identify the numerical 

judgment of compositionality of individual 

phrase. The statistical co-occurrence features 

used in this experiment are described.     

Frequency:  If two words occur together 

quite frequently, the lexical meaning of the 

composition may be different from the 

combination of their individual meanings. The 

frequency of an individual phrase is directly 

used in the following methods. 

Point-wise Information (PMI): An 

information-theoretic motivated measure for 

discovering interesting collocations is point-wise 

mutual information (Church and Hanks, 1990). 

It is originally defined as the mutual information 

between particular events X and Y and in our 

case the occurrence of particular words, as 

follows: 

 ����� �� = log
 ���,��
����.���� ≈  log
 ����,��

����.����   �1�  

PMI represents the amount of information 

provided by the occurrence of the event 

represented by X about the occurrence of the 

event represented by Y. 

T-test:  T-test has been widely used for 

collocation discovery. This statistical test tells us 

the probability of a certain constellation 

(Nugues, 2006). It looks at the mean and 

variance of a sample of measurements. The null 

hypothesis is that the sample is drawn from a 

distribution with mean. T-score is computed 

using the equation (2): 

���, �� = ��������, ��� − ���� ����������������
!�"
���, ��� + "
������"
 ������

 

≈ ��$,%�&'�(�'�)�
* 

+��$,%� … … … … … … . . �2�                                             

In both the equations (1) and(2), C(x) and 

C(y) are respectively the frequencies of word X 

and word Y in the corpus, C(X,Y) is the 

combined frequency of the bigrams <X Y> and 

N is the total number of tokens in the corpus. 

Mean value of P(X,Y) represents the average 

probability of the bigrams <X Y>. The bigram 

count can be extended to the frequency of word 

X when it is followed or preceded by Y in the 

window of K words (here K=1).  

 

Perplexity: Perplexity is defined as 2
H(X)

  

      2.�$� =  2& ∑ ���� 0123 ����4 … … … … . �3� 

where H(X) is the cross-entropy of X. Here, X is 

the candidate bigram whose value is measured 

throughout the corpus. Perplexity is interpreted 

as the average “branching factor” of a word: the 

statistically weighted number of words that 

follow a given word. As we see from equation 

(4), Perplexity is equivalent to entropy. The only 

advantage of perplexity is that it results in 

numbers more comprehensible for human 

beings.  Here, perplexity is measured at both 

root level and surface level. 

Chi-square test: The t-test assumes that 

probabilities are approximately normally 

distributed, which may not be true in general 

(Manning and Schütze, 2003). An alternative 

test for dependence which does not assume 

normally distributed probabilities is the χ2
-test 

(pronounced “chi-square test”). In the simplest 

case, this 2 test is applied to a 2-by-2 table as 

shown below: 

 X = new X ≠ new 

Y= companies n11 

(new 

companies) 

n12 

(e.g., old 

companies) 

Y ≠ 

companies 

n21 

(e.g., new 

machines) 

n22 

(e.g., old 

machines) 

Table 1: A 2-by-2 table showing the dependence 

of occurrences of new and companies 

Each variable in the above table depicts its 

individual frequency, e.g., n11 denotes the 

frequency of the phrase “new companies”. 

The idea is to compare the observed 

frequencies in the table with the expected 

frequencies when the words occur 

independently. If the difference between 

observed and expected frequencies is large, then 

we can reject the null hypothesis of 

independence. The equation for this test is 

defined below: 
6


= 7�8998

 − 89
8
9�

�899 + 89
��899 + 8
9��89
 + 8

��8
9 + 8

�  �4� 

 where 8?@ =  ∑ �?AA
7 × ∑ �A@A

7 × 7 

N is the number of tokens in the corpus. 

39



3 Used Corpora and Dataset 

The system has used the WaCkypedia_EN
1
 

corpora which are a 2009 dump of the English 

Wikipedia (about 800 million tokens). The 

corpus was POS-tagged and lemmatized 

followed by full dependency parsing. The total 

number of candidate items for each relation type 

extracted from the corpora is: ADJ-NN (144, 

102), V-SUBJ (74, 56), V-OBJ (133, 96). The 

first number within brackets is the number of 

items with fine-grained score, while the second 

number refers to the number of items with 

coarse grained score. These candidate phrases 

are split into 40% training, 10% validation and 

50% test sets. The training data set consists of 

three columns: relation (e.g., EN_V_OBJ), 

phrase (e.g., provide evidence) and judgment 

score (e.g. "38" or "high"). Scores were 

averaged over valid judgments per phrase and 

normalized between 0 and 100. These numerical 

scores are used for the Average Point Difference 

score. For coarse-grained score, phrases with 

numerical judgments between 0 and 33 as 

“low”, 34 to 66 as “medium” and 66 and over 

got the label "high".  

4 System Architecture 

The candidate items for each relation type are 

put in a database. For each candidate, all the 

statistical co-occurrence feature values like 

frequency, PMI, T-test, Perplexity (root and 

surface levels) and Chi-square tests are 

calculated. The final fine-grained scores are 

computed as the simple average and weighted 

average of the individual statistical co-

occurrence scores. Another fine-grained score is 

based on the T-test score that performed best on 

the training data. Coarse-grained scores are 

obtained for all the three fine-grained scores. 

 

 

 

 

 

                                                           
1   http://wacky.sslmit.unibo.it/ 

 

5 Weighted Combination 

The validation data is used as the 

development data set for our system. The 

weighted average of the individual statistical co-

occurrence scores is calculated by assigning 

different weights to each co-occurrence feature 

score. The weights are calculated from the 

training data using the average point difference 

error associated with the co-occurrence feature. 

The feature which gives minimum error score is 

assigned the higher weight. For each co-

occurrence feature score i, if the error on the 

training data is ei, the weight Wi assigned to the 

co-occurrence feature score i is defined as: 

                    C? =  100 − �?
∑ �100 − �?�?

                   �5�   
The individual co-occurrence feature scores are 

normalized to be in the range of 0 to 1 before 

calculating the weighted sum.  

Note that, when measuring coarse-precision, 

the fine-grained scores are bucketed into three 

bins as explained in Section 3.  

6 Evaluation Metrics 

The system output is evaluated using the 

following evaluation metrics:  

Average Point Difference (APD): the mean 

error (0 to 100) is measured by computing the 

average difference of system score and test data 

score. The minimum value implies the minimum 

error and the maximum accuracy of the system. 

Coarse Precision (CP): the test data scores are 

binned into three grades of compositionality 

(non-compositional, somewhat compositional, 

and fully-compositional), ordering the output by 

score and optimally mapping the system output 

to the three bins. 

 

 

 

 

 

 

Errors PMI T test Perx-

Root 

Perx-

Surface 

chi 

square 

Average Weighted 

Average 

APD 29.35 24.25 35.23 31.4 36.57 21.22 21.20 

CP 0.31 0.60 0.48 0.42 0.45 0.57 0.62 

Table 2: Evaluation results on different approaches on validation data 
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System 

Spearman 

rho 

Kendall’s 

Tau 

Average Point Difference (APD) Coarse Precision (CP) 

ALL ADJ-

NN 

V-

SUBJ 

V-

OBJ 

ALL ADJ-

NN 

V-

SUBJ 

V-

OBJ 

Baseline 0.20 0.20 32.82 34.57 29.83 32.34 0.297 0.288 0.300 0.308 

RUN-1 0.33 0.23 22.67 25.32 17.71 22.16 0.441 0.442 0.462 0.425 

RUN-2 0.32 0.22 22.94 25.69 17.51 22.60 0.458 0.481 0.462 0.425 

RUN-3 -0.04 -0.03 25.75 30.03 26.91 19.77 0.475 0.442 0.346 0.600 

Table 3: Overall System results on test set 

Spearman's rho coefficient: it is used to 

estimate strength and direction of association 

between two ordinal level variables (i.e., gold 

standard results and system results). It can range 

from -1.00 to 1.00. 

Kendall’s tau rank coefficient: it is a measure 

of rank correlation, i.e., the similarity of the 

orderings of the gold standard results and the 

system results. This coefficient must be in the 

range from -1 (complete disagreement) to 1 

(complete agreement).  

7 Experimental Results 

The system has been trained using the training 

data set with their fine-grained score. The 

evaluation results on the validation set are 

shown in Table 2. It is observed that T-test gives 

the best results on the validation data set in 

terms of precision. Based on the validation set 

results, three procedural approaches are run and 

three results are reported on the test data. 

RUN-1 (Weighted Combination):  These 

results are obtained from the weighted 

combination of individual scores. Both the 

perplexity measures are not useful to make 

significant gain over the compositionality 

measure. For the rank combination experiments, 

the best co-occurrence measures, i.e., PMI, Chi-

square and T-test are considered.  For the 

weighted combination, the results are reported 

for the weight triple (0.329, 0.309, 0.364) for 

PMI, Chi-square and T-test respectively.  

RUN-2 (Average Combination): These 

results are reported by simply averaging the 

values obtained from the five measures. 

RUN-3 (Best Scoring Measure: T-test): The 

T-test results are observed as the best scoring 

measure used in this experiment.  

When calculating the coarse-grained score the 

compositionality of each phrase is tagged as 

‘high’, ‘medium’ or ‘low’ discussed in Section 3.  

The final test data set has been evaluated on 

the gold standard data developed by the 

organizers and the results on the three submitted 

runs are described in Table 3. The positive value 

of Spearman’s rho coefficient implies that the 

system results are in the same direction with the 

gold standard results; while the Kandell’s tau 

indicates the independence of the system value 

with the gold standard data. As expected, Table 

3 shows that the weighted average score (Run 1) 

gives better accuracy for all phrases based on the 

APD scores. On the other hand, the T-test results 

(Run 3) give high accuracy for the coarse 

precision calculation while it is in the last 

position for ADP scores.  

8 Conclusions 

We have demonstrated the usefulness of 

statistical evidences to indicate the continuum of 

compositionality of the bigrams, i.e., adjective-

noun, verb-subject and verb-object 

combinations. The coarse precision can be 

improved if three ranges of numerical values can 

be tuned properly and the size of the three bins 

can be varied significantly.  As part of our future 

task, we plan to use other statistical collocation-

based methods (e.g. Log-likelihood ratio, 

Relative frequency ratios etc.).  
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Abstract

This paper reports on the participation of the
NLP GROUP at UNED in the DiSCo’2011
compositionality evaluation task. The aim of
the task is to predict compositionality judge-
ments assigned by human raters to candidate
phrases, in English and German, from three
common grammatical relations: adjective-
noun, subject-verb and subject-object.

Our participation is restricted to adjective-
noun relations in English. We explore the
use of syntactic-based contexts obtained from
large corpora to build classifiers that model
the compositionality of the semantics of such
pairs.

1 Introduction

This paper reports on the NLP GROUP at UNED ’s
participation in DiSCo’2011 Shared Task. We at-
tempt to model the notion of compositionality from
analyzing language use in large corpora. In doing
this, we are assuming the distributional hypothesis:
words that occur in similar contexts tend to have
similar meanings (Harris, 1954). For a review of
the field, see (Turney and Pantel, 2010).

1.1 Approach
In previous approaches to compositionality detec-
tion, different kinds of information have been used:
morphological, lexical, syntactic, and distributional.

∗ This work has been partially supported by the Spanish
Ministry of Science and Innovation, through the project Holo-
pedia (TIN2010-21128-C02), and the Regional Government of
Madrid, through the project MA2VICMR (S2009/TIC1542).

For our participation, we are interested in exploring,
exclusively, the reach of pure syntactic information
to explain semantics.

Our approach draws from the Background
Knowledge Base representation of texts introduced
in (Peñas and Hovy, 2010). We hypothesize that
behind syntactic dependencies in natural language
there are semantic relations; and that syntactic con-
texts can be leveraged to represent meaning, particu-
larly of nouns. A system could learn these semantic
relations from large quantities of natural language
text, to build an independent semantic resource, a
Background Knowledge Base (BKB) (Peñas and
Hovy, 2010).

From a dependency-parsed corpus, we automat-
ically harvest meaning-bearing patterns, matching
the dependency trees to a set of pre-specified syn-
tactic patterns, similarly to (Pado and Lapata, 2007).
Patterns are matched to dependency trees to produce
propositions, carriers of minimal semantic units.
Their frequency in the collection is the fundamen-
tal source of our representation.

Our participation, due to time constraints, is re-
stricted to adjective-noun pairs in English.

2 System Description

Our hypothesis can be spelled out as: words (or
word compounds) with similar syntactic contexts are
semantically similar.

The intuition behind our approach is that non-
compositional compounds are units of meaning.
Then, the meaning of an adjective-noun combina-
tion that is not compositional should be different
from the meaning of the noun alone; for similar
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approaches, see (Baldwin et al., 2003; Katz and
Giesbrecht, 2006; Mitchell and Lapata, 2010). We
propose studying the distributional semantics of a
adjective-noun compound; in particular, we will rep-
resent it via its syntactic contexts.

2.1 Adjective-noun compounds
Given a particular adjective-noun compound, de-
noted 〈a, n〉, we want to measure its composition-
ality by comparing its syntactic contexts to those of
the noun: 〈n〉. After exploring the dataset we real-
ized that considering nouns alone introduced noise,
as contexts of the target and different meanings of
the noun might be hard to separate; in order to soften
this problem we decided to compare the occurrences
of the 〈a, n〉 pair to those of the noun with a different
adjective.

Given a dependency-parsed corpus C, we denote
N the set of all nouns occurring in C and A the set of
all adjectives. An adjective-noun pair, 〈a, n〉, is an
occurrence in the dependency parse of the sentence
of an arc (a, n), where n is the governor of an adjec-
tival relation, with a as modifier. We define the com-
plementary of 〈a, n〉 as the set of all adjective-noun
pairs with the same noun but a different adjective:

〈ac, n〉 = {〈b, n〉 such that b ∈ A, b 6= a}

In order to detect compositionality, we compare
the semantics of 〈a, n〉 to those of its complemen-
tary 〈ac, n〉. We use syntactic context as the repre-
sentation of these compounds’ semantics.

We call target pairs those 〈a, n〉 in which we are
interested, as they appear in the training, validation,
or test sets for the task. For each of them, its com-
plementary target is: 〈ac, n〉.

We model the syntactic contexts of any 〈a, n〉 pair
as a set of vectors in a set of vector spaces defined as
follows. After inspection of the corpus, and its de-
pendency parse annotation layer, we manually spec-
ified a few syntactic relations, which we consider
codify the relevant syntactic relations in which an
〈a, n〉 takes part. For each of these syntactic rela-
tions, we built a vector space model, and we repre-
sented as a vector in it each of the target patterns,
and each of their respective complementary targets.
To compute compositionality of a target, we calcu-
lated the cosine similarity between the target vec-
tor and the target’s complementary vector. So, for

each syntactic relation, and for each target, we have
a value of its similarity to the complementary tar-
get. These similarity values are considered features,
from which to learn the compositionality of targets.

For results comparability, we used the PukWaC
corpus1 as dataset. PukWaC adds to UkWaC a layer
of syntactic dependency annotation. The corpus has
been POS-tagged and lemmatized with the TreeTag-
ger2. The dependency parse was done with Malt-
Parser (Nivre and Scholz, 2004).

2.2 Implementation details

We defined a set of 19 syntactic patterns that define
interesting relations in which an 〈a, n〉 pair might
take part, trying to exploit the dependencies pro-
duced by the MaltParser (Nivre and Scholz, 2004),
including:
• Relations to a verb, other than the auxiliary to

be and to have: subject; object; indirect object;
subject of a passive construction; logical sub-
ject of a passive construction.
• The relations defined in the previous point, en-

riched with a noun that acts as the other element
of a [subject-verb-object] or [subject-passive
verb-logical subject] construction.
• Collapsed prepositional complexes.
• Noun complexes.
• As subject or object of the verb to be.
• Modified by a second adjective.
• As modifier of a possessive.
The paths were defined manually to match our in-

tuitions of which are the paths that best describe the
context of an 〈a, n〉pair, similarly to (Pado and Lap-
ata, 2007). For each of the patterns, the set of words
that are related through it to the target 〈a, n〉 define
the target’s context.

For most of our processing, we used simple pro-
grams implemented in Prolog and Python. We im-
plemented Prolog programs to model the depen-
dency parsed sentences of the full PUkWaC corpus,
and to match and extract these patterns from them.
After an aggregating step, where proper nouns, num-
bers and dates are substituted by place-holder vari-

1Available at http://wacky.sslmit.unibo.
it

2http://www.ims.uni-stuttgart.
de/projekte/corplex/TreeTagger/
DecisionTreeTagger.html
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ables, they amount to over 16 million instances,
representing the syntactic relations in which every
〈a, n〉 pair in the corpus takes part. In further pro-
cessing, only those that affect the target pairs, or the
nouns in them, have to be taken into account.

As described above, each pattern we have defined
yields a vector space, where each target and its com-
plementary are represented as a vector. The base
vectors of the vector space model for a pattern are
the words that are syntactic contexts, with that syn-
tactic pattern, of any target in the target set3.

The value of the coordinate for a target and a base
vector is the frequency of the context word as related
to the target by the pattern. All frequencies were
locally scaled using logarithms4.

For each syntactic pattern, and for each target
and complementary, we have two vectors, represent-
ing their meanings in the vector space distributional
model. The complementary vector, in particular,
represents the centroid (average) of the meanings of
all 〈b, n〉 pairs, that share the noun with the target
but have a different adjective, b

We propose that a target will be more composi-
tional if its meaning is more similar to the meaning
of the centroid of its complementary, that codifies
the general meaning of that noun (whenever it ap-
pears with a different adjective).

For each syntactic pattern and target, we can com-
pute the cosine similarity to the complementary tar-
get, and obtain a value to use as a feature of the com-
positionality of the target. Those features will be
used to train a classifier, being the compositionality
score of each sample the label to be learnt.

We used RapidMiner5 (Mierswa et al., 2006) as
our Machine Learning framework. The classifiers
we have used, that are described below, are the im-
plementations available in RapidMiner.

3It would have been possible to consider a common vector
space, using all patterns as base vectors. We decided not to do
so after realising that a single similarity value for a target and
its complementary was not by itself a signal strong enough to
predict the compositionality score. A second objective was to
assess the relative importance of different syntactic contexts for
the task.

4We did not attempt any global weighting. We leave this for
future work.

5http://rapid-i.com

2.3 Feature selection

From the 19 original features, inspection of the cor-
relation to the compositionality score label showed
that some of them were not to be expected to have
much predictive power, while some of them were
too sparse in the collection.

We decided to perform feature selection previ-
ous to all subsequent learning steps. We used
RapidMiner genetic algorithm for feature selection6.
Among the patterns which features were not selected
were those where the 〈a, n〉 pair appears in prepo-
sitional complexes, in noun complexes, as indirect
object, as subject or object of the verb to be, and as
subject of a possessive. Among those selected were
subject and objects of both active and passive con-
structions, and the object of possessives.

2.4 Runs description

Numeric scores For the numeric evaluation task,
we built a regression model by means of a SVM
classifier. We used RapidMiner’s implementation
of mySVMLearner (Rüping, 2000), that is based on
the optimization algorithm of SVM-light (Joachims,
1998). We used the default parameters for the clas-
sifier. A simple dot product kernel seemed to ob-
tain the best results in 10-fold cross validation over
the union of the provided train and validation re-
sults. For the three runs, we used identical settings,
optimizing different quality measures in each run:
absolute error (RUN SCORE-1), Pearson’s correla-
tion coefficient (RUN SCORE-2), and Spearman’s
rho (RUN SCORE-3). The choice of a SVM classifier
was motivated by the objective of learning a good
parametric classifier model. In initial experiments,
SVM showed to perform better than other possible
choices, like logistic regression. In hindsight, the
relatively small size of the dataset might be a reason
for the relatively poor results. Experimenting with
other approaches is left for future work.

Coarse scores For the coarse scoring, we decided
to build a different set of classifiers, that would learn
the nominal 3-valued compositionality label. The
classifiers built in our initial experiments turned out

6The mutation step switches features on and off, while the
crossover step interchanges used features. Selection is done
randomly. The algorithm used to evaluate each of the feature
subsets was a SVM identical as the one described below.
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Run avg4 r ρ

RUN-SCORE-1 16.395 0.483 0.487
RUN-SCORE-2 15.874 0.475 0.463
RUN-SCORE-3 16.318 0.494 0.486

baseline 17.857 – –

Table 1: TRAINING. Numeric score runs results on 10-fold
cross-validation for the training set. avg4: average absolute
error; r: Pearson’s correlation;ρ: Spearman’s rho.

Run avg4 r ρ

RUN-SCORE-1 17.016 0.237 0.267
RUN-SCORE-2 17.180 0.217 0.219
RUN-SCORE-3 17.289 0.180 0.189

baseline 17.370 – –

Table 2: TEST. Numeric score runs for the test set. Only
for the en-ADJ-NN samples. avg4: average absolute error; r:
Pearson’s correlation;ρ: Spearman’s rho.

to lazily choose the most frequent class (“high”) for
most of the test samples. In an attempt to overcome
this situation and possibly learn non linearly separa-
ble classes, we tried neural network classifiers7. In
hindsight, from seeing the very poor performance of
this classifiers on the test set, it is clear that any per-
formance gains were due to over-fitting on the train-
ing set.

For RUN COARSE-2, we binned the numeric
scores obtained in RUN-SCORE-1, dividing the score
space in three equal sized parts; we decided not to
assume the same distribution of the three labels for
the training and test sets. The results were worse
than the numeric scores, due to the fact that the 3
classes are not equally sized.

2.5 Results

Results in the training phase For all our training,
we performed 10-fold cross validation. For refer-
ence, we report the results as evaluated by averag-
ing over the 10 splits of the union of the provided
training and validation set in Table 1. We compared
against a dummy baseline: return as constant score
the average of the scores in the training and valida-

7For RUN COARSE-1, we used AutoMLP (Breuel and
Shafait, 2010), an algorithm that learns a neural network, op-
timizing both the learning rate and number of hidden nodes of
the network. For RUN COARSE-3, we learnt a simple neural net-
work model, by means of a feed-forward neural network trained
by a backpropagation algorithm (multi-layer perceptron), with
a hidden layer with sigmoid type and size 8.

tion sample sets.
Disappointingly, the resulting classifiers seemed

to be quite lazy, yielding values significatively close
to the average of the compositionality label in the
training and validation set.

The AutoMNLP and neural network seemed to
perform reasonably, and better than other classifiers
we tried (e.g., SVM based). We were wary, though,
of the risk of having learnt an over-fitted model; un-
fortunately, the results on the test set confirmed that:
for instance, the accuracy of RUN-SCORE-3 for the
training set was 0.548, but for the test set it was only
0.327.

Results in the test phase After the task results
were distributed, we verified that our numeric score
runs, for the subtask en-ADJ-NN performed quite
well: fifth among the 17 valid submissions for the
subtask, using the average point difference as quality
measure. Nevertheless, in terms of ranking correla-
tion scores, our system performs presumably worse,
although separate correlation results for the en-ADJ-
NN subtask were not available to us at the time of
writing this report.

Our naive baseline turns out to be strong in terms
of average point score. Of course, the ranking corre-
lation of such a baseline is none; using ranking cor-
relation as quality measure would be more sensible,
given that it discards such a baseline.

3 Conclusions

We obtained modest results in the task. Our three
numeric runs obtained results very similar to each
other. Only taking part in the en-ADJ-NN subtask,
we obtained the 5th best of a total of 17 valid sys-
tems in average point difference. Nevertheless, in
terms ranking correlation scores, our systems seem
to perform worse. The modifications we tried to spe-
cialize for coarse scoring were unsuccessful, yield-
ing poor results.

A few conclusions we can draw at this moment
are: our system could benefit from global frequency
weighting schemes that we did not try but that have
shown to be successful in the past; the relatively
small size of the dataset has not allowed us to learn a
better classifier; finally, we believe the ranking cor-
relation quality measures are more sensible than the
point difference for this particular task.
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Abstract

A description of a system for measuring the
compositionality of collocations within the
framework of the shared task of the Distribu-
tional Semantics and Compositionality work-
shop (DISCo 2011) is presented. The system
exploits the intuition that a highly composi-
tional collocation would tend to have a consid-
erable semantic overlap with its constituents
(headword and modifier) whereas a colloca-
tion with low compositionality would share
little semantic content with its constituents.
This intuition is operationalised via three con-
figurations that exploit cosine similarity mea-
sures to detect the semantic overlap between
the collocation and its constituents. The sys-
tem performs competitively in the task.

1 Introduction

Collocations or multiword expressions vary in the
degree to which a native speaker is able to under-
stand them based on the interaction of their con-
stituents’ individual meanings. The concept of com-
positionality of a collocation captures this notion.
The shared task of the DISCo 2011 workshop (Bie-
mann and Giesbrecht, 2011) consists in comparing
systems’ compositionality scores against composi-
tionality scores based on human judgements. Sys-
tems were evaluated on the match of the compo-
sitional scores generated by the system and those
based on human judgements – specifically taking the
mean of the absolute difference of these scores. Ad-
ditionally the organisers also classified the human-
derived scores into three coarse categories of com-
positionality: non-compositional (low), somewhat

compositional (medium) and compositional (high).
Systems were required to produce an additional
compositionality labelling into these three coarse
categories and were evaluated on the precision of
this labelling.

The methods used by our system for measuring
compositionality take inspiration from the work of
McCarthy et al. (2003), who measured the simi-
larity between a phrasal verb (a main verb and a
preposition like blow up) and its main verb (blow)
by comparing the words that are closely semanti-
cally related to each, and use this similarity as an
indicator of compositionality. Our method for mea-
suring compositionality is considerably different as
it instead directly compares the semantic similar-
ity between the headword and the collocation and
between the modifier and the collocation by com-
puting a cosine similarity score between word co-
occurrence vectors that represent the headword, the
modifier and the collocation (see 3.2). Our system
can be regarded as fully unsupervised as it does not
employ any parsers in its processing or any external
data other than the corpus and the collocation lists
provided by the organisers.

The rest of the paper is organised as follows: Sec-
tion 2 describes the corpora and the collocation list
provided by the task organisers. Section 3 intro-
duces some definitions and describes the three con-
figurations in detail. Section 4 presents the results
and concludes.

2 Data

Shared task participants were provided with a list of
collocations of three grammatical forms: adjective-
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noun collocations (A-N), subject-verb collocations
(S-V) and verb-object collocations (V-O). Our sys-
tem assumes that each collocation consists of a
headword and a modifier and it interprets these con-
stituents in each grammatical form as follows: A-N:
adjective - modifier, noun - headword; S-V: subject
- modifier, verb - headword; V-O: verb - headword,
object - modifier.

As a corpus, our system uses a random sample of
500,000 documents from the plain-text, non-parsed
version of the English ukWaC corpus (Baroni et al.,
2009).

3 System description

Our system can be employed in three different con-
figurations. All three rely in representing words
and collocations as word co-occurrence vectors and
measure semantic similarity using the cosine mea-
sure.

3.1 Preliminary definitions

These definitions are largely based on the con-
struction of first-order context vectors, word co-
occurrence vectors and second-order context vectors
via global selection as described in Schütze (1998)
and in Purandare and Pedersen (2004) by consider-
ing context windows of 20 words centred at a target
word.

The first-order context vector is a vector repre-
senting a token of a word, or equivalently a position
p in a document. Dimensions of the vector are word
types w, and the value on dimension w is a count
of the frequency with which w occurs in a specified
window around p in a given document doc.

C1(p)(w) = ∑
p′ 6=p

p−10≤p′
p′≤p+10

(1 if w = doc(p′), else 0) (1)

In this work the dimensions are the 2,000 non-
function words that are most frequent in the corpus1.
The word co-occurrence vector (or simply word
vector) is a vector recording the co-occurrence be-
haviour of a particular word type w in a corpus. As

1We employ a modified version of the stop word
list supplied with Ted Pedersen’s Text-NSP package
(http://www.d.umn.edu/~tpederse/nsp.html)

such it can be defined by summation over first-order
context vectors:

W(w) = ∑
p

(1 if w = doc(p), else 0) ·C1(p) (2)

And the second-order context vector is a further
vector representing an instance of a word. For a par-
ticular location p, it is defined to be sum of the word
vectors of words in a given window around p

C2(p) = ∑
p′ 6=p

p−10≤p′
p′≤p+10

W(doc(p)) (3)

Although the above are defined for types and to-
kens of words, they can be generalised to multiword
expressions in various ways. In this work, for any
multiword expression type x y, its tokens are taken
to be occurrences of the sequence xγy, where γ can
be any sequence of intervening words of length l,
0≤ l ≤ 3. By taking the position of x as the position
of the multiword token, and taking the first position
after the token as position p + 1, the definitions of
C1, W and C2 can be carried over to multiword ex-
pressions.

All the configurations described below use the co-
sine measure between vectors, defined in the stan-
dard way

cos(v,w) =
∑

N
i=1 viwi√

∑
N
i=1 v2

i ∑
N
i=1 w2

i

(4)

3.2 System configurations
For each collocation in the test set, the first configu-
ration of our system starts off by building word vec-
tors for the collocation, its headword and its modi-
fier.

The first configuration of the system outputs the
average of two cosine similarity measures as the
compositionality score for the collocation:

c1 =
1
2

[
cos(W(x y) ,W(x))

+cos(W(x y) ,W(y))

]
(5)

where W(x y) is the word vector representing the
collocation whose constituents are x and y, and
W(x) and W(y) are the word vectors representing
each constituent x and y, respectively.
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The second configuration of our system consid-
ers the occurrences of the headword when accompa-
nied by the modifier forming the collocation sepa-
rately from occurrences of the headword appearing
on its own and compares them. If y is the headword
of a collocation and coll(p) is a Boolean function
that determines whether the word at position p forms
a collocation with x, let

Wx(y) = ∑
p

(1 if
doc(p) = y
coll(p,x)

, else 0) ·C1(p) (6)

be the word vector computed from all the occur-
rences of the headword y that form a collocation
with x and conversely, let

Wx̄(y) = ∑
p

(1 if
doc(p) = y
qcoll(p,x)

, else 0) ·C1(p) (7)

be the word vector representing the occurrences of y
not engaging in a collocation with x. In this configu-
ration, the compositionality score is then computed
by

c2 = cos
(
Wx (y) ,Wx̄ (y)

)
(8)

The intuition behind this configuration is that if
the headword tends to co-occur with more or less the
same words in both cases (producing a high cosine
score), then the meaning of the headword is simi-
lar regardless of whether the collocation’s modifier
is present or not, implying a high degree of com-
positionality. If on the other hand, the headword
co-occurs with somewhat differing words in the two
cases (a low cosine score), then we assume that the
presence of the collocation’s modifier is markedly
changing the meaning of the headword, implying a
low degree of compositionality.

In its third configuration, our system employs
clustering techniques in order to exploit semantic
differences that may naturally emerge from each
context in which the collocation and its constituents
are used. Different senses of a collocation might
have different compositionality measures as can be
seen in these two example sentences employing the
collocation great deal:

1. Two cans of soup for the price of one is such a
great deal!

C2(y) C2(y) C2(x)

C2(x y)C2(x)
C2(x y)

C2(y)

C2(y)

C2(x)C2(x y)

C2(x)
C2(x)

C2(y) C2(x y)

Figure 1: Example of a clustered second-order context
vector space.

2. The tsunami caused a great deal of damage to
the country’s infrastructure.

In Word Sense Induction, clustering is used to group
occurrences of a target word according to its sense or
usage in context (see e.g. Pedersen (2010)) as it is
expected that each cluster will represent a different
sense or usage of the target word. However, since
the contexts that human annotators referred to when
judging the compositionality of the collocations was
not provided, our system employs a workaround that
uses a weighted average when measuring composi-
tionality. This workaround is explained in what fol-
lows.

In this configuration, the system first builds word
vectors for the 20,000 most frequent words in the
corpus (equation 2), and then uses these to compute
the second-order context vectors for each occurrence
of the collocation and its constituents in the corpus
(equation 3). After context vectors for all occur-
rences have been computed, they are clustered using
CLUTO’s repeated bisections algorithm2. The vec-
tors are clustered across a small number K of clus-
ters (we employed K = 4). We expect that each clus-
ter will represent a different contextual usage of the
collocation, its headword and its modifier. Figure 1
depicts how a context vector space could be parti-
tioned with K = 4.

The system then for each cluster k builds the word
vectors (equation 2) Wk(x y), Wk(x), and Wk(y) for
the collocation, its headword and its modifier, from
the contexts grouped within the cluster k. The com-
positionality measure for the third configuration is
then basically a weighted average over the clusters

2http://glaros.dtc.umn.edu/gkhome/views/cluto/
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of the c1 score using each cluster, that is:

c3 =
K

∑
k=1

‖k‖
N

1
2

[
cos(Wk(x y),Wk(x))

+cos(Wk(x y),Wk(y))

]
(9)

where ‖k‖ is the number of contexts in cluster k
and N is the total number of contexts across all clus-
ters.

For all three configurations, the value reported as
the numeric compositionality score was the corre-
sponding value obtained from equations (5), (8) or
(9), multiplied by 100. Each configuration’s nu-
meric scores ci were binned into the three coarse
compositionality classes by comparing them with
the configuration’s maximum value through equa-
tion (10).

coarse(ci) =


high if 2

3 max≤ ci

medium if 1
3 max < ci < 2

3 max
low if ci ≤ 1

3 max
(10)

4 Results and conclusion

Table 1 shows the evaluation results for the three
system configurations and two baselines. The left-
hand side of the table shows the average difference
between the gold-standard numeric score and each
configuration’s numeric score. The right-hand side
reports the precision on binning the numeric scores
into the coarse classes. Evaluation scores are re-
ported on all collocations and on the collocation sub-
types separately. Row R is the baseline suggested
by the workshop organisers, assigning random nu-
meric scores, in turn binned into the coarse cate-
gories. Row A shows the performance of a con-
stant output baseline, assigning all collocations the
mean gold-standard numeric score from the training
set: 66.45, and then applying the binning strategy
of equation (10) to this – which always assigns the
coarse category high.

The first thing to note from this table is that con-
figurations 1 and 2 generally outperform configu-
ration 3, both on the mean difference and coarse
scores. Configuration 1 slightly outperforms con-
figuration 2 on the mean numeric difference scores,
whilst configuration 2 is very close to and slightly

C Average differences (numeric) Precision (coarse)

ALL A-N S-V V-O ALL A-N S-V V-O

1 17.95 18.56 20.80 15.58 53.4 63.5 19.2 62.5

2 18.35 19.62 20.20 15.73 54.2 63.5 19.2 65.0

3 25.59 24.16 32.04 23.73 44.9 40.4 42.3 52.5

R 32.82 34.57 29.83 32.34 29.7 28.8 30.0 30.8

A 16.86 17.73 15.54 16.52 58.5 65.4 34.6 65.0

Table 1: Evaluation results of the three system configura-
tions and two baselines on the test dataset. Best system
scores on each grammatical subtype highlighted in bold.

better than configuration 1 on the coarse precision
scores. The exception is that configuration 3 was the
best performer on the coarse precision scoring for
the S-V subtype.

The R baseline is outperformed by configurations
1, 2 and 3; roughly speaking where 1 and 2 out-
perform R by d, configuration 3 outperforms R by
around d/2. The A baseline generally outperforms
all our system configurations. It seems to be also a
quite competitive baseline for other systems partici-
pating in the shared task.

The other trend apparent from the table is that per-
formance on the V-O and A-N subtypes tends to ex-
ceed that on the the S-V subtype.

An examination of the gold standard test
files shows that the distribution over the
low/medium/high categories is similar for both
V-O and A-N, in both cases close to 0.08/0.27/0.65,
with high covering nearly two-thirds of cases,
whilst for S-V the distribution is quite different:
0.0/0.654/0.346, with medium covering nearly
two-thirds of cases. This is reflected in the A
baseline precision scores, as for each subtype these
will necessarily be the proportion of gold-standard
high cases. This explains for example why the A
baseline is much poorer on the S-V cases (34.6)
than on the other cases (65.0, 65.4).

Looking further into the differences between the
three subtypes, Figure 2 shows the gold standard nu-
meric score distribution across the three collocation
subtypes (Test GS), and the corresponding distribu-
tions for scores from the system’s first configuration
(Conf 1). This shows in more detail the nature of
the poorer performance on S-V, with the gold stan-
dard having a peak around 50-60, and the system
having a peak around 70-80. For the other subtypes
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Figure 2: The distribution of the gold standard numeric
score vs. the distribution of the system’s first configura-
tion numeric scores.

A-N S-V V-O

Instances 177254 11092 121317

Avg intervening 0.0684 0.3867 0.4612

Table 2: Some corpus statistics: the number of matched
collocations per subtype (Instances) and the average
number of intervening words per subtype (Avg interven-
ing).

the contrast in the distributions seems broadly con-
sistent with the mean numeric difference scores of
Table 1.

One can speculate on the reasons for the system’s
poorer performance on the S-V subtype. The sys-
tem treats intervening words in a collocation in a
particular way, namely by ignoring them. This is
one option, and another would be to include them as
features counted in the vectors. Table 2 shows the
average intervening words in the occurrences of the
collocations. S-V and V-O are alike in this respect,
both being much more likely to present intervening
words than collocations of the A-N subtype. So the
explanation of the poorer performance on S-V can-
not lie there. Also because the average number of
intervening words is low, we believe it is unlikely
that including them as features will impact perfor-
mance significantly.

Table 2 also gives the number of matched collo-
cations per subtype. The number for the S-V collo-
cations is an order of magnitude smaller than for the
other subtypes. Although the collocations supplied
by the organisers are in their base form, the system
attempts to match them ’as is’ in the unlemmatised

version of the corpus. Whilst for A-N and V-O the
base-form sequences relatively frequently do double
service as inflected forms, this is far less frequently
the case for the S-V sequences (e.g. user see (S-
V) is far less common than make money (V-O) ).
This much smaller number of occurrences for S-V
cases, or the fact that they are drawn from syntac-
tically special contexts, may be a factor in the rel-
atively poorer performance. This perhaps is also a
factor in the earlier noted fact that although config-
uration 3 was generally outperformed, on the S-V
subtype the reverse occurs.

The unlemmatised version of the corpus was used
because initial experimentation with the validation
set produced slightly better results when employing
raw words as features rather than lemmas. A possi-
bility for future work would be to to refer to lemmas
for matching collocations in the corpus, but to con-
tinue to use unlemmatised words as features.

Other areas for future investigation involve the ef-
fects of weighting schemes (such as IDF) and the
use of similarity measures other than cosine, as
well as alternatives in configurations 2 and 3. For
example, configuration 2 could involve the modifier
in the computation of the compositionality score,
and configuration 3 could create separate clustering
spaces for collocation, headword and modifier and
compute similarity scores based on vectors represen-
ting these clusters.

In sum, the simplest configuration of a totally un-
supervised system yielded surprisingly good results
at measuring compositionality of collocations in raw
corpora, and whereas there is scope for further de-
velopment and refinement, the system as it is consti-
tutes a robust baseline to compare against more ela-
borate systems.
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Abstract

In this paper, we highlight the problems of
polysemy in word space models of compo-
sitionality detection. Most models represent
each word as a single prototype-based vec-
tor without addressing polysemy. We propose
an exemplar-based model which is designed
to handle polysemy. This model is tested for
compositionality detection and it is found to
outperform existing prototype-based models.
We have participated in the shared task (Bie-
mann and Giesbrecht, 2011) and our best per-
forming exemplar-model is ranked first in two
types of evaluations and second in two other
evaluations.

1 Introduction

In the field of computational semantics, to represent
the meaning of a compound word, two mechanisms
are commonly used. One is based on the distribu-
tional hypothesis (Harris, 1954) and the other is on
the principle of semantic compositionality (Partee,
1995, p. 313).

The distributional hypothesis (DH) states that
words that occur in similar contexts tend to have
similar meanings. Using this hypothesis, distribu-
tional models like the Word-space model (WSM,
Sahlgren, 2006) represent a target word’s meaning
as a context vector (location in space). The simi-
larity between two meanings is the closeness (prox-
imity) between the vectors. The context vector of a
target word is built from its distributional behaviour
observed in a corpus. Similarly, the context vector of
a compound word can be built by treating the com-

pound as a single word. We refer to such a vector as
a DH-based vector.

The other mechanism is based on the principle of
semantic compositionality (PSC) which states that
the meaning of a compound word is a function of,
and only of, the meaning of its parts and the way
in which the parts are combined. If the meaning of
a part is represented in a WSM using the distribu-
tional hypothesis, then the principle can be applied
to compose the distributional behaviour of a com-
pound word from its parts without actually using the
corpus instances of the compound. We refer to this
as a PSC-based vector. So a PSC-based is composed
of component DH-based vectors.

Both of these two mechanisms are capable of de-
termining the meaning vector of a compound word.
For a given compound, if a DH-based vector and
a PSC-based vector of the compound are projected
into an identical space, one would expect the vec-
tors to occupy the same location i.e. both the vectors
should be nearly the same. However the principle
of semantic compositionality does not hold for non-
compositional compounds, which is actually what
the existing WSMs of compositionality detection ex-
ploit (Giesbrecht, 2009; Katz and Giesbrecht, 2006;
Schone and Jurafsky, 2001). The DH-based and
PSC-based vectors are expected to have high simi-
larity when a compound is compositional and low
similarity for non-compositional compounds.

Most methods in WSM (Turney and Pantel, 2010)
represent a word as a single context vector built from
merging all its corpus instances. Such a representa-
tion is called the prototype-based modelling (Mur-
phy, 2002). These prototype-based vectors do not
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distinguish the instances according to the senses of
a target word. Since most compounds are less am-
biguous than single words, there is less need for dis-
tinguishing instances in a DH-based prototype vec-
tor of a compound and we do not address that here
but leave ambiguity of compounds for future work.
However the constituent words of the compound are
more ambiguous. When DH-based vectors of the
constituent words are used for composing the PSC-
based vector of the compound, the resulting vec-
tor may contain instances, and therefore contexts,
that are not relevant for the given compound. These
noisy contexts effect the similarity between the PSC-
based vector and the DH-based vector of the com-
pound. Basing compositionality judgements on a
such a noisy similarity value is no longer reliable.

In this paper, we address this problem of pol-
ysemy of constituent words of a compound using
an exemplar-based modelling (Smith and Medin,
1981). In exemplar-based modelling of WSM (Erk
and Padó, 2010), each word is represented by all its
corpus instances (exemplars) without merging them
into a single vector. Depending upon the purpose,
only relevant exemplars of the target word are acti-
vated and then these are merged to form a refined
prototype-vector which is less-noisy compared to
the original prototype-vector. Exemplar-based mod-
els are more powerful than prototype-based ones be-
cause they retain specific instance information.

We have evaluated our models on the validation
data released in the shared task (Biemann and Gies-
brecht, 2011). Based on the validation results, we
have chosen three systems for public evaluation and
participated in the shared task (Biemann and Gies-
brecht, 2011).

2 Word Space Model

In this section, construction of WSM for all our ex-
periments is described. We use Sketch Engine1 (Kil-
garriff et al., 2004) to retrieve all the exemplars for
a target word or a pattern using corpus query lan-
guage. Let w1 w2 be a compound word with con-
stituent words w1 and w2. Ew denotes the set of
exemplars of w. Vw is the prototype vector of the
word w, which is built by merging all the exemplars
in Ew

1Sketch Engine http://www.sketchengine.co.uk

For the purposes of producing a PSC-based vector
for a compound, a vector of a constituent word is
built using only the exemplars which do not contain
the compound. Note that the vectors are sensitive
to a compound’s word-order since the exemplars of
w1 w2 are not the same as w2 w1.

We use other WSM settings following Mitchell
and Lapata (2008). The dimensions of the WSM

are the top 2000 content words in the given corpus
(along with their coarse-grained part-of-speech in-
formation). Cosine similarity (sim) is used to mea-
sure the similarity between two vectors. Values at
the specific positions in the vector representing con-
text words are set to the ratio of the probability of
the context word given the target word to the overall
probability of the context word. The context window
of a target word’s exemplar is the whole sentence of
the target word excluding the target word. Our lan-
guage of interest is English. We use the ukWaC cor-
pus (Ferraresi et al., 2008) for producing out WSMs.

3 Related Work

As described in Section 1, most WSM models for
compositionality detection measure the similarity
between the true distributional vector Vw1w2 of the
compound and the composed vector Vw1⊕w2 , where
⊕ denotes a compositionality function. If the simi-
larity is high, the compound is treated as composi-
tional or else non-compositional.

Giesbrecht (2009); Katz and Giesbrecht (2006);
Schone and Jurafsky (2001) obtained the compo-
sitionality vector of w1 w2 using vector addition
Vw1⊕w2 = aVw1 + bVw2 . In this approach, if
sim(Vw1⊕w2 , Vw1w2) > γ, the compound is clas-
sified as compositional, where γ is a threshold for
deciding compositionality. Global values of a and b
were chosen by optimizing the performance on the
development set. It was found that no single thresh-
old value γ held for all compounds. Changing the
threshold alters performance arbitrarily. This might
be due to the polysemous nature of the constituent
words which makes the composed vector Vw1⊕w2

filled with noisy contexts and thus making the judge-
ment unpredictable.

In the above model, if a=0 and b=1, the result-
ing model is similar to that of Baldwin et al. (2003).
They also observe similar behaviour of the thresh-
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old γ. We try to address this problem by addressing
the polysemy in WSMs using exemplar-based mod-
elling.

The above models use a simple addition based
compositionality function. Mitchell and Lapata
(2008) observed that a simple multiplication func-
tion modelled compositionality better than addi-
tion. Contrary to that, Guevara (2011) observed
additive models worked well for building composi-
tional vectors. In our work, we try using evidence
from both compositionality functions, simple addi-
tion and simple multiplication.

Bannard et al. (2003); McCarthy et al. (2003) ob-
served that methods based on distributional similar-
ities between a phrase and its constituent words help
when determining the compositionality behaviour of
phrases. We therefore also use evidence from the
similarities between each constituent word and the
compound.

4 Our Approach: Exemplar-based Model

Our approach works as follows. Firstly, given a
compound w1 w2, we build its DH-based proto-
type vector Vw1w2 from all its exemplars Ew1w2 .
Secondly, we remove irrelevant exemplars in Ew1

and Ew2 of constituent words and build the refined
prototype vectors Vwr

1
and Vwr

2
of the constituent

words w1 and w2 respectively. These refined vec-
tors are used to compose the PSC-based vectors 2 of
the compound. Related work to ours is (Reisinger
and Mooney, 2010) where exemplars of a word are
first clustered and then prototype vectors are built.
This work does not relate to compositionality but to
measuring semantic similarity of single words. As
such, their clusters are not influenced by other words
whereas in our approach for detecting composition-
ality, the other constituent word plays a major role.

We use the compositionality functions, sim-
ple addition and simple multiplication to build
Vwr

1+wr
2

and Vwr
1×wr

2
respectively. Based on

the similarities sim(Vw1w2 , Vwr
1
), sim(Vw1w2 , Vwr

2
),

sim(Vw1w2 , Vwr
1+wr

2
) and sim(Vw1w2 , Vwr

1×wr
2
), we

decide if the compound is compositional or non-
compositional. These steps are described in a little
more detail below.

2Note that we use two PSC-based vectors for representing a
compound.

4.1 Building Refined Prototype Vectors

We aim to remove irrelevant exemplars of one con-
stituent word with the help of the other constituent
word’s distributional behaviour. For example, let
us take the compound traffic light. Light occurs
in many contexts such as quantum theory, optics,
lamps and spiritual theory. In ukWaC, light has
316,126 instances. Not all these exemplars are rel-
evant to compose the PSC-based vector of traffic
light. These irrelevant exemplars increases the se-
mantic differences between traffic light and light and
thus increase the differences between Vtraffic⊕light
and Vtraffic light. sim(Vlight, Vtraffic light) is found to be
0.27.

Our intuition and motivation for exemplar re-
moval is that it is beneficiary to choose only the
exemplars of light which share similar contexts of
traffic since traffic light should have contexts sim-
ilar to both traffic and light if it is compositional.
We rank each exemplar of light based on common
co-occurrences of traffic and also words which are
distributionally similar to traffic. Co-occurrences of
traffic are the context words which frequently occur
with traffic, e.g. car, road etc. Using these, the
exemplar from a sentence such as “Cameras capture
cars running red lights . . .” will be ranked higher
than one which does not have contexts related to
traffic. The distributionally similar words to traffic
are the words (like synonyms, antonyms) which are
similar to traffic in that they occur in similar con-
texts, e.g. transport, flow etc. Using these distri-
butionally similar words helps reduce the impact of
data sparseness and helps prioritise contexts of traf-
fic which are semantically related. We use Sketch
Engine to compute the scores of a word observed
in a given corpus. Sketch Engine scores the co-
occurrences (collocations) using logDice motivated
by (Curran, 2003) and distributionally related words
using (Rychlý and Kilgarriff, 2007; Lexical Com-
puting Ltd., 2007). For a given word, both of these
scores are normalised in the range (0,1)

All the exemplars of light are ranked based on
the co-occurrences of these collocations and distri-
butionally related words of traffic using

straffic
E ∈ Elight

=
∑
c ∈ E

xE
c × ytraffic

c (1)

where straffic
E ∈ Elight

stands for the relevance score of the
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exemplar E w.r.t. traffic, c for context word in the
exemplar E, xE

c is the coordinate value (contextual
score) of the context word c in the exemplar E and
ytraffic

c is the score of the context word c w.r.t. traffic.
A refined prototype vector of light is then built by

merging the top n exemplars of light

Vlightr =
n∑

ei∈Etraffic
light ;i=0

ei (2)

where Etraffic
light are the set of exemplars of light

ranked using co-occurrence information from the
other constituent word traffic. n is chosen such that
sim(Vlightr , Vtraffic light) is maximised. This similar-
ity is observed to be greatest using just 2286 (less
than 1%) of the total exemplars of light. After ex-
emplar removal, sim(Vlightr , Vtraffic light) increased to
0.47 from the initial value of 0.27. Though n is cho-
sen by maximising similarity, which is not desirable
for non-compositional compounds, the lack of simi-
larity will give the strongest possible indication that
a compound is not compositional.

4.2 Building Compositional Vectors

We use the compositionality functions, simple ad-
dition and simple multiplication to build composi-
tional vectors Vwr

1+wr
2

and Vwr
1×wr

2
. These are as de-

scribed in (Mitchell and Lapata, 2008). In model ad-
dition, Vw1⊕w2 = aVw1 + bVw2 , all the previous ap-
proaches use static values of a and b. Instead, we use
dynamic weights computed from the participating
vectors using a = sim(Vw1w2 ,Vw1 )

sim(Vw1w2 ,Vw1 )+sim(Vw1w2 ,Vw2 )

and b = 1−a. These weights differ from compound
to compound.

4.3 Compositionality Judgement

To judge if a compound is compositional or non-
compositional, previous approaches (see Section 3)
base their judgement on a single similarity value. As
discussed, we base our judgement based on the col-
lective evidences from all the similarity values using
a linear equation of the form

α(Vwr
1
, Vwr

2
) = a0 + a1.sim(Vw1w2 , Vwr

1
)

+ a2.sim(Vw1w2 , Vwr
2
) (3)

+ a3.sim(Vw1w2 , Vwr
1+wr

2
)

+ a4.sim(Vw1w2 , Vwr
1×wr

2
)

Model APD Acc.
Exm-Best 13.09 88.0
Pro-Addn 15.42 76.0
Pro-Mult 17.52 80.0
Pro-Best 15.12 80.0

Table 1: Average Point Difference (APD) and Av-
erage Accuracy (Acc.) of Compositionality Judge-
ments

where the value of α denotes the compositionality
score. The range of α is in between 0-100. If α ≤
34, the compound is treated as non-compositional,
34 < α < 67 as medium compositional and α ≥
67 as highly compositional. The parameters ai’s
are estimated using ordinary least square regression
by training over the training data released in the
shared task (Biemann and Giesbrecht, 2011). For
the three categories – adjective-noun, verb-object
and subject-verb – the parameters are estimated sep-
arately.

Note that if a1 = a2 = a4 = 0, the model bases
its judgement only on addition. Similarly if a1 =
a2 = a3 = 0, the model bases its judgement only on
multiplication.

We also experimented with combinations such as
α(Vwr

1
, Vw2) and α(Vw1 , Vwr

2
) i.e. using refined vec-

tor for one of the constituent word and the unrefined
prototype vector for the other constituent word.

4.4 Selecting the best model

To participate in the shared task, we have selected
the best performing model by evaluating the mod-
els on the validation data released in the shared task
(Biemann and Giesbrecht, 2011). Table 1 displays
the results on the validation data. The average point
difference is calculated by taking the average of the
difference in a model’s score α and the gold score
annotated by humans, over all compounds. Table 1
also displays the overall accuracy of coarse grained
labels – low, medium and high.

Best performance for verb(v)-object(o) com-
pounds is found for the combination α(Vvr , Vor) of
Equation 3. For subject(s)-verb(v) compounds, it is
for α(Vsr , Vvr) and a3 = a4 = 0. For adjective(j)-
noun(n) compounds, it is α(Vjr , Vn). We are not
certain of the reason for this difference, perhaps
there may be less ambiguity of words within specific
grammatical relationships or it may be simply due to
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TotPrd Spearman ρ Kendalls τ

Rand-Base 174 0.02 0.02
Exm-Best 169 0.35 0.24
Pro-Best 169 0.33 0.23
Exm 169 0.26 0.18
SharedTaskNextBest 174 0.33 0.23

Table 2: Correlation Scores

the actual compounds in those categories. We leave
analysis of this for future work. We combined the
outputs of these category-specific models to build
the best model Exm-Best.

For comparison, results of standard mod-
els prototype addition (Pro-Addn) and prototype-
multiplication (Pro-Mult) are also displayed in Table
1. Pro-Addn can be represented as α(Vw1 , Vw2) with
a1 = a2 = a4 = 0. Pro-Mult can be represented as
α(Vw1 , Vw2) with a1 = a2 = a3 = 0. Pro-Best is
the best performing model in prototype-based mod-
elling. It is found to be α(Vw1 , Vw2). (Note: De-
pending upon the compound type, some of the ai’s
in Pro-Best may be 0).

Overall, exemplar-based modelling excelled in
both the evaluations, average point difference and
coarse-grained label accuracies. The systems Exm-
Best, Pro-Best and Exm α(Vwr

1
, Vwr

2
) were submit-

ted for the public evaluation in the shared task. All
the model parameters were estimated by regression
on the task’s training data separately for the 3 com-
pound types as described in Section 4.3. We perform
the regression separately for these classes to max-
imise performance. In the future, we will investigate
whether these settings gave us better results on the
test data compared to setting the values the same re-
gardless of the category of compound.

5 Shared Task Results

Table 2 displays Spearman ρ and Kendalls τ corre-
lation scores of all the models. TotPrd stands for
the total number of predictions. Rand-Base is the
baseline system which randomly assigns a compo-
sitionality score for a compound. Our model Exm-
Best was the best performing system compared to
all other systems in this evaluation criteria. Shared-
TaskNextBest is the next best performing system
apart from our models. Due to lemmatization er-
rors in the test data, our models could only predict
judgements for 169 out of 174 compounds.

All ADJ-NN V-SUBJ V-OBJ
Rand-Base 32.82 34.57 29.83 32.34
Zero-Base 23.42 24.67 17.03 25.47
Exm-Best 16.51 15.19 15.72 18.6
Pro-Best 16.79 14.62 18.89 18.31
Exm 17.28 15.82 18.18 18.6
SharedTaskBest 16.19 14.93 21.64 14.66

Table 3: Average Point Difference Scores

All ADJ-NN V-SUBJ V-OBJ
Rand-Base 0.297 0.288 0.308 0.30
Zero-Base 0.356 0.288 0.654 0.25
Most-Freq-Base 0.593 0.673 0.346 0.65
Exm-Best 0.576 0.692 0.5 0.475
Pro-Best 0.567 0.731 0.346 0.5
Exm 0.542 0.692 0.346 0.475
SharedTaskBest 0.585 0.654 0.385 0.625

Table 4: Coarse Grained Accuracy

Table 3 displays average point difference scores.
Zero-Base is a baseline system which assigns a score
of 50 to all compounds. SharedTaskBest is the over-
all best performing system. Exm-Best was ranked
second best among all the systems. For ADJ-NN
and V-SUBJ compounds, the best performing sys-
tems in the shared task are Pro-Best and Exm-Best
respectively. Our models did less well on V-OBJ
compounds and we will explore the reasons for this
in future work.

Table 4 displays coarse grained scores. As above,
similar behaviour is observed for coarse grained ac-
curacies. Most-Freq-Base is the baseline system
which assigns the most frequent coarse-grained la-
bel for a compound based on its type (ADJ-NN, V-
SUBJ, V-OBJ) as observed in training data. Most-
Freq-Base outperforms all other systems.

6 Conclusions

In this paper, we examined the effect of polysemy
in word space models for compositionality detec-
tion. We showed exemplar-based WSM is effective
in dealing with polysemy. Also, we use multiple
evidences for compositionality detection rather than
basing our judgement on a single evidence. Over-
all, performance of the Exemplar-based models of
compositionality detection is found to be superior to
prototype-based models.
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Peñas, Anselmo, 43

Reddy, Siva, 54
Rishøj, Christian, 29

Saikh, Tanik, 38
Søgaard, Anders, 29

Van de Cruys, Tim, 16
Vecchi, Eva Maria, 1

Zamparelli, Roberto, 1
Zanzotto, Fabio Massimo, 10

61


	Program
	(Linear) Maps of the Impossible: Capturing Semantic Anomalies in Distributional Space
	Distributed Structures and Distributional Meaning
	Two Multivariate Generalizations of Pointwise Mutual Information
	Distributional Semantics and Compositionality 2011: Shared Task Description and Results
	Shared Task System Description: Frustratingly Hard Compositionality Prediction
	Identifying Collocations to Measure Compositionality: Shared Task System Description
	Shared Task System Description: Measuring the Compositionality of Bigrams using Statistical Methodologies
	Detecting Compositionality Using Semantic Vector Space Models Based on Syntactic Context. Shared Task System Description
	Measuring the Compositionality of Collocations via Word Co-occurrence Vectors: Shared Task System Description
	Exemplar-Based Word-Space Model for Compositionality Detection: Shared Task System Description

