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Abstract interest rate, may not be available. Acronyms also
tend to be noun phrases, therefore syntactic features

In this paper, we introduce a knowledge-based  do not provide relevant information for the purposes
method to disambiguate biomedical acronyms  of disambiguation.

using second-order co-occurrence vectors. We .
9 S . Identifying the correct long-form of an acronym
create these vectors using information about a

long-form obtained from the Unified Medical is important not only for the retrieval of information
Language System and Medline. We evaluate but the understanding of the information by the re-
this method on a dataset of 18 acronymsfound  cipient. In general English, Park and Byrd (2001)
in biomedical text. Our method achieves an note that acronym disambiguation is not widely
overall accuracy of 89%. The results show  studied because acronyms are not as prevalent in lit-
that using second-order features provide adis-  gratyre and newspaper articles as they are in specific
tinct representation of the long-form and po- 4 aing such as government, law, and biomedicine.

tentially enhances automated disambiguation. . ] )
In the biomedical sublanguage domain, acronym
disambiguation is an extensively studied problem.
1 Introduction Pakhomov (2002) note acronyms in biomedical lit-

, ) ) _ erature tend to be used much more frequently than in
Word Sense Disambiguation (WSD) is the task pews media or general English literature, and tend

of automatically identifying the appropriate sense of; o highly ambiguous. For example, the Uni-

a word with multiple senses. For example, the worg.4 medical Language System (UMLS), which in-
culture could refer toanthropological culture ¢ des one of the largest terminology resources in
(e.g., the culture of the Mayan civilization), or ayhe piomedical domain, contains 11 possible long-
laboratory culture (e.g., cell culture). forms of the acronym\/S in addition to the four

~ Acronym disambiguation is the task of automateyamples used above. Liu et al. (2001) show that
ically |dent|fy|ng. the contextually appropriate long- 3304 of acronyms are ambiguous in the UMLS. In a
form of an ambiguous acronym. For example, the,psequent study, Liu et al. (2002a) found that 80%
acronymMScould refer to the diseadéultiple Scle- ot 4| acronyms found in Medline, a large repository
rosis, the drugMorphine Sulfateor the statéVlissis- o gpstracts from biomedical journals, are ambigu-
sippi, among others. Acronym disambiguation camy,s \wren and Garner (2002) found that there exist
be viewed as a special case of WSD, although, un74 000 unique acronyms in the Medline abstracts
like terms, acronyms tend to be complete phras§s yhich 36% of them are ambiguous. The authors

or expressions, therefore collocation features at§sq astimated that the number of unique acronyms
not as easily identified. For example, the featurg increasing at a rate of 11,000 per year.

rate when disambiguating the terimterest, as in Supervised and semi-supervised methods have

*Contact author : bthomson@umn.edu. been used successfully for acronym disambiguation
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but are limited in scope due to the need for sufficierthe synonymous concepts from the various sources
training data. Liu et al. (2004) state that an acronyra Concept Unique ldentifiers (CUIs). Thus both
could have approximately 16 possible long-forms ithe Autonomic nerveoncepts in SNOMED CT and
Medline but could not obtain a sufficient number ofFMA are assigned the same CUI (C0206250). This
instances for each of the acronym-long-form pairallows multiple sources in the Metathesaurus to be
for their experiments. Stevenson et al. (2009) citeeated as a single resource.
a similar problem indicating that acronym disam- Some sources in the Metathesaurus contain ad-
biguation methods that do not require training datajitional information about the concept such as a
regardless if it is created manually or automaticallyconcept’s synonyms, its definition and its related
are needed. concepts. There are two main types of relations
In this paper, we introduce a novel knowledgein the Metathesaurus that we use: the parent/child
based method to disambiguate acronyms usir@nd broader/narrower relations. A parent/child re-
second-order co-occurrence vectors. This methddtion is a hierarchical relation between two con-
does not rely on training data, and therefore, is natepts that has been explicitly defined in one of the
limited to disambiguating only commonly occurringsources. For example, the conc§pianchnic nerve
possible long-forms. These vectors are created ugas anis-a relation with the concepAutonomic
ing the first-order features obtained from the UMLServein FMA. This relation is carried forward to
about the acronym’s long-forms and second-ordghe CUI level creating a parent/child relations be-
features obtained from Medline. We show that ustween the CUIs C0037991 (Splanchnic nerve) and
ing second-order features provide a distinct repré=0206250 (Autonomic nerve) in the Metathesaurus.
sentation of the long-form for the purposes of disA broader/narrower relation is a hierarchical relation
ambiguation and obtains a significantly higher disthat does not explicitly come from a source but is
ambiguation accuracy than using first order featuresreated by the UMLS editors. We use the entire
UMLS including the RB/RN and PAR/CHD rela-

2 Unified Medical Language System tions in this work.

The Unified Medical Language System (UMLS) is3 Medline

a data warehouse that stores a number of distinct . . i .
biomedical and clinical resources. One such ré\_/ledllne fMedcal Literature Analysis and Retrieval

source, used in this work, is the Metathesauru_'sg.yStem Onlineis a bibliographic database contain-

The Metathesaurus contains biomedical and cIir{Dg over- 18.5.mi||ion ciFatioqs to_ jourqal Qrticles
ical concepts from over 100 disparate terminol:" the biomedical domain which is maintained by

ogy sources that have been semi-automatically iﬁhe National Library of Medicine (NLM). The 2010

tegrated into a single resource containing a wid&ﬂed"m_a Baslellgez,ogs_ed In Ith's St%ldy’f encigndrpsassis
range of biomedical and clinical information. ForaPproximately s, journals starting from an

example, it contains the Systematized Nomenclz.i§ 73 Gigabytes; containing 2,612,767 unique uni-

ture of MedicineClinical Terms (SNOMED CT), grams and 55,286,187 unique bigrams. The majority

which is a comprehensive clinical terminology Cre_of the publications are scholarly journals but a small

ated for the electronic exchange of clinical healtlpumber of newspapers, and magazines are included.
information, the Foundational Model of Anatomy4
(FMA), which is an ontology of anatomical concepts
created specifically for biomedical and clinical reExisting acronym disambiguation methods can be
search, and MEDLINEPLUS, which is a terminol-classified into two categories: form-based and
ogy source containing health related concepts creontext-based methods. Form-based methods, such
ated specifically for consumers of health services. as the methods proposed by Taghva and Gilbreth
The concepts in these sources can overlap. F(t999), Pustejovsky et al. (2001), Schwartz and
example, the conceptutonomic nervexists in both Hearst (2003) and Nadeau and Turney (2005), dis-
SNOMED CT and FMA. The Metathesaurus assignambiguate the acronym by comparing its letters di-
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rectly to the initial letters in the possible long-formsautomatically created by first identifying the long-
and, therefore, would have difficulties in distin-form found in the text of clinical reports, replacing
guishing between acronyms with similar long-formghe long-form with the acronym to use as training
(e.g., RAreferring to Refractory anemia or Rheumadata. A maximum entropy model trained and tested
toid arthritis). on a corpus of 10,000 clinical notes achieved an
In contrast, context-based methods disambiguastecuracy of 89%. In a subsequent study, Pakhomov
between acronyms based on the context in which thet al. (2005) evaluate obtaining training data from
acronym is used with the assumption that the contegtiree sources: Medline, clinical records and the
surrounding the acronym would be different for eachivorld wide web finding using a combination of
of the possible long-forms. In the remainder of thisnstances from clinical records and the web obtained
section, we discuss these types of methods in motiee highest accuracy.
detail. Joshi et al. (2006) compare using the Naive
. . . Bayes, Decision trees and SVM on ambiguous
4.1 Context-based Acronym Disambiguation acronyms found in clinical reports. The authors
Methods use the part-of-speech, the unigrams and the bi-
Liu et al. (2001) and Liu et al. (2002b) introducegrams of the context surrounding the acronym as
a semi-supervised method in which training andeatures. They evaluate their method on 7,738
test data are automatically created by extracting abaanually disambiguated instances of 15 ambiguous
stracts from Medline that contain the acronym’sacronyms obtaining an accuracy of over 90% for
long-forms. The authors use collocations and a bagach acronym.
of-words approach to train a Naive Bayes algorithm
and report an accuracy of 97%. This method be5 Word Sense Disambiguation
gins to treat acronym disambiguation as more of a
WSD problem by looking at the context in whichMany knowledge-based WSD methods have been
the acronym exists to determine its long-form, ratheleveloped to disambiguate terms which are closely
than the long-form itself. In a subsequent study, Litielated to the work presented in this paper. Lesk
et al. (2004) explore using additional features antL986) proposes a definition overlap method in
machine learning algorithms and report an accuradyhich the appropriate sense of an ambiguous term
of 99% using the Naive Bayes. was determined based on the overlap between its
Joshi (2006) expands on Liu, et al's work. Theydéefinition in a machine readable dictionary (MRD).
evaluate additional machine learning algorithms udde and Véronis (1998) note that this work provided
ing unigrams, bigrams and trigrams as feature@ basis for most future MRD disambiguation meth-
They found that given their feature set, SVMs ob0ds; including the one presented in this paper.
tain the highest accuracy (97%). Banerjee and Pedersen (2002) use the Lesk’s
Stevenson et al. (2009) re-recreate this dataset gerlap method to determine the relatedness be-
ing the method described in Liu et al. (2001) to autotween two concepts (synsets) in WordNet. They ex-
matically create training data for their method whicHend the method to not only include the definition
uses a mixture of linguistics features (e.g., collocaigloss) of the two synsets in the overlap but also the
tions, unigrams, bigrams and trigrams) in combinaglosses of related synsets.
tion with the biomedical features CUIs and Medi- Wilks et al. (1990) expand upon Lesk’s method by
cal Subject Headings, which are terms manually agalculating the number of times the words in the def-
signed to Medline abstracts for indexing purposesnition co-occur with the ambiguous words. In their
The authors evaluate the Naive Bayes, SVM andhethod, a vector is created using the co-occurrence
Vector Space Model (VSM) described by Agirre andnformation for the ambiguous word and each of its
Martinez (2004), and report that VSM obtained theossible senses. The similarity is then calculated be-
highest accuracy (99%). tween the ambiguous word'’s vector and each of the
Pakhomov (2002) also developed a semisense vectors. The sense whose vector is most simi-
supervised method in which training data wagar is assigned to the ambiguous word.
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disphosphoric [0]/0[0/0/0/0]/0/0]0][0/0]0]0
acid [0/0]0].3]0].2[0][0]0]0]21]0]0]

esters [0]/0]0]0[.5/0/0/0/0/0/0]0|0]
fructose |0].1/0/0/0/0/0]/0]/0/0]0[0|0]|
diphosphate [0[0/0/0|0[0/0/0/0/0[0|0|0]
isomer |(0/0/0/0]/0]/0/0/0/0/0/0/0]0]|

prevalent |0|/0[0[0[0]/0/0/0/0]/0]0|0]0]

SH

Extended Definition
for Fructose Diphosphate

2nd order vector for ‘0‘1‘0‘3‘5‘2‘0‘0‘0‘0‘1‘0‘0‘

Fructose Diphosphate

Figure 1: 2nd Order Vector for Fructose Diphosphate (FDP)

Patwardhan and Pedersen (2006) introduce a vemeronym, and the acronym itself. The appropriate
tor measure to determine the relatedness betwekmg-form of the acronym is then determined by
pairs of concepts. In this measure, a second ordeomputing a cosine between the vector represent-
co-occurrence vector is created for each concept usg the ambiguous acronym and each of the vectors
ing the words in each of the concepts definition andepresenting the long-forms. The long-form whose
calculating the cosine between the two vectors. Thigector has the smallest angle between it and the
method has been used in the task of WSD by calcacronym vector is chosen as the most likely long-
lating the relatedness between each possible serfeem of the acronym.
of the ambigUOUS word and its Surrounding context. To create a second-order vector for a |0ng_form,

The context whose sum is the most similar is asye first obtain a textual description of the long-form
signed to the ambiguous word. in the UMLS, which we refer to as trextended defi-

Second-order co-occurrence vectors were first ithition. Each long-form, from our evaluation set, was
troduced by Schitze (1992) for the task of worgnapped to a concept in the UMLS, therefore, we use
sensediscriminationand later extended by Puran-the long-form’s definition plus the definition of its
dare and Pedersen (2004). As noted by Pedersggrent/children and narrow/broader relations and the
(2010), disambiguation requires a sense-inventoRérms in the long-form.

in which the long-forms are known ahead of time, We include the definition of the related concepts

\l:vhere as in (_Jllscnmmatlon this information is N0ty .5 56 not all concepts in the UMLS have a defini-
hown a prior. tion. In our evaluation dataset, not a single acronym
has a definition for each possible long-form. On
6 Method . :
average, each extended definition contains approx-
In our method, a second-order co-occurrence veanately 453 words. A short example of the extended
tor is created for each possible long-form of thelefinition for the acronym FDP when referring to
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fructose diphosphatis: “ Diphosphoric acid esters acronym disambiguation methods discussed in the
of fructose. The fructose diphosphate isomer is moselated work because it does not require annotated
prevalent. fructose diphosphate.” training data for each acronym that needs to be dis-
After the extended definition is obtained, we creambiguated. Our method differs from the method
ate the second-order vector by first creating a worgroposed by Wilks et al. (1990) in two fundamen-
by word co-occurrence matrix in which the rowstal aspects: 1) using thertended definition of
represent the content words in the long-forms, exhe possible long-forms of an acronym, and 2) using
tended definition, and the columns represent wordgecond-order vectors to represent the instance con-
that co-occur in Medline abstracts with the words irtaining the acronym and each of the acronym’s pos-
the definition. Each cell in this matrix contains thesible long-forms.
Log Likelihood Ratio (Dunning (1993)) of the word
found in the row and the word in the column. Sec-
ond, each word in the long-forms, extended definiz 1 Acronym Dataset

tion is replaced by its corresponding vector, as give\rhe evaluated our method on the

in the co-occurrence matrix. The centroid of these Abbrev” dataket

: made available by Stevenson et al. (2009). The
vectors constitutes the second order co-occurrence

vector used to represent the long-form. acronyms and long-forms in the data were initially

E | . th | i presented by Liu et al. (2001). Stevenson et al.
or example, given thexample corpusontain- (2009) automatically re-created this dataset by iden-

ing two instar?ces: 1) Thg metgbolites, glucose fruc,[-i ing the acronyms and long-forms in Medline ab-
tose and their phosphoric acid esters are changg acts and replacing the long-form in the abstract

due to the effect of glycolytic enzymes, and 2X/vith its acronym. Each abstract contains approxi-

The phosphoric acid combined with metabolites defnately 216 words. The dataset consists of three sub-

creases the intensity. Figure 1 _shows how thgets containing 100 instances, 200 instances and 300
second-order co-occurrence vector is created for the

| ; fruct dinhosphatesing th tended instances of the ambiguous acronym referred to as
ong-form iructose diphospnatesing the extende Abbrev.100, Abbrev.200, Abbrev.300, respectively.

The acronyms long-forms were manually mapped to
The second-order co-occurrence vector for th@oncepts in the UMLS by Stevenson, et al

ambiguous acronym is created in a similar fashion, A sufficient number of instances were not found

only rather than using words in the extended definic). ooh of the 21 ambiguous acronyms by Steven-
tion, we use the words surrounding the acronym ig . ot g (2009). For example, “ASP" only con-

the instance. tained 71 instances and therefore not included in any

Vector methods are subject to noise introduced by the subsets. “ANA” and “FDP” only contained
features that do not distinguish between the differj-ust over 100 instances and therefore, are only in-

ent long-forms of the acronym. To reduce this typg|,ded in the Abbrev.100 subset. “ACE”, “ASP”
of noise, we select the features to use in the secoRgly “cSE” were also excluded because several of
order co-occurrence vectors based on the following,q acronyms’ long-forms did not occur frequently
criteria: 1) second order feature cannot be a Sto%'nough in Medline to create a balanced dataset.
word, and 2) second order feature must occur at least\ye evaluate our method on the same subsets that
twice in the feature extraction dataset and not ocCWiayenson et al. (2009) used to evaluate their super-
more than 150 times. We also experiment with th€iseq method. The average number of long-forms

location of the second-order feature with respect tger acronym is 2.6 and the average majority sense
the first-order feature by varying the window size Ogcross all subsets is 70%.

zero, four, six and ten words to the right and the left
of the first-order feature. The experiments in thig.2 Feature Extraction Dataset

paper were conducted using CuiTools v0.15. We use abstracts from Medline, containing ambigu-
Our method is different from other context-basetus acronym or long-form, to create the second-

Data

http://cuitools.sourceforge.net 2http://nlp.shef.ac.uk/BiowWSD/downloads/corpora
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order co-occurrence vectors for our method as deystem increases and plateaus at a window size of
scribed in Section 6. Table 1 shows the number dén. There is no statistically significant difference
Medline abstracts extracted for the acronyms. between using a window size of six and ten but there
is a significant difference between a window size of

Acronyms| # Abstracts| Acronym | # Abstracts : .
ANA 3267 APC 11102 zero and six, as well as four and six€ 0.01).
BPD 3,260 BSA 10,500 Acronym# LongAbbrev Abbrev Abbrey
CAT 44,703 | CML 8,777 forms| 100 200 300
CMV 13,733 | DIP 2,912 ANA 31084
EMG 16,779 FDP 1,677 '
APC 3 0.88 0.87 0.87
LAM 1,572 MAC  |6,528 BPD 3 | 096 095 0095
MCP 2,826 PCA | 11,044 BSA 2 | 095 093 092
PCP 5,996 PEG 10,416 CAT > |oss 087 087
PVC 2,780 RSV 5001 CML 2 | 081 084 083
Table 1: Feature Extraction Data for Acronyms g:\gv g 882 883 0.98
EMG 2 0.88 0.89 0.88
FDP 4 0.65
8 Results LAM 2 0.86 0.87 0.88
. . MAC 4 0.94 095 0.95
Table 2 compares the majority sense baseline andthe  |\icp 4 | 073 067 068
first-order baseline with the results obtained using PCA 4 0.78 0.79 0.79
our method on the Acronym Datasets (Abbrev.100, PCP 2 | 097 096 0.96
Abbrev.200 and Abbrev.300) using a window size E\E/g g 8'82 8'82 0.88
of zero, four, six and ten. Differences between the RSV > | 097 098 098

means of disambiguation accuracy produced by var-
ious approaches were tested for statistical signifi—Tab|e 3: Individual Results using a Window Size of 6.
cance using the pair-wise Student’s t-tests with the

significance threshold set to 0.01. 9 Error Analysis

Window Abbrev Table 3 shows the results obtained by our method for

Size 100 200 300 T ; : : ;
the individual acronyms using a window size of six,

Maj. Sense Baselin 070 0.70 0.74 yms using

T-order Baseline 057 061 061 and the number of possible long-forms per acronym.

D

0 083 083 081 Ofthe 18 acronyms, three obtain an accuracy below
4 0.86 0.87 0.8 80 percent: FDP, MCP and PCA.
Our Method 160 8-33 8-38 8-23 FPD has four possible long-forms: Fructose
: : . Diphosphate (E1), Formycin Diphosphate (E2), Fib-
Table 2: Overall Disambiguation Results rinogen Degradation Product (E3) and Flexor Dig-

itorum Profundus (E4). The confusion matrix in
The majority sense baseline is often used to eval0rable 4 shows that the method was unable to dis-
ate supervised learning algorithms and indicates thinguish between the two long-forms, E1 and E2,
accuracy that would be achieved by assigning th&hich are both diphosphates, nor E2 and E3.
most frequent sense (long-form) to every instance.

; . [Long-Form E1|E2|E3|E4
T_he _rgsults in Table 2 demonstrate that our method ISET Fruciose Diphosphate
significantly more accurate than the majority sense[Ez: Formycin Diphosphate 51211119
baseling(p < 0.01). E3: Fibrinogen Degradation Prodiict 4
We compare the results using second-order vec{E4: Flexor Digitorum Profundus 59

tors to first-order vectors. Table 2 shows that ac-

curacy of the second-order results is significantly

higher than the first-order results < 0.01). MCP also has four possible long-forms: Multicat-
The results in Table 2 also show that, as the wiralytic Protease (E1), Metoclopramide (E2), Mono-

dow size grows from zero to six, the accuracy of theyte Chemoattractant Protein (E3) and Membrane

Table 4: FDP Confusion Matrix
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Cofactor Protein (E4). The confusion matrix in Tathey are semi-supervised which have been shown to
ble 5 shows that the method was not able to distirebtain higher accuracies than methods that do not
guish between E3 and E4, which are both proteinsise statistical machine learning algorithms. The dis-
and E1, which is a protease (an enzyme that breakslvantage is that sufficient training data are required

down a protein). for each possible acronym-long-form pair. Liu et
al. (2004) state that an acronym could have approxi-
Long-Form ELE2IESEA)  mately 16 possible long-forms in Medline but a suf-
E1: Multicatalytic Protease 115161 ficient number of instances for each of the acronym-
E2: Metoclopramide 15

E3: Monocyte Chemoattractant Protein | 3 [44(11] long-form pairs were not found in Medline and,
E4: Membrane Cofactor Protein 13 therefore, evaluated their method on 15 out of the

original 34 acronyms. Stevenson et al. (2009) cite
a similar problem in re-creating this dataset. This

PCA has four possible long-forms: Passive cushows the limitation to these methods is that a suffi-

taneous Anaphylaxis (E1), Patient Controlled AnalSi€nt number of training examples can not be ob-
gesia (E2), Principal Component Analysis (E3), an&e_uned for each acronym that negds to be disam-
Posterior Cerebral Artery (E4). The confusion maPiguated. The method proposed in the paper does
trix in Table 6 shows that the method was not abl8°t have this limitation and can be used to disam-
to distinguish between E2 and E3. Analyzing th&iguate any acronym in Medline.

extended definitions of the concepts showed that E2 . ]

includes the definition to the concept Pain Managell ~Discussion

ment. The words in this definition overlap with
many of the words used in E3s extended definition

Table 5: MCP Confusion Matrix

In this paper, we presented a novel method to disam-
biguate acronyms in biomedical text using second-

Cong-Form ETE2E3EZ Qrder features extracted from _the UMLS and Med-

E1:Passive Cutaneous Anaphylg%i8 61 line. The results show that using second-order fea-

Egigaﬂe_ﬂt Clcc):ntrolled Anilge;ﬁla_ 5 1112 tures provide a distinct representation of the long-
-Principa omponent nalysis P : P H

EZ-Posterior Corebral Artery - form that is useful for disambiguation.

We believe that this is because biomedical text
Table 6: PCA Confusion Matrix contains technical terminology that has a rich source
of co-occurrence information associated with them
due to their compositionality. Using second-order
information works reasonably well because when

Of the previously developed methods, Liu et althe terms in the extended definition are broken up
(2004) and Stevenson et al. (2009) evaluated thdlito their individual words, information is not being
semi-supervised methods on the same dataset as i@gt. For example, the term Patient Controlled Anal-
used for the current study. A direct comparisorgesia can be understood by taking the union of the
can not be made between our method and Liu et dneanings of the three terms and coming up with an
(2004) because we do not have an exact duplicatigppropriate definition of the term (patient has con-
of the dataset that they use. Their results are corffol over their analgesia).
parable to Stevenson et al. (2009) with both report- We evaluated various window sizes to extract the
ing results in the high 90s. Our results are directlpecond-order co-occurrence information from, and
comparable to Stevenson et al. (2009) who repofound using locally occurring words obtains a higher
an overall accuracy of 98%, 98% and 99% on thaccuracy. This is consistent with the finding reported
Abbrev.100, Abbrev.200 and Abbrev.300 datasetsy Choueka and Lusignan (1985) who conducted an
respectively. This is approximately 10 percentagexperiment to determine what size window is needed
points higher than our results. for humans to determine the appropriate sense of an
The advantage of the methods proposed b§mbiguous word.
Stevenson et al. (2009) and Liu et al. (2004) is that The amount of data used to extract the second-

10 Comparison with Previous Work
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order features for each ambiguous acronym variebhe main goal of this paper was to determine if the
depending on its occurrence in Medline. Table 1 irwontext found in the long-forms, extended definition

Section 7.2 shows the number of abstracts in Medvas distinct enough to distinguish between them us-
line used for each acronym. We compared the accing second-order vectors. For this purpose, we feel
racy obtained by our method using a window size athat the dataset was sufficient although a more ex-
six on the Abbrev.100 dataset with the number of altensive dataset may be needed in the future for im-
stracts in the feature extraction data. We found thatroved coverage.

the accuracy was not correlated with the amount of

data useds(= 0.07). This confirms that it is not the 12 Future Work

quantity but the content of the contextual informay, e future. we plan to explore three different
tion that determines the accuracy of disambiguationy,anes. Th'e first avenue is to look at obtaining

~We compared using second-order features anfntexal descriptions of the possible long-forms
first-order features showing that the second-order r¢m resources other than the UMLS such as the
sults obtained a significantly higher accuracy. WWetaMapped Medline baseline and WordNet. The
believe that this is because the definitions of the pogecond avenue is limiting the features that are used
sible concepts are too sparse to provide enough ify ihe instance vectors. The first-order features in
formation to distinguish between them. This findyq jnstance vector contain the words from the entire
ing coincides to that of Purandare and Pedersefqiact As previously mentioned, vector methods
(2004) and Pedersen (2010) who found that with o 5 hiect to noise, therefore, in the future we plan
large amounts of data, first-order vectors perforry, eyniore using only those words that are co-located
better than second-order vectors, but second-ordggy 1 the ambiguous acronym. The third avenue is
vectors are a good option when large amounts fynanding the vector to allow for terms. Currently,

data are not available. we use word vectors, in the future, we plan to extend

The results of the error analysis indicate thafhe method to use terms, as identified by the UMLS,
for some acronyms using the extended definitio¢ tastures rather than single words.

does not provide sufficient information to make \ye 4150 plan to test our approach in the clinical

finer grained distinctions between the long-formsy,main. we believe that acronym disambiguation
This result also indicates that, although many 10ngs, 5y he more difficult in this domain due to the in-
forms of acronyms can be considered coarse-graingdh5se amount of long-forms as seen in the datasets

senses, this is not always the case. For example, tnged by Joshi et al. (2006) and Pakhomov (2002).
analysis of M C P showed that two of its possible

long-forms are proteins which are difficult to differ-13 Conclusions

entiate from given the context.

The results of the error analysis also show thapur Study constitutes a significant step forward in
indicative collocation features for acronyms are nof’® aréa of automatic acronym ambiguity resolu-
easily identified because acronyms tend to be corf{o": @s it will enable the incorporation of scalable
plete phrases. For example, two of the possibCronym disambiguation into NLP systems used for

long-forms of DF are Fructose Diphosphatand indexing and retrieval of documents in specialized
Formycin Diphosphate domains such as medicine. The advantage of our

Two main limitations of this work must be men- Method over previous methods is that it does not re-
tioned to facilitate the interpretation of the resultsduiré manually annotated training for each acronym

The first is the small number of acronyms and thio be disambiguated while still obtaining an overall
small number of long-forms per acronym in the2ccuracy of 89%.

dataset; however, the acronyms in this dataset ape.
representative of the kinds of acronyms one would
expect to see in biomedical text. The second limitaFhis work was supported by the National Insti-
tion is that the dataset contains only those acronyntste of Health, National Library of Medicine Grant
whose long-forms were found in Medline abstracts#R01LM009623-01.
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